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RESUMEN

En los primeros meses del comienzo de la pandemia de COVID-19 las fami-
lias uruguayas con hijos a cargo manifestaron estar sufriendo elevados niveles
de afectaciéon (Ares et al. 2020). Desde la Secretaria Ejecutiva de Primera In-
fancia de INAU surge la iniciativa de lanzar un programa de acompanamiento
familiar en una modalidad virtual llamado Parentalidades Comprometidas en
Casa.

Este programa fue realizado en una serie de entregas distribuidas en modo
virtual usando el sistema de mensajeria Whatsapp. Cada entrega consistia de
un documento con propuestas ludicas y educativas para padres y madres. Al
final de la entrega, se les pedia a los usuarios que completaran un formulario
con una opinién sobre esa entrega.

Este trabajo surge de un planteo del INAU con el objetivo de automati-
zar el procesamiento de las respuestas a las encuestas de los usuarios. Estas
respuestas son generalmente breves y usando lenguaje natural. El volumen a
procesar se puede seguir incrementando (si el programa se continua mas alld
de la pandemia), lo cual plantea un desafio para procesar todas las respuestas
de forma manual y con pocos recursos.

Uno de los objetivos del INAU es clasificar las respuestas en una jerarquia
de categorias dada, donde cada respuesta pueda pertenecer a una o mas de
una de estas categorias.

En este documento de tesis se aborda el problema con una primera fase
exploratoria de los datos, asi como la aplicacién de un conjunto de técnicas
de aprendizaje automadtico no supervisado con los objetivos de (a) entender
la naturaleza de los datos, (b) identificar caracteristicas, topicos y grupos de
datos (c) reportar al INAU posibles caminos a seguir para un abordaje del

problema a futuro.

Palabras claves:

pln, aprendizaje no supervisado, modelado de tépicos, LDA, Clustering,

Sentence embeddings, SentenceBERT, HDBSCAN, t-SNE, UMAP.
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Capitulo 1
Introduccion

El presente trabajo surge como una iniciativa del Instituto del Nino y Ado-
lescente del Uruguay (INAU), a través del Departamento de Asuntos Interna-
cionales y Cooperacion, y se realiza en colaboracion con el Grupo de Procesa-

miento del Lenguaje Natural de la Facultad de Ingenieria, Universidad de la

Republica (UdelaR).

1.1. Motivaciéon

La Secretaria Ejecutiva de Primera Infancia del INAU desarrollé en el
ano 2020 el programa de Parentalidades Comprometidas en Casa como una
respuesta a la situacion de crisis generada por la pandemia de COVID-19. El
objetivo de este programa fue acompanar y apoyar a las familias uruguayas
con hijos a cargo en este contexto de pandemia, luego de conocerse reportes
(Ares et al. 2020) de cambios importantes en las dindmicas familiares, y c6mo
estos tenfan un impacto directo en ellas.

Este programa se implement6 como una serie de cuatro entregas por medio
del sistema de mensajeria Whatsapp. Estas entregas o dispositivos —como le
llama el INAU- presentan de forma muy grafica y amena un conjunto de
contenidos enfocados en temas de interés para el programa del INAU. Al final
de este documento se presenta un formulario que el INAU cred y distribuyo
para relevar la utilidad de estas entregas. Este formulario permite conocer la
opinién de los usuarios mediante una serie de preguntas, entre las cuales una
de sus respuestas es abierta y es el foco de andlisis de este trabajo.

Actualmente el INAU procesa los resultados de estos formularios de forma



manual, clasificando las respuestas de los usuarios, que son un texto libre
en lenguaje natural, en una jerarquia de categorias de su interés. E1 INAU
planea seguir con este dispositivo y las encuestas mas alla de la situacién
de pandemia. Este trabajo es realizado por los integrantes de la Secretaria
Ejecutiva de Primera Infancia. Sin embargo, este formato les presenta varias
dificultades al equipo del INAU por dos motivos (a) la cantidad de datos
obtenidos de las encuestas va en aumento (b) los recursos que disponen son

limitados.

1.2. Objetivo

El objetivo del INAU es poder automatizar este proceso para obtener una
retroalimentacion més efectiva del éxito o no del programa, asi como poder
dar respuesta a las inquietudes planteadas por los mismos usuarios del sistema
a través de modificaciones del contenido o nuevos programas.

En este documento de tesis se aborda el problema con una primera fase
donde se exploran y analizan los datos obtenidos, asi como también la apli-
cacion de un conjunto de técnicas de aprendizaje automatico no supervisado.
Los objetivos definidos dentro del alcance de este proyecto se puede dividir
en dos grupos, los objetivos para el INAU y los objetivos propios de la tesis.

Dentro de los objetivos en relacion al INAU estéan,

(a) entender la naturaleza de los datos,

(b) identificar caracteristicas, patrones, agrupaciones de datos en el espacio

y topicos o palabras claves mas relevantes,

(c) generar un reporte con posibles caminos a seguir para una segunda fase

(en caso de que exista), y

(d) analizar relaciones entre tépicos/clusters y categorias definidas.

Y dentro de los objetivos propios a la tesis tenemos,

(a) estudiar los datos recibidos,
(b) estudiar técnicas para el modelado de los textos, y

(c) estudiar técnicas para deteccion de tdpicos y agrupamientos (clusters)



1.3. Cronograma de trabajo

A continuacién se detalla el cronograma de tareas con la duracién tentativa,

y las fechas en que fueron llevadas a cabo.

’ Tareas \ Duracién Fechas
Analisis primario de los datos: cantidad de | 3 semanas Abril 2022
datos anotados, estudio de balance y corre-
laciones entre categorias, limpieza y forma-
teo de datos
Experimentos basados en agrupamientos | 5 semanas Mayo a Junio
(clustering) y deteccion de tépicos para 2022
analizar su correspondencia con las cate-
gorias de andlisis propuestas
En base a los resultados anteriores, definir | 3 semanas Junio a Agosto
un alcance acotado para el marco de esta 2022
tesis y hacer experimentos de clasificacion
Evaluacion final de resultados 1 semana Agosto a Sep-

tiembre 2022
Escritura de documento final 4 semanas Septiembre a
Diciembre 2022

1.4. Organizacién del documento

A continuacion se presenta la organizacién del trabajo y una breve descrip-
cién del contenido de cada una de las secciones que forman este documento.

Se comienza con el capitulo de Definicion del problema donde se define
y presenta el problema. A continuacién se introducen las diferentes técnicas
y algoritmos usados en el capitulo Conceptos preliminares y Estado del
arte. En la siguiente capitulo Diseno e implementacion de la solucién se
detallan las decisiones tomadas, las técnicas utilizadas y se hace un breve re-
sumen y analisis de los resultados obtenidos. Seguido, el capitulo de Analisis
de Resultados donde se presentan los resultados obtenidos, se analizan en
detalle y se discute qué nos permitié encontrar cada técnica usada. Al final se
abordan las Conclusiones y trabajo a futuro profundizando en las conclu-
siones que se encontraron y se sugieren un conjunto de enfoques a tomar para
seguir avanzando dado los objetivos planteados. En los Apéndices y Anexos

se agregan recursos provistos por el INAU, asi como los conjuntos de datos y



los recursos técnicos que se fueron construyendo durante la ejecucién de esta

tesis.



Capitulo 2
Definicion del problema

El INAU —como anteriormente se detallo— presenté el problema de enten-
der mejor y clasificar las respuestas de los usuarios del sistema desarrollado
en el proyecto de Parentalidades Comprometidas en Casa, que actualmente
se procesan de forma manual. Las respuestas son generalmente textos cor-
tos, expresadas en lenguaje natural, y cuyo contenido puede contener errores
ortograficos, de tipeo 6 caracteres especiales como los <emojiss>!'. Asimismo,
durante el desarrollo del programa se gener6 una buena cantidad de respuestas
que hacen que un tratamiento manual sea muy engorroso y que se requiera un
proceso mas agil y eficiente que no dependa —solo— de un conjunto de personas
para su procesamiento.

El objetivo del INAU es clasificar de forma automatica las respuestas de
los usuarios en la siguiente jerarquia de categorias (en la Figura 2.1 se muestra

una tabla con su proceso y las categorias),

1Segtin la RAE, un EMOJI es una pequeia imagen o icono digital que se usa en las
comunicaciones electrénicas para representar una emocion, un objeto, una idea, etc.



Categoria

Numero de Categoria

Categorias
| Utilidad

L_No clasificables

a la tematica de la entrega

| Sugerencias/Observaciones

| Impuls6 un proceso reflexivo en torno

| Manifiestan haber realizado alguna
actividad o su intencién de hacerla
L Manifiestan que no les resultoé ttil
|_Valoracion positiva del dispositi-
o/actividad
Valoracién del dispositivo

Valoracion de actividades concretas

W

~— — ~— ~—

B

Respuestas: ENTREGA 1

c D

Categorias

2- Manifiestan
haber realizado
alguna actividad o
su intencién de
hacerla

1-Impuls6 un
proceso reflexivo
entorno a la
tematica de la
entrega

Total de apariciones de la subcategoria

72 35

F

Valoracién
positiva del

dispositivo/activid
ad

6-
Sugerencias/obse
rvaciones

4- Valoracién del

dispositivo

0

5- Valoracién de
actividades
concretas

188

43

30

46

% de aparicion de la subcategoria

17,39% 8,45%

0,00%

45,41%

10,39%

7,25%

11,11%

% de aparicién de la categoria

25,85%

55,80%

7,25%

11,11%

Excelente

4

Muy buena la informacién

4

material

4

Esta actividades siempre las realizamos en
casa. Cuando guardamos los juguetes. Al
bafiarse y al dormir. Les gusta mucho cantar
ebinteractuar en familia

Me gusto mucho la propuesta,ya q hay cosas
q me sirven para aplicarlas a nuestras rutinas
diarias como lo importante que es el
sentarnos juntos a la mesa y q nuestros nifios
aprendan la importancia de estar la familia
reunida a la hora del almuerzo.

Me gusto mucho la propuesta,tambien para
aplicar algunas cosas como la importancia d
la comida y el almuerzo en familia

me gusta q los nifios pepan y gle tengan
pasiencia

Figura 2.1: Ejemplo del formato de datos y las categorias en el proceso de
clasificacion del INAU

Las categorias siguen una jerarquia de 2 niveles y con 4 super categorias
(Utilidad, Valoracién positiva del dispositivo, No clasificables, Sugerencias y
Observaciones). Las sub categorias corresponden a la super categoria <Utili-

dad>, con 3 sub categorias y la categoria <Valoracion positiva del dispositi-

vo/actividads, con 2 sub categorias.




Las respuestas pueden pertenecer a més de una categoria (o clase, normal-
mente se usa indistintamente clase o categoria) como se muestra en la Figura
2.1, haciendo que el problema sea un problema de clasificacion de las res-

puestas en multiples clases (clasificacién multiclase). Para ilustrar lo anterior

mostramos algunos ejemplos extraidos de los datos de la planilla del INAU:

Respuesta

Categorias (nimero de ca-
tegoria)

Esta actividades siempre las realizamos en
casa. Cuando guardamos los juguetes. Al
banarse y al dormir. Les gusta mucho can-
tar ebinteractuar en familia

Manifiestan haber realizado al-
guna actividad o su intencion
de hacerla (2), Valoracién de
actividades concretas (5)

Me gusto mucho la propuesta,tambien para
aplicar algunas cosas como la importancia
d la comida y el almuerzo en familia

Impulsé un proceso reflexivo
entorno a la tematica de la en-
trega (1), Valoracién del dispo-
sitivo (4)

Muy interesante la propuesta

Valoracién del dispositivo (4)

El contenido de la historia es importante

No clasificables (7)

para los ninos, al hablar de plantas de na-
turaleza y de crecer en la vida,

Valoracion de actividades con-
cretas (5)

Muy lindas las canciones y el cuento.

Se puede apreciar que la jerarquia de categorias disenada por el INAU
tiene cierta ambigiiedad ya que existen sub clases complejas como “Valo-
racion del dispositivo” y “Valoracién de actividades concretas”. Ademas,
otras sub-categorias parecen confusas o poco intuitivas como “Sugeren-
cias/Observaciones”.

Ademas del conjunto inicial de datos, se nos brindé un conjunto de datos
extra que corresponde a la salida capturada de los formularios de Google (datos
crudos). Estos nuevos datos se entregaron avanzado el proyecto, y se usaron
para complementar la exploracién y el analisis de datos en la etapa final. El
objetivo de obtener estos nuevos datos fue contar con nuevos atributos que
nos posibilitaran profundizar el analisis, para asi afinar las conclusiones del

proyecto. El conjunto de datos tiene como atributos:
= Marca temporal

= Te resulté 1util el contenido? En caso afirmativo, marque las opciones que

reflejan la utilidad.



= [dentidad de género

» ;Querés comentarnos o sugerirnos algo? Nos encantaria leerte! (este atri-

buto corresponde al campo “respuesta” del primer set de datos)

y se entregd en cuatro (4) documentos de Google Sheets que corresponden

a las cuatro entregas que el INAU llevo a cabo durante el programa.

2.1. Etapas del proceso

El problema presentado por el INAU requiere de un conjunto de etapas
e iteraciones que permitan explorar y analizar posibles caminos para obtener
las respuestas buscadas. En este proyecto de ciencia de datos se ejecutan las

siguientes etapas,

1. Obtener los datos que nos permitan dar respuesta al problema planteado.

2. Preprocesar los datos (corregir inconsistencias, rellenar valores que fal-

tan, etc.).
3. Explorar y analizar los datos.
4. Construir un modelo de aprendizaje automatico no supervisado.

5. Evaluar el modelo.

Una parte importante del proceso es —una vez planteado el problema— obte-
ner los datos necesarios que nos permitan encontrar la respuestas que estamos
buscando (o no). En este proyecto ya se cuenta con los datos dado que el INAU
fue el encargado de recogerlos como parte de las encuestas del programa. Por
lo tanto se enfoca en las tareas de la niimero 2 a la nimero 5 de los puntos
anteriores.

En este trabajo se organizan las tareas teniendo en cuenta que se van a
aplicar dos enfoques distintos; el primero es analizar nuestros datos usando
el modelado de tépicos, y asi poder visualizar las asociaciones entre estos, y
sus caracteristicas (como se forman, como se agrupan, etc.), y en el segundo
enfoque se representa el texto usando SENTENCE EMBEDDINGS y se aplica un
ALGORITMO DE CLUSTERING con el fin de encontrar y analizar las asociaciones
que se dan entre las respuestas —de las encuestas— apoyandonos en el poder de

las representaciones de embeddings’.

1Se hace referencia a los SENTENCE EMBEDDINGS



A continuacién se describen las tareas y los dos enfoques que se mencio-

naron anteriormente, y en la Figura 2.2 se muestra visualmente como estas

interactian,

Exploracion de datos -
Preprocesamiento de los | Datos limpios b \/\/
datos | Exploracién de datos < Lo

Modelado de topicos

- =N D __
Bag of words - LDA —

Sentence embeddings

. s m Lot
Sentence embeddings " an Clustering et

Figura 2.2: Diagrama que ilustra como se conectan las diferentes etapas del
proceso.

1. Preparar los datos. En esta etapa se realiza un preprocesamiento de
los datos para que puedan ser procesados desde los diferentes algoritmos

y métodos de visualizacion.

2. Explorar y analizar los datos.

a) Primer acercamiento. Se intenta determinar como se distribuyen
las respuestas en las categorias previamente clasificadas (balance de
clases), identificar caracteres especiales (como «emojis>), identificar
palabras més comunes, asi como otras tareas de identificacién y

exploracion de los datos que permitan identificar patrones.

b) MODELADO DE TOPICOS (4.2.1), Mediante el uso de modelos de
APRENDIZAJE AUTOMATICO NO SUPERVISADO (ver 3) se busca
encontrar patrones no visibles en los datos. En particular, se inten-
ta buscar en los textos cuales son los tépicos (conceptuales,; ya que
estan formado por un conjunto de palabras) que nos permitan en-

tender como se relacionan y agrupan las respuestas de los usuarios.



c¢) Agrupar las respuestas usando SENTENCE EMBEDDINGS (ver 3.3.1).
De igual forma que el punto anterior, se usa otra técnica para ex-
plorar las relaciones entre los datos, asi como patrones que puedan

surgir de ellos.

3. Evaluar y analizar los resultados obtenidos. Finalmente, se evalia
el resultado de los puntos anteriores, se analiza las relaciones y patrones
obtenidos. Ademas, se vincula estas relaciones con las categorias dadas,

y se concluye si es posible responder o no al problema planteado.

No se incluye el proceso de evaluacion, en nuestro caso la evaluacion surge
de la interpretacion de los resultados para generar recomendaciones. El objetivo
de estas etapas es entender mejor la naturaleza de los datos para responder si
es posible automatizar la categorizacién de las respuestas en la jerarquia dada,
o en caso de que no sea posible qué camino tomar. De esto pueden surgir
interrogantes como, json suficientes los datos que se tienen para construir un
modelo predictivo (un clasificador por ejemplo)? jel problema como se plantea
tiene una solucion o se necesita revisar el problema y dar opciones alternativas?.

En el siguiente capitulo se introducen los conceptos tedricos usados en este
proyecto. Luego, en el capitulo siguiente de Diseno e implementacién de
la solucién se detalla como se abordé el problema aqui definido y se exploran
las decisiones tomadas asi como los enfoques que se usaron en las diferentes

etapas.
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Capitulo 3

Conceptos preliminares y
Estado del arte

En esta capitulo se introducen los conceptos tedricos, y se comenta el estado
del arte de las diferentes técnicas utilizadas.

Para comenzar se necesita hablar de Procesamiento del Lenguaje Natural
(PLN) —también puede usarse Natural language processing (NLP) por su sigla
en inglés— dado que es la columna vertebral de esta tesis. El PROCESAMIENTO
DEL LENGUAJE NATURAL permite a las computadoras llevar a cabo tareas
utiles que involucran al lenguaje humano. Tales tareas pueden mejorar las
formas de comunicarnos con dispositivos (por ejemplo, con Siri en nuestros
teléfonos, o el asistente de Google), mejorar la forma de comunicacién entre
personas (asistentes gramaticales en los procesadores de texto), o simplemente
para cuando necesitamos procesar el lenguaje para obtener informaciéon de
utilidad para cierta tarea que estemos emprendiendo (Jurafsky y Martin, 2009).

Procesar el lenguaje con el objetivo de resolver una tarea puntual requiere
de cierto conocimiento del lenguaje que nos permita entender el contenido. Du-
rante anos se han desarrollado técnicas para procesar textos que nos permiten
entender de qué tratan, resumirlos, obtener respuestas a preguntas, entre otras
tareas. Generalmente, los procesos comienzan dividiendo (o segmentando) el
texto en tiras de tokens' —se puede pensar como las palabras de la oracién
o del texto—. Posteriormente, sobre esta secuencia de tokens se aplican otras
técnicas que nos permiten analizar sintdcticamente los textos (la forma), asi

como semanticamente (el significado).

'E]l TOKEN se define como una secuencia de caracteres que estdn agrupados de tal forma
que forman una unidad semantica usable para ser procesada.
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Los tokens, para ciertas aplicaciones, necesitan ser transformados a una
forma en especial para su procesamiento. Por ejemplo, hay ocasiones que en el
texto que estamos analizando, nos puede interesar inspeccionar nuestra lista
de tokens y encontrar las conjugaciones del verbo <corrers como corro, corriy
corrieron. En este contexto, la palabra <corrers se llama lema. En PLN existe
un proceso para transformar los tokens a su respectivo lema y se conoce como
LEMATIZACION. Una forma més simple y menos compleja computacionalmente
es la técnica de stemming, que mediante un algoritmo lleva la palabra a su raiz.

También, se recurre al uso de PART-OF-SPEECH TAGGING que es una técni-
ca que permite etiquetar las palabras de una oracién con la clase a la que
pertenece (si es sustantivo, verbo, adjetivo, adverbio u otro tipo), esta clase
se conoce como PART-OF-SPEECH (6 POS). El POS-TAGGING es una técnica
de desambiguacién ya que permite diferenciar palabras dado su contexto (por
ejemplo, “presente” es un sustantivo, pero también es un verbo).

Por tltimo, introducimos las técnicas de Aprendizaje Automatico, que se
usan de forma extensiva en el procesamiento del lenguaje natural. Como se
puede ver mas adelante en este trabajo se usan técnicas de Aprendizaje Au-
toméatico no supervisado. Los algoritmos de aprendizaje automatico no super-
visado intentan encontrar las relaciones o patrones en los datos por si solos
(Wilmott, 2019). Para poder definir mejor estos algoritmos <no supervisa-
dos> deberiamos definir los <supervisados>. Los algoritmos de aprendizaje
automatico supervisados necesitan ser guiados para que puedan encontrar los
patrones en los datos. La forma de guiar estos algoritmos es mediante el uso
de conjuntos de datos que hayan sido previamente revisados por un humano (o
una maquina en ciertas ocasiones) y estos datos hayan sido <etiquetadoss. La
entrada de estos algoritmos son conjuntos de datos donde sus elementos son
tuplas (x,y) donde la = son los elementos de los cuales queremos <aprender
un patréns y la y es una etiqueta (o sea, un valor que un humano anterior-
mente etiquetd, ejemplo una clase o un nimero). Por ejemplo, un conjunto
de fotos de animales: {(fotol,”perro”), (foto2,” gato”), ( foto3,” caballo”}, ...}
donde la fotol es la foto de un perro, la foto2 es la foto de un gato, etc.
(Wilmott, 2019). Estos algoritmos usan el conjunto de datos para aprender los
patrones mediante un proceso que se llama <entrenar el algoritmos (o training
en inglés). Una vez que el proceso de entrenamiento se completa, se genera un
<modelo> que se usa para responder a lo aprendido. Por ejemplo, predecir si

la foto del perro es de un perro o de un gato, o predecir cual va a ser el valor
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de una casa en un ano dado el barrio donde se encuentra.

Los algoritmos de aprendizaje automéatico no supervisado usan datos que no
estan etiquetados y buscan encontrar relaciones que existen entre los elementos
del conjunto de datos (estas relaciones surgen de las caracteristicas propias
de esos datos). Dentro de este tipo de algoritmos se pueden encontrar (a)
algoritmos de clustering (b) algoritmos para la deteccién de anomalias, y (c)
enfoques para encontrar modelos de variable latente ! (como el modelo de
Latent Dirichlet Allocation o LDA).

A continuacion describimos los conceptos tedricos comenzando con la técni-
ca de <text clustering> ya que esta técnica se usa tanto en Modelado de tépicos
como en representacién con Sentence embeddings. Se sigue con el «modelado
de topicos> donde se trata el modelo de <Latent Dirichlet Allocation>. Luego,
se introduce técnicas de representacion de texto para algoritmos de aprendi-
zaje automatico —con foco en las <Sentence embeddings>—, y se finaliza con
técnicas de reduccion de dimensionalidad y visualizacién de datos en miultiples

dimensiones.

3.1. Text Clustering

Dentro de las técnicas de aprendizaje automatico no-supervisado se en-
cuentra lo que se conoce como técnicas de agrupamiento o clustering. Son al-
goritmos que nos permiten agrupar los datos usando caracteristicas propias de
ellos (por ejemplo, color, tamano, etc.). El resultado del algoritmo son grupos
de elementos de nuestro conjunto de datos que nos permiten identificar patro-
nes, generalmente no visibles, que pueden ser relevantes o no para la tarea que
estemos ejecutando. Estos grupos se denominan clusters, y es la denominacién
que vamos a usar en todo el documento.

Existen varios algoritmos de clustering pero los mas conocidos son: K-
Means, Hierarchical clustering, Gaussian miztures y los basados en densidad
como Density-Based clustering based on Hierarchical density estimates (mas
conocido como DBScan).

Para la agrupacién de las respuestas, se usa una técnica basada en los

algoritmos de densidad que se denomina HDBSCAN.

1Un modelo de variable latente es un modelo probabilistico de variables ocultas y ob-
servadas donde las variables ocultas codifican patrones escondidos en nuestros datos (Blei,
2014)
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3.1.1. HDBScan

Este algoritmo de clustering fue desarrollado por Campello, Moulavi, y San-
der que documentan su trabajo en el articulo «Density-Based Clustering Based
on Hierarchical Density Estimatess> (Campello et al. 2013). Es una extensién
de DBScan pero usando elementos de agrupamiento jerarquizado (hierarchical
clustering) y combinando técnicas de grafos para obtener los «clusterss. El

algoritmo HDBSCAN realiza los siguientes pasos,

1. Se transforma el espacio de datos de acuerdo a la densidad o
lejania de los puntos. La idea aqui es encontrar las <islas> en un
<mar> de puntos. Una forma de identificar las <islas> o los «mares> es
estimando la densidad de los puntos en el espacio de tal forma que las
zonas con baja densidad son «maress y las de alta densidad son <islass.
Una premisa de este algoritmo es asumir que los datos tienen ruido (o sea,
pueden existir datos corruptos o mediciones erréneas), entonces, dado que
se usa un algoritmo (single-linkage clustering) sensible al ruido, la forma
de estimar la densidad tiene que ser robusta. Se introducen dos métricas
importantes, la distancia de un punto a su punto k-esimo mas cercano
(kth nearest neighborhood) denominada core distance que actia como
una medida econémica de densidad y una nueva medida de distancia,
denominada mutual reachability distance, que nos ayuda a separar a mas
distancia los puntos con baja densidad. Usando estas métricas, se prepara

el conjunto de datos para usarse en el siguiente punto.

2. Se construye el arbol de recubrimiento minimo de acuerdo al
grafo de distancia entre puntos. Conceptualmente se arma el grafo
usando como vértices los puntos, y la métrica de mutual reachability
distance como peso de las aristas. Se usa el algoritmo de Prim para
obtener el drbol de recubrimiento minimo, como ejemplo en la Figura
3.1.

3. Se construye una jerarquia de clusters de acuerdo a los com-
ponentes que estan conectados en el grafo. Ahora que tenemos el
arbol de recubrimiento minimo el paso siguiente es convertirlo en una je-
rarquia de componentes conectados. Graficamente lo podemos visualizar

en el dendograma ! de la Figura 3.2. Para encontrar los clusters que se

1Un dendrograma es un tipo de representacién grafica o diagrama de datos en forma de
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estan buscando se puede trazar una linea en el dendograma tal que a ese
nivel exista una densidad por cluster adecuada. Sin embargo, hacer esto
nos desvia del espiritu original del algoritmo ya que lo que realmente
se busca es usar la densidad como una medida para obtener las mejores

agrupaciones de puntos, a un nivel mas particular y menos general.

4. Se condensa la jerarquia encontrada anteriormente usando co-
mo parametro el tamano menor de cluster especificado (mi-
nimum cluster size). Esto permite encontrar un arbol mas pequeno
y condensando, y usando el pardmetro anterior nos permite identificar
los grupos finales. En la Figura 3.3 podemos ver el diagrama de arbol
condensando, asi como los clusters ya identificados, que es el siguiente

paso.

5. Se extraen los clusters mas estables del arbol condensado. Se
usa una medida de estabilidad para encontrar los clusters y ademas,
intuitivamente se buscan clusters <chatos>, o sea, clusters que en el

dendograma no tengan clusters que desciendan de él.

Con esté tltimo paso se identifican los clusters que el algoritmo encontré.

Los algoritmos de aprendizaje automdtico como el anterior (sea supervi-
sado o no supervisado) van a necesitar trabajar sobre texto (en este caso, las
respuestas de las encuestas). El texto necesita representarse de una forma que
estos algoritmos lo puedan entender, y para esto recurrimos a usar una nota-
ciéon matematica que nos permita calcular y encontrar estas relaciones entre los
datos. Se recurre al uso de vectores para representar el texto, y generalmente,
un texto se representa como un conjunto de vectores donde cada vector es una

palabra, o una oracién 6 un parrafo.

arbol
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Mutual reachability distance

Figura 3.1: Ejemplo de arbol de recubrimiento minimo para un set de datos. Fuente:
https://hdbscan.readthedocs.io/en/latest/how_hdbscan_works.html
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Figura 3.2: Dendograma de la jerarquia de clusters. Fuente: https://hdbscan.
readthedocs.io/en/latest/how_hdbscan_works.html
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Figura 3.3: Arbol condensando y los clusters identificados. Fuente: https://hdbscan.
readthedocs.io/en/latest/how_hdbscan_works.html

3.2. Modelado de topicos

Cuando se necesita procesar grandes cantidades de texto las primeras pre-
guntas que nos hacemos —normalmente— son ;de qué tratan estos documentos?
jcual es su tematica?. Leer la coleccion de textos de principio a fin puede resul-
tar una tarea extensa y de mucha dedicacion. En estas situaciones, se necesita
disponer de una técnica que permita darnos una idea de las tematicas o tépicos
que tratan los documentos de una forma eficiente. El modelado de tépicos nos
permite organizar, entender y resumir grandes colecciones de texto. El modelo
en cuestion es un modelo estadistico que nos permite extraer topicos abstrac-
tos de la coleccion de textos. Una forma de mineria de texto para detectar
patrones de las ocurrencias de las palabras (Kamath et al. 2019).

En este trabajo se decide usar el modelo de LATENT DIRICHLET ALLO-
CATION o LDA introducido por Blei et al. 2003. Este modelo es un modelo
probabilistico también llamado <modelo probabilistico generativos. Se asu-
me que nuestros datos surgen de un proceso generativo que incluye variables
ocultas. Este proceso define una distribucién de probabilidad conjunta (joint
probability distribution por sus siglas en ingles) sobre las variables aleatorias
observadas (esto son los documentos, el conjunto de textos) y las ocultas, y se
calcula la distribucién condicional de las variables ocultas dadas las observa-

das. Esta distribucion se llama «distribucién a posterioris. En el caso de LDA
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las variables observadas son las palabras de los documentos, y las variables
ocultas es la estructura de los topicos y el proceso generativo es el que descri-
bimos. El problema a resolver en LDA es calcular la distribucion a posteriori,
o sea, la probabilidad condicional de las variables ocultas (los tépicos) dados
los documentos.

A modo de introducir el proceso generativo de LDA, simplemente para dar
un marco tedrico mas detallado, la siguiente es la distribucion conjunta de las

variables observadas y ocultas,

p(ﬂLK, 91:D, 21:D, wl:D)

- Hp(ﬂz) Hp(gd) (H p(zd,n|8d>p<wd,n|ﬁlzl<; Zd,n))

1= d=1 n=1

donde,

» [1.x donde (i es una distribucién sobre el vocabulario (el conjunto de

todas las palabras de todos los documentos)

» 04 es la proporcién de tdpicos para el documento d-ésimo, donde 6,4, es

la proporcion del tépico k en el documento d.

» La asignacién de tépicos para el documento d-ésimo es z; donde z4,, es

la asignacion de tépicos para la n-ésima palabra en el documento d.

» Las palabras observadas en el documento d son wy; donde wg,, es la n-

ésima palabra en el documento d donde es un elemento del vocabulario
(fijo).
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Figura 3.4: La intuicién detrds del modelado de topico.
Probabilistic topic models communications of the ACM, Blei, D.M. (2010)

Para terminar, se puede encontrar que el algoritmo de LDA funciona ba-

lanceando dos objetivos,

= En cada documento, el algoritmo asigna las palabras a un ntimero redu-

cido de topicos.

= En cada topico, el algoritmo asigna probabilidades grandes a un conjunto

reducido de palabras.

El lugar donde el algoritmo encuentra el mejor resultado es en el equilibrio

de ambos puntos, prestemos atencion,

= Si asignamos un documento a 1 solo tépico, entonces hacemos que el
punto 2 se haga muy complejo. Todas las palabras deberian tener una

probabilidad en este tépico.

= Por el contrario, si asignamos pocas palabras por topico hacemos muy
dificil alcanzar el punto 1. Ya que para cubrir las palabras de un docu-

mento, tendriamos que asignar muchos tépicos a el.

Balanceando estos dos puntos, encontramos tépicos con alta cohesién de
co-ocurrencia de palabras entre tépicos y documentos.
Si bien el modelo de LDA sirve para extraer los topicos del conjunto de

respuestas y explorarlas (para entender de que tratan), también este algoritmo
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nos brinda una representacion para cada respuesta dada por su composicién de
tépicos (recordemos que LDA nos da una distribucién de probabilidad de los
tépicos del documento). En este trabajo, estas representaciones se usan para
agrupar las respuestas e identificar relaciones de sus tépicos y las categorias
dadas. Sin embargo, existen otras formas de representar el texto —posiblemente

mas poderosas— que se exploran a continuacion.

3.3. Representacion de texto

Los algoritmos de aprendizaje automatico se apoyan en calculos matemati-
cos para asi obtener los patrones y poder tomar decisiones sobre los datos.
Por este motivo estos algoritmos requieren que la entrada sea una representa-
cién numérica, generalmente se usan vectores o matrices (tensores' si queremos
ser més generales). Entonces, es necesario, codificar nuestros datos de entrada
(textos, imagenes, audio, etc.) en vectores.

Se han desarrollado varias técnicas para representar texto como un vector
numérico, desde el modelo de Bag of words (siendo uno de los primeros) hasta
la actualidad usando Distributed representations, como Word embeddings 6
Sentence embeddings.

Para introducir correctamente los conceptos que siguen, se necesita dar dos

definiciones importantes:

= CORPUS —del latin cuerpo—, refiere a una coleccién de textos o documen-
tos textuales. En este contexto, un <documento> es una respuesta de los

usuarios, y el <corpuss seria el conjunto de todas las respuestas.

= VOCABULARIO, es el conjunto de todas las palabras (tinicas) que apare-

cen en todo el corpus (en este caso, en todas las respuestas).

Se describe a continuacién el modelo de Bag of words que es sencillo en su
implementacion y es claro para enmarcar el resto de la seccién, y asi explicar
mejor los modelos siguientes.

El modelo de BAG OF WORDS codifica el texto como un vector de Os y 1s
de largo fijo —la cardinalidad del vocabulario— (Jurafsky y Martin, 2009) y se

coloca un 1 si la palabra del vocabulario pertenece al texto (a la respuesta en

1Un tensor es una generalizacién de vectores y matrices y es entendido como vector
multidimensional.
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este caso) o un 0 si no. En la Figura 3.5 se da un ejemplo de como funciona el

modelo de Bag of words (esté en inglés, pero de igual aplicacién en espanol).

Bats can see via
echolocation. See the
bat sight sneeze!

or211jof1rfofojojofj2fofryryojrjofnryjo
YT AT T T SR P
A M GRS  SW S I P S &
S I &

S

Figura 3.5: Ejemplo del modelo Bag of Words. Imagén del libro Applied Text
Analysis with Python. Bengfort et al. 2018

Este modelo se lo conoce como el modelo de espacio vectorial ( Vector Space
Model o VSM) ya que representa los documentos del corpus como puntos o
vectores en un espacio vectorial, de tal forma que podemos usar propiedades
matematicas de los Espacios vectoriales —como la distancia entre puntos— para
calcular la similitud entre dos textos. Podemos ver que si tenemos dos vectores
correspondientes a documentos de nuestro corpus, y la distancia entre ellos nos
muestra que estan muy cerca, entonces su contenido deberia ser el mismo o
muy parecido, de lo contrario, son documentos que no se parecen.

Sin embargo, el modelo de Bag of words tiene varias limitaciones. Una de
ellas es que los vectores generados por este modelo tienen una alta dimensio-
nalidad (recordar que el largo de los vectores es el tamano del vocabulario,
generalmente de miles de palabras). Ademéds, muchas de sus entradas son nu-
las o “0” lo cual genera que los operaciones entre ellos tengan un elevado coste
computacional (este problema se conoce como la «maldicién de las dimensio-
nes> o por su nombre en inglés, CURSE OF DIMENSIONALITY la cual prefiero
para su uso de aqui en mas). Otra limitacién de este modelo es que no mantie-
ne el orden de las palabras del texto al codificarlo como un vector (perdiendo
asf informacién del contexto). Por ejemplo, para el modelo de Bag of Words la
oracion <Los rascacielos de Nueva Yorks y la oracion <York rascacielos Nueva

Los> generan el mismo vector pero claramente no son iguales (ademas de la
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segunda no tener sentido).

Se han desarrollado otros modelos para mejorar las limitaciones del an-
terior como el modelo de TF-IDF (TERM FREQUENCY-INVERSE DOCUMENT
FREQUENCY) que evoluciona la representacion vectorial, teniendo en cuenta
las frecuencias de las palabras en los documentos, y en el corpus.

En los tltimos afios, con el resurgimiento de las REDES NEURONALES!
y el APRENDIZAJE PROFUNDO? han aparecido un conjunto de técnicas para
representar texto conocidas como Representaciones distribuidas o Distributed
representations siendo una de las méas conocidas la que se conoce como Word
embeddings.

Los WORD EMBEDDINGS son representaciones vectoriales de las palabras de
un texto, que a diferencia de las representaciones anteriores, producen vectores
de menor largo y méas densos (generalmente de 200 a 500 elementos). Este nuevo
modelo surgié como un efecto secundario de un trabajo de unos investigadores
en Google (Mikolov, Chen et al. 2013 y Mikolov, Sutskever et al. 2013) que
usaban redes neuronales para entrenar un modelo que predecia las palabras
del contexto. Este modelo introdujo un conjunto de nuevas caracteristicas que
generaron una rapida adopcién de estas técnicas y una aceleracion en el area
de representaciones de texto para el Procesamiento del Lenguaje Natural.

Las caracteristicas que se destacan son (a) reduce la dimensionalidad de
los vectores y por ende ataca el problema de curse of dimensionality (b) los
vectores generados contienen informacién sobre el contexto de la palabra,
pudiendo utilizarse operaciones de vectores sobre los mismos, por ejemplo,
Vector(Reina) + Vector(Hombre) = Vector(Rey) (c) se pueden combinar es-
tos vectores —mediante concatenacién u otras operaciones como suma o prome-

dio— para representar oraciones o textos més largo (Jurafsky y Martin, 2009).

3.3.1. Sentence Embeddings

Las Sentence Embeddings son una representacién vectorial de una oracién
en un espacio de vectores reales. Estas surgen como una extensién razonable
de las Word Embeddings (Mikolov, Chen et al. 2013) —que inicialmente fueron

propuestas con el nombre de Paragraph Vectors— inmediatamente después por

1Las redes neuronales son un método de aprendizaje automético que toma su disefio y
nombre de un modelo de neurona de nuestro cerebro, Jurafsky y Martin, 2009.

2Se refiere al uso de redes neuronales para el aprendizaje automatico pero profundas, o
sea, con mas capas, Jurafsky y Martin, 2009.
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el mismo autor (Mikolov, Sutskever et al. 2013).
Actualmente, si queremos representar una oracién como un embedding exis-

ten dos formas,

» usando los Word embeddings de las palabras que forman la oracién y
agregando una operacién de suma, promedio o concatenacion, para poder

obtener un vector unico, 6

= usando Sentence embeddings en alguna de sus diferentes implementacio-

nes.

Al momento de escribir este documento, las implementaciones méas popu-

lares de Sentence embeddings son,

s InferSent de Facebook, usando como tarea la inferencia del lenguaje y

que produce embeddings de dimension 4096 (Conneau et al. 2017)

= Universal Sentence Encoder de Google, que usan transformers y

transfer learning, produciendo embeddings de dimensién 512 (Cer et al.

2018).

= SentBERT de la Technische Universitat at Darmstadt, que toma el
modelo BERT y lo combina con redes siamesas produciendo embeddings
de dimensién 300 (Reimers y Gurevych, 2019).

En este trabajo se decide usar Sent BERT por dos razones (a) la publica-
cion esta acompanada de una biblioteca con su correspondiente documentacién
que hace muy sencillo el uso (b) tiene un uso més extendido y existen mayores

recursos disponibles respecto a su uso respecto a las otras implementaciones.

3.3.2. SentBERT: Sentence Embeddings usando redes
BERT y siamesas

Uno de los objetivos que se busca es encontrar oraciones que son semantica-
mente parecidas (Reimers y Gurevych, 2019). Con esto nos referimos a oracio-
nes que hablen de lo mismo, por ejemplo, las oraciones <El perro de Catalina
es muy bonito> y <Catalina tiene un perro que es realmente precioso> son
oraciones semdnticamente parecidas (estan hablando de lo mismo). En par-

ticular, cuando hablamos de <«semanticamente parecidas> en el contexto de
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la representacién vectorial nos referimos a vectores que estén “cerca” en el
espacio.
Para poder introducir correctamente SentBERT necesitamos definir tres

conceptos importantes,

» Transformers, es una nueva arquitectura de redes neuronales profundas
que descienden de un tipo de redes neuronales llamado Redes Neuronales
Recurrentes' (RNN por su sigla en inglés). El concepto fundamental en
los Transformers es lo que se llama Attention, este mecanismo de <aten-
cién> (Vaswani et al. 2017) permite capturar informacién de contexto
cuando se procesa la secuencia de texto, y actiia como una memoria que
recuerda que es lo importante en una secuencia (para luego procesarlo

en la tarea que sea).

= Bidirectional Encoder Representations from Transformers
(BERT), es un modelo pre-entrenado desarrollado por Google Al (De-
vlin et al. 2018). La idea detras de este modelo (y de los transformers) es
que se puede reusar partes del modelo y acoplar a nuevas tareas. Google
(y empresas de este porte) entrenaron un modelo basado en Transfor-
mers con billones de datos, y publicaron los modelos pre-entrenados para

que otros lo usen y sigan agregando mejoras.

» Redes neuronales siamesas consiste en 2 redes (gemelas) que aceptan
entradas distintas pero que la salida de ambas se une usando una funcion

especifica. La red es simétrica y los parametros de la red son compartidos
(Koch et al. 2015).

Ahora definido los conceptos, podemos introducir SentBERT. SentBERT
es un modelo que utiliza la arquitectura de Transformers, en particular las
redes denominadas Bidirectional Encoder Representations from Transformers
(BERT) pre-entrenadas y modificadas con redes siamesas.

SentBERT también es pre-entrenado como BERT pero para entrenar el
modelo usa una tarea que se basa en la similitud de oraciones. BERT puede
hacer la misma tarea, pero es mas complejo y requiere mas tiempo y mas

recursos.

ILas redes neuronales recurrentes son un tipo de red que permiten conexiones ciclicas
entre salidas de una neurona a ella misma o alguna otra, fueron originalmente introducidas
en el trabajo de Rumelhart et al. 1986 y posteriormente evolucionadas en el trabajo de
Schmidhuber, Hochreiter et al. 1997
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A continuacion se muestran dos figuras que intentan dar una intuicién de
la arquitectura de SentBERT,

Softmax classifier

3
{Ll, v, |'-'I'.IlIII :I
u v
4 L)
pooling pooling
4 4
BERT BERT
f f
Sentence A Sentence B

Figura 3.6: Arquitectura de SentBERT (con pesos compartidos entre las dos
redes)
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Figura 3.7: Arquitectura de SentBERT en el momento de inferencia.

En resumen, SentBERT codifica oraciones en vectores de largo 384 ele-

mentos y este modelo provee modelos pre-entrenados (pre-trained models en
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inglés) para varias tareas y multilenguaje. Los modelos pre-entrenados para
mutiples lenguajes usan los beneficios del modelo de Transformers y la intui-
cion por detras es que las oraciones codificadas en diferentes lenguajes deben
estar cerca en el espacio de vectores. O sea, la oracién «Me gusta el helado> y
<I love icecream> deberian estar muy cerca en el espacio de vectores. Dada
estds caracteristicas se elige el modelo por la conveniencia de su uso para las

respuestas de las encuestas.

3.4. Reduccién de dimensionalidad y Visuali-
zacion

Parte del trabajo de exploracion de datos es visualizar los datos para iden-
tificar patrones que a veces no se ven de otra forma. Un buen soporte visual
es lo que permite al usuario observador encontrar méas y mejores ideas en el
menor tiempo posible, citando a Tufte, 2001.

Por este motivo se eligen un conjunto de técnicas que nos permiten con-
densar la informacién para visualizarla de mejor forma en un espacio de dos

dimensiones.

3.4.1. t-SNE y UMAP

Una de las caracteristicas —que ya hemos mencionado— de representar texto
es que las representaciones son normalmente de alta dimensionalidad, o sea,
los vectores son de 200 o mas dimensiones. Este problema también aparece
en otros tipos de datos como por ejemplo, la representacion de imégenes 6 la
representacion de nucledtidos celulares para el estudio de deteccion de cancer.

Para poder visualizar estos datos que tienen alta dimensionalidad necesi-
tamos reducir la dimensién de los vectores a 2D o 3D porque no se tiene forma
de visualizar datos en més dimensiones. Las técnicas de reduccién de dimen-
sionalidad convierten conjuntos de datos de la forma X = {z1, x5, x3, ..., 2, }
en conjuntos de 2 a 3-dimensional Y = {y1,v2, Y3, ..., yn} que pueden ser vi-
sualizados en una grafica tipica de puntos. En la nomenclatura de t-SNE' se
le llama mapa al conjunto ), y a los puntos de baja dimensionalidad y; se les
llama puntos del mapa.

Uno de los métodos usados para explorar datos con alta dimensionalidad es

T-SNE (de sus iniciales en ingles t-Distributed Stochastic Neighbor Embedding,
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que fue introducido por Van der Maaten y Hinton, 2008. Recientemente, se ha
convertido en una de las técnicas mas usadas en el campo del aprendizaje
automatico ya que tiene capacidades muy interesantes para crear mapas 2-
dimensionales de datos de cientos a miles de dimensiones (aunque puedan
parecer impresionantes estos mapas pueden ser leidos incorrectamente).

La técnica de <reduccién de la dimensionalidad> tiene como objetivo trans-
formar los datos manteniendo las estructuras més significativas en su dimension
original, a un mapa de menor dimensionalidad. Tradicionalmente estas técni-
cas (como PCA, Principal Component Analysis) son técnicas lineales que se
enfocan en distanciar los puntos que no son similares, sin embargo, para el caso
de alta dimensionalidad donde se asume que existe cierta estructura presen-
te en dimensiones mas bajas las técnicas no-lineales dan mejores resultados.
Generalmente, estds técnicas se enfocan en preservar (a) la distancia, (b) la
topologia, y/6 (c) la informacion.

t-SNFE es capaz de capturar la estructura local de los datos multidimensio-
nales mientras que ademas revelan estructuras a nivel global, como agrupacio-
nes de puntos en varios niveles. t-SNE preserva la distancia de puntos pero a
su vez intenta preservar la estructura topoldgica !. Este algoritmo estd basado
en un algoritmo anterior llamado SNE (Stochastic Neighbor Embedding) que
convierte distancias euclidianas en similitudes (que pueden interpretarse como
probabilidades) respecto a los puntos del conjunto de datos, y se calculan las
distribuciones de cada <vecindad>. Estas distribuciones se comparan usando
la medida de divergencia de <Kullback-Leibers y el problema se reduce a mi-
nimizar esta medida de divergencia. El algoritmo de t-SNE se enfoca en la
geometria local (por lo que se decia de preservar la estructura topoldgica) y en
modelar el concepto de cercano con probabilidades (el concepto de “cerca” en
un espacio multidimensional puede ser ficticio, por lo tanto, se usan probabili-
dades dada la falta de certezas). Este algoritmo tiene un hiper-pardmetro que
es la perplejidad (se usa como estimador de la varianza). La perplejidad puede
ser interpretada como una medida <suaves de la cantidad efectiva de vecinos
que puede tener un punto. Sin embargo, un desafio de t-SNE es encontrar el
mejor valor del hiper-parametro de perplejidad para los datos que se estan
procesando como se explora en Wattenberg et al. 2016.

Durante la exploracion de datos y el modelado de tépicos se uso t-SNF,

y para la segunda parte de Clustering usando Sentence embeddings se uso

ntuitivamente es la forma un conjunto (subconjunto)
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UMAP.

UMAP es una nueva técnica por Mclnnes et al. 2018 que ofrece un conjunto
de mejoras respecto a t-SNE, en particular, mejora la performance —reduce el
tiempo de cémputo— para volumenes de datos grandes, y mejora la fidelidad

al preservar la estructura global de los datos.

UMAP t-SNE
"
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Figura 3.8: Comparaciéon de una UMAP vs t-SNE para un conjunto de datos
denominado Fashion MNIST. Fuente: Google PAIR

Ambos algoritmos generan agrupaciones que tienen sentido, sin embargo,
UMAP separa los grupos de mejor forma haciendo més facil la deteccién de
categorias.

La intuiciéon detras de UMAP es similar a la de t-SNE ya que ambos se
apoyan en buscar grafos en el espacio multi-dimensional para plasmarlos en un
espacio menor (2 a 3 dimensiones). La matematica detrds de UMAP es com-
pleja pero la idea detras del algoritmo es muy simple: se busca una estructura
de grafo y se optimiza hasta encontrar una representacién que se asemeje lo
mas posible a la representacién original.

UMAP construye el grafo inicial en el espacio altamente dimensional usan-
do lo que se llama Fuzzy simplicial complezr, o un grafo con pesos donde los
pesos de las aristas es la probabilidad de que esos puntos estén conectados.

Para determinar si estan conectados se usa el radio con respecto al punto y se
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conectan cuando hay sobreposiciéon de 2 radios. La eleccién del radio es critica
dado que si es muy pequeno genera muchos clusters individuales, y en caso
contrario, puede generar un solo cluster (muy grande) que conecta todos los
puntos. Este problema se soluciona eligiendo el radio de forma local usando
la distancia de cada punto a su vecino mas cercano. Luego, se realizan un
conjunto de correcciones para asegurar que la estructura local se preserve en
un buen balance con la estructura global. Una vez construido la estructura de
grafo en el modelo multidimensional, se realizan otra serie de optimizaciones
(similares a lo que usa t-SNE) para llegar a un grafo en un espacio de menos
dimensiones.

Es importante conocer los pardmetros que necesita UMAP (recordemos
qué t-SNE usaba la perplejidad perplexity). Los méas importantes son
n_neighbors y min_dist. n_neighbors —cantidad de vecinos cercanos— con-
trola la estructura de grafo inicial, mas pequeno el valor favorece a estructuras
locales, y més grande, va a favorecer la estructura global. min_dist —distancia
minima entre puntos— controla que tan apretado se pueden dar las represen-
taciones, a menor valor genera representaciones més apretadas, a mas grandes
permite representaciones mas separadas.

El algoritmo de UMAP tiene varias mejores sobre t-SNE, sin embargo,
no es la panacea. Se tiene que tener en cuenta algunas consideraciones pa-
ra interpretar mejor los resultados generados por UMAP, que se detallan a

continuacion,

= Los hiperparametros importan, por ende es necesario probar con varias
iteraciones y varias particiones de datos para obtener los de mejor resul-
tado.

= El tamano de los clusters no significa nada.
= La distancia entre los clusters no significa nada.

= Se necesitan mas de una visualizacion, dado la naturaleza estocastica
del algoritmo, distintas corridas nos van a generar resultados distintos.
Es bueno compararlos y quedarnos con més de una visualizaciéon para

contrastar y presentar resultados.
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3.5. Deteccion de palabras relevantes

En la tarea de visualizacion de los datos se necesito encontrar las palabras
mas relevantes de cada cluster para poder visualizarlas como parte del gréfico,
y asi entender mejor los resultados. Se probaron un par de técnicas simples,
como usar la frecuencia de las palabras, o la frecuencia mas una normaliza-
cién. Sin embargo, se decidié usar una técnica de extracciéon de palabras no
supervisada llamada YAKE!

YAKE! (Campos et al. 2020) es un algoritmo de extraccién de palabras
claves no-supervisado que utiliza las caracteristicas estadisticas de las pala-
bras en el texto para identificar y ordenar las palabras dado un cierto criterio
de relevancia. El algoritmo tiene 6 etapas (a) preprocesamiento del texto, (b)
extraccion de caracteristicas, (¢) puntuacién individual por palabras (d) ge-
neracién de palabras candidatas (e) eliminacién de duplicados y (f) ordenar
por relevancia las palabras finales. Estas etapas se ejecutan sobre el texto a
medida que se va procesando (de forma <online>, lo cual lo hace 1til cuando

queremos una rapida respuesta.
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Capitulo 4

Diseno e implementaciéon de la

solucion

En este capitulo se detallan las diferentes etapas, y tareas que se llevaron
acabo durante el desarrollo del proyecto de tesis; desde los primeros pasos

dados en la etapa de exploracion de datos, hasta los andlisis finales que nos

permitieron dar respuestas a algunas de las interrogantes que se plantearon

(en la Figura 4.1 se pueden ver un diagrama de tareas y flujos). Se empieza

con la preparacion de los datos ya que es una etapa fundamental para poder

obtener buenos resultados con los algoritmos de aprendizaje automatico.

Entrega de
datos inicial

(% B”m

Entregas de
datos
posteriores

Exploracion de
datos

Convertir a Pandas
DataFrame

Preprocesado de
texto

Convertir a Pandas
DataFrame

Unién de los
conjuntos de datos

— Preprocesado de Modelado de tépicos
texto

Visualizacion

Bctividades nifos | rutinasias
& |

8 gancario e
0 l 5
2 H‘?.?.'.E.miurmnmwgg

Visualizacion

Clustering with Sentence

Embeddings

Figura 4.1: Diagrama de la solucién, desde los datos <raw> hasta la etapa de su

visualizacién

31



4.1. Preparacion de los datos

En esta etapa es importante transformar los datos en un formato que sea
facilmente procesable para ser usados en las diferentes tareas que vamos a
realizar tanto de andlisis como de visualizacién.

Los datos fueron capturados en una planilla de Microsoft Fxcel y se brin-
daron siguiendo el formato que se muestra en la Figura 2.1. El archivo tiene
cuatro hojas de calculo y cada hoja representa una de las 4 entregas que el
INAU ejecuté durante su programa.

Se optd por usar una biblioteca para Python llamada openpyxl para leer
el archivo de FEzcel y asi poder procesar las respuestas. Se elige guardar los
datos en un DataFrame® —de la biblioteca de manipulacién de datos Pandas
(McKinney, 2010 y pandas development team, 2020)— de tal forma que nos

facilite su procesamiento y manipulacién.

4.1.1. Conversion Excel a Pandas

En el primer paso, se leen los datos del archivo Ezcel a un DataFrame de
Pandas, donde se mapea el texto de las respuestas en una columna <respues-
ta>, y las categorias se transforman en columnas numéricas que siguen este

orden,
1. Impulsé un proceso reflexivo entorno a la tematica de la entrega
2. Manifiestan haber realizado alguna actividad o su intencién de hacerla
3. Manifiestan que no le resulté 1til
4. Valoracién del dispositivo
5. Valoracion de actividades concretas
6. Sugerencias/observaciones

7. No clasificables

1Los DataFrame es una estructura de datos para guardar los datos en memoria de forma
tabular, que ademas nos permite operar sobre ellos con varias operaciones
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respuesta 1 2 3 4 5 6 7
0 Excelente 0 0 0 4 0 0 O
1 Muy buena lainformacion 0 0 0 4 0 0 O
2 Ecxelente material 0 0 0 4 0 0 O
3 Esta actividades siempre las realizamosencas... 0 2 0 0 5 0 0
4 Me gusto mucho la propuestayaqhaycosasgm... 1 0 0 4 5 0 0

Figura 4.2: DataFrame de Pandas con los datos del Excel luego de haber sido
procesados.

4.1.2. Tildes y errores tipograficos

Las palabras se suelen representar como un secuencia de caracteres (letras,
nimeros, puntuacién) y las computadoras suelen usar dos caracteres distin-
tos para una letra con o sin tilde. Esto, puede generar un problema cuando
se representan las palabras como vectores (como se mencioné en el capitulo
anterior) ya que una palabra con tilde y una palabra sin tilde generan dis-
tintos vectores. Si bien en ocasiones este es el resultado esperado, ya que por
ejemplo <papas y <papa> son palabras distintas, en nuestro caso puntual es
beneficioso. Puntualmente, se analizaron las respuestas y se noté que muchas
de las respuestas fueron escritas en dispositivos moviles que cuentan con auto-
correctores, generando asi palabras sin tildes ademés de errores tipograficos.
Otro motivo que llevd a la eliminacion de los tildes fue su poco uso en el
lenguaje de chat ya que se prefiere la velocidad més que la calidad, como se
describe en el trabajo de Martinez, 2016 <La escritura de los chats equivale a
una conversacion: los textos escritos se convierten en textos orales, las conver-
saciones se transcriben y las normas lingiiisticas se rompen.>. Por lo tanto, se
toma la decisién de eliminar los tildes de los textos de las respuestas.

Ademas, se trabajé en buscar todas las palabras de nuestro corpus que
fueran «Out of Vocabularys (OOV) —son palabras que no pertenecen a un
vocabulario conocido o diccionario, generalmente, pueden ser errores tipografi-
cos o palabras especificas a un dominio— y se analizan de forma manual para
determinar si es necesario corregirlas o no. Las palabras OOV se identifican
usando la biblioteca Spacy (Honnibal y Montani, 2017) que nos provee un

método para chequear si una palabra es parte o no de un vocabulario. Para un
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conjunto de ellas se procede a corregirlas como se puede ver en la Tabla 4.1.

Tabla 4.1: Algunos términos encontrados en las respuestas, y su correspondiente
mapeo (o reemplazo).

’ Termino \Reemplazo

xq, Xq, pq porque
q, Q que
Xa para
d de
bb bebé
flia familia
abia habia
aserlo hacerlo

4.1.3. Enriqueciendo los datos con nuevos datos de las

encuestas

Se menciono6 en el capitulo 2 que una vez comenzado el proyecto se obtuvo
un conjunto de datos que disponia de nuevos atributos como el género, si la
encuesta fue util o no, y algunas reflexiones sobre una lista dada. Si bien este
nuevo conjunto de datos se recibe casi terminado el modelado de los topicos
con LDA, y comenzado el trabajo con el enfoque de Sentence embeddings se
decide incorporar esos nuevos atributos.

Se incorporan los nuevos datos realizando un procedimiento similar al des-
cripto anteriormente donde se convierten los datos de archivos de Ezcel a obje-
tos Dataframe de Pandas con el objetivo de una manipulacion més sencilla. Se
hacen conversiones de tipo de datos como texto “Si/No” a columnas del tipo
<booleanas> (Sia “1” No a “0”) 6 <nimericas> para una mejor manipulacién
por parte de los algoritmos usados.

Ademas, se conecta este nuevo conjunto de datos con el conjunto inicial
usando la columna de <respuestas> como el campo de unién, enriqueciendo el

conjunto inicial con los nuevos atributos.

4.2. Exploracion y analisis de datos

La exploracién de los datos se centra en entender mejor la naturaleza de los

datos con los cuales vamos a trabajar. Entenderlos nos habilita a determinar
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si con los datos que tenemos podemos responder a las preguntas, y ademas,
nos permite direccionar los procesos posteriores de analisis y construccion de
modelos.

Se comienza cuantificando los datos que se tienen: (a) cantidad total, (b)
cantidad de datos clasificados (c) cantidad de datos sin clasificar (d) balance de
las clases (e) correlaciones entre los datos; asi como otras cuestiones similares.

Para esta tarea, se usan un conjunto de herramientas que se detallan a con-
tinuacién: el lenguaje de programacion Python, documentos computacionales
donde se puede ejectuar cddigo llamados Jupyter Notebooks, bibliotecas de
visualizacién de datos como matplotlib, seaborn, altair y, como menciona-

mos antes, la biblioteca de manipulacién de datos Pandas.

4.2.1. Modelado de tépicos

El modelado de tépicos es el siguiente paso en nuestro proceso de anéli-
sis de datos. El objetivo es entender de qué tratan las respuestas extrayendo
sus topicos mas relevantes. Los topicos —como se detalla en la seccion 3.2—
constituyen una distribucion de probabilidad sobre el conjunto de palabras del
vocabulario que puede no tener un sentido légico o natural, pero, que evaluan-
do las palabras y los documentos de ese topico permite deducir un nombre mas
representativo.

Esta técnica se usa de dos formas en este trabajo,

= para encontrar los topicos que se deducen de las respuestas, y asi poder

organizarlas y entenderlas

= para obtener una representacion de un documento, y luego agruparlas
con un algoritmo de clustering, y buscar otros patrones. La representa-
cién surge porque generalmente la distribuciéon de tépicos es un vector
(ver Figura 4.3), que representa a un documento en el espacio de vectores
(cada tépico tiene una probabilidad, y a su vez, cada tépico se represen-
ta como una distribucion de probabilidad sobre el conjunto de palabras
del vocabulario, Figura 4.4). A modo de ejemplo, en la Figura 4.3 se re-
presenta el vector para el documento «Muy interesante la propuestas y
como se ve la mayor probabilidad se asigna al tépico 5. Si ahora ex-
ploramos la distribucién de palabras que contiene este tépico (Fig. 4.4)
vemos que aparecen dos de las palabras del documento: “interesante” y

“propuesta’”.
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Documento ndmero: 9, texto[9]: «Muy interesante la propuesta »

07
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0.4
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01
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0.0
topic 1 topic 2 topic 3 topic 4

topic &

Figura 4.3: Representacion del documento niimero 9 de nuestro corups como una

distribucion de tépicos.

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
nifio I material G propuesta [N gustar encantar G
padre rutina jugar N actividad EEEG_— interesante N
hijo S familia IEE— util - idea INNE_G— lindo S
informacion gracias lindo N cosa N propuesta N
momento ll nifio G momento Ml ayudar N cuento N
tiempo cosa ayuda ropa gracia
casa 1l compartir G juego nifio N atil -
rutina Jll aprender NG poner {ll casa cancién Tl
gustar Il lindo EEG_—_— hermoso Hll encantar idea N
camino 1l gustar hijo Il colgar S pequeio Jll
0 50 ) 50 0 50

o 50 o 50

Figura 4.4: Representacion de cada tépico como una distribucién de palabras de
nuestro corpus con su correspondiente probabilidad.

En esta tarea se decide usar la biblioteca scikit-learn, en particular se
usa el modulo de CountVectorizer para pasar los textos a vectores del tipo

Bag of Words (ya sea contando solo la frequencia o usando TF-IDF).

Para la  aplicacion de LDA (3.2) se usa el mdédulo

sklearn.decomposition.LatentDirichletAllocation. Puntualmente para

LDA se probaron dos bibliotecas, la de scikit-learn y ademaés la de gensim.

Ambas bibliotecas usan una implementacion mas eficiente de LDA que se basa
en el paper <Online Learning for Latent Dirichlet Allocations> de Hoffman et
al. 2010, la cual permite al algoritmo ser entrenando en etapas, y con conjun-
tos de datos pequenos. Esto permite entrenar grandes conjuntos de datos de
forma eficiente. La razoén de usar scikit-learn por sobre gensim fue porque
la dltima no tiene forma de brindarle como parametro la semilla aleatoria pa-
ra poder replicar las pruebas y corroborar los resultados. Asimismo, se usan
las técnicas de visualizacién de datos de t-SNE (detalladas en 3.4.1) asi como

una herramienta especifica para ver los topicos de LDA llamada pyLDAvis.
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También se usa la biblioteca hdbscan para la agrupacién de los documentos
(representados como vectores de tépicos).

El modelo de LDA se debe entrenar sobre un conjunto de datos, y ademas,
se necesita encontrar los mejores valores de los hiperparametros para el pro-
blema especifico. Para encontrar los mejores hiperparametros se usa el método
de GridSearch! que prueba combinaciones de los hiperpardmetros sobre un
conjunto reducido de los datos.

Los hiperparametros que se prueban son:

» n_components (entre 5 y 20),

topic_word_prior (entre 1/5y 0.5),

doc_topic_prior (entre 1/5y 0.5),

learning_decay (entre 0.5y 0.9), y

learning_offset (entre 1y 256)

El mejor modelo que se encontré se entrené usando los hiperparametros de
la Tabla 4.2.

Tabla 4.2: Mejores hiperpardmetros para el modelo de LDA.

Hiperparametro \ Valor ‘

n_components )
topic_word_prior | 0.5
doc_word_prior 0.5
learning_decay 0.5
learning offset 1

El ultimo paso es usar estos valores hallados y variar el niimero maximo
de iteraciones para obtener el mejor modelo posible. Se elige como medida de
evaluaciéon la PERPLEJIDAD (a menor perplejidad, mejor es el modelo, y lo
opuesto en caso contrario). Se eligen 300 iteraciones para el hiperpardmetro

max_iter ya que a partir de él no mejora el modelo de forma significativa.

'La técnica de Grid Search es un técnica de optimizacién que intenta encontrar los valores
6ptimos para los hiperparametros dados. El algoritmo realiza una bisqueda exhaustiva sobre
cada hiperparametro usando como referencia un rango o lista de valores dada
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Figura 4.5: Curva de perplejidad.

4.2.2. Clustering y Sentence embeddings

El udltimo enfoque abordado en esta fase exploratoria es buscar patrones
en las agrupaciones de las respuestas. En la fase de modelado de tépicos se
uso los vectores de topicos de cada documento para agruparlos y visualizarlos.
En esta etapa se decide usar lo que hoy es el estado del arte en PLN, que son
las representaciones vectoriales distribuidas (6, embeddings), en particular, los
Sentence embeddings (Seccién 3.3.1).

Las herramientas usadas son las mismas que se vienen describiendo, y se
agregan las biblioteca sentence-transformers y umap.

En el caso de la biblioteca sentence-transformers se usa un modelo pre-
entrenado y multi-lenguaje ! que se le brinda como parametro a la biblioteca
y ella misma se encarga de descargarlo.

Una vez que se tiene el modelo de SentBERT cargado, se convierten las do-
cumentos y se comienza el proceso de agrupamiento de datos usando hdbscan.
Se reduce la dimensionalidad de los datos con umap y luego se los visualiza
usando la biblioteca de visualizacién Altair?.

Asimismo, usando los Sentence embeddings por si solo no fue suficiente pa-
ra obtener los resultados esperados, y se explora el uso de lo que se conoce
como Ingenieria de caracteristicas 6 por sus siglas en ingles <Feature Engi-
neering>. La técnica de <Feature Engineering> es el proceso de encontrar y

formular las mejores caracteristicas dado los datos que tenemos, el modelo y

IE]l modelo pre-entrenado que se usa es paraphrase-multilingual-MiniLM-L12-v2
2 Altair, una biblioteca de visualizacién declarativa para Python, https://altair-viz.github.
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la tarea. Una caracteristica es generalmente un representacion numérica de los
datos (como por ejemplo el género se puede representar como un vector dado
(masculino, femenino, nobinario)).

Las caracteristicas se agregaron en dos etapas (a) al comenzar el proyecto
se adicionaron: largo de la respuesta, similitud de respuesta con el vector de
verbos de reflexién, similitud de respuesta con frases de <utilidad> (util, no
util), similitud de respuesta con verbos o nombres de actividades (actividad,
propuesta, cancién, etc.), (b) la siguiente etapa fue cuando el INAU propor-
cioné los datos de las encuestas adicionales, de esta forma se incluy6 el género,
la utilidad como un campo propio, y si un nueva caracteristica sobre si existio

un proceso reflexivo o no.
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Capitulo 5
Analisis de Resultados

Hasta aqui hemos hablado de teoria, de procesos y de formas de explorar,
analizar y sacar conclusiones sobre los datos. Si bien es necesario para dar
contexto al trabajo, es el momento de pasar a la accion. En este capitulo se
detallan las tres etapas desarrolladas durante este proyecto, la <Exploracién
de los datos>, el «Modelado de topicos> y por tltimo se aborda <Clustering
usando Sentence Embeddingss.

El proceso de exploracién y analisis sucedié en dos etapas. El INAU ini-
cialmente nos brindé una sola planilla de Fxcel con datos, y a la mitad del
proyecto se dio acceso a una segunda planilla con mas datos que no habian
sido aclarados en la primera etapa. Por ende se tuvieron en cuenta para la fase
de exploracién, y para el ultimo punto de <Clustering con Sentence Embed-

dings> y no asi para la parte de modelar los tépicos.

5.1. Exploracién de los datos

El primer paso en la etapa de exploracion es entender qué campos tiene
el conjunto de datos, cudl es el tipo de los datos y ciertas estadisticas sobre
los datos (en el caso de datos numéricos, como promedio, mediana, minimo,
maéximo, etc.). El primer conjunto de datos y sus caracteristicas se muestran
en la Tabla 5.1.

En la misma tabla se puede ver la cantidad total de instancias, y cuantas
instancias fueron etiquetadas —clasificadas en una o varias categorias por parte
del INAU- y cuantas no.

La tnica columna de la cual se pueden obtener caracteristicas es la de
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Tabla 5.1: Caracteristicas del primer conjunto de datos (llamémosle INAU-2022-
03-23)

Columna Super categoria # instan-
cias
respuesta - 759
1. Impulsé un proceso reflexivo entorno | Utilidad 119
a la tematica de la entrega
2. Manifiestan haber realizado alguna | Utilidad 119
actividad o su intencién de hacerla
3. Manifiestan que no le resulté util Utilidad 1
4. Valoracién del dispositivo Valoracion posi- | 298
tiva del dispositi-
vo/actividad
5. Valoracion de actividades concretas | Valoracion posi- | 89
tiva del dispositi-
vo/actividad
6. Sugerencias/Observaciones Sugerencias / Obser- | 39
vaciones
7. No clasificables No clasificables 67
# total de instancias 759
# instancias etiquetadas 557
# instancias sin etiquetar 202

las <respuestas>. Generalmente nos interesa saber el largo promedio de los
textos, y cémo se distribuyen estos textos (si son mayoritariamente largos, o
mayoritariamente cortos). Se puede ver estos resultados en la Tabla 5.2 y en

las Figuras 5.1a y 5.1b.

Tabla 5.2: Estadisticas de la columna respuesta

- \ Minimo \ Mediana \ Promedio \ Maximo ‘
palabras 1 15 22 271
caracteres 1 84 121 1405
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(a) Histograma contando caracteres. (b) Histograma contando palabras.

Figura 5.1: Distribucién de las respuestas contando los caracteres (izq) y las pala-
bras (der).

Es interesante notar en la Tabla 5.3 que el 75 % de las respuestas tienen

menos de 27 palabras, o sea que mayoritariamente las respuestas son cortas.

Tabla 5.3: Quintiles y respuestas.

Quintil Largo en pa- | Ejemplo
labras
25% 7 Muy linda toda la informacion recibida gracias
50% 15 Agradezco el apoyo en la crianza de nuestros hijos
desde el amor y la contencion
75% 27 Buen dia , nosotros nos levantamos. Nos lavamos
la carita tomamos la leche con chocolate nos cepi-
llamos los dientes jugamos un poco con los juguetes
del baail
< 25% mas de 27 pala- | Tiene muy buenas técnicas para la vida diaria
bras cuando uno tiene hijos, a veces estamos tan ocu-
pados que ellos no reciben la atencion que realmen-
te necesitan , esto te hace reflexionar y estda muy
bueno ,porque son formas distintas que se pueden
utilizar en las rutinas del dia

Continuando con el anélisis se puede ver como estan distribuidos las instan-
cias en cada categoria (Fig. 5.2a). Se puede apreciar dos graficas, en la (a) se
muestra el balance de clases al nivel de las subcategorias como se describieron
en la Tabla 2, y en la (b) al nivel de las super categorias. Las categorias de
Utilidad y de Valoracién del dispositivo/actividad son las que tienen la

mayor cantidad de respuestas clasificadas como tal.
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Figura 5.2: Balance de clases

En cambio, si miramos al nivel de subcategorias se ve un desbalance entre
las clases donde la categoria (4) (referente a <Valoracién del dispositivos)
contiene al 54 % de respuestas, y por el contrario, la categorfa ntimero (3)
(referente a «Manifiestan que no le resulté 1til>) tiene una sola instancia.

Una vez analizado como las respuestas de las encuestas se distribuyen de
acuerdo a las categorias dadas, usamos las subcategorias (que es el nivel mas
granular) para determinar si existe alguna correlacion entre ciertas categorias
(con el objetivo de agrupar en <super categorias> o poder usar esa informacién
para analizar la construccion de un modelo predictivo). Para esto se usa una
grafica que se conoce como Heatmap' que nos permite ver las correlaciones
entre los datos.

No existen correlaciones fuertes entre las columnas ya que como se puede
apreciar la mayoria de los valores del se ubica alrededor de 0. El tinico valor
que es ligeramente superior al resto corresponde al par (4,7) del heatmap —con
un valor absoluto de 0.39—. Esta correlacion mas fuerte se presenta entre las ca-
tegorias «Valoracion del dispositivos> y «No clasificables>, lo cual nos dice que
es posible que se trate de un error 6 que la categoria «No clasificables> tenga

una semantica distinta a la que se puede deducir.

YEl Heatmap usa los colores més claros (valores cercanos a 1.0) y los mas oscuros (valores
cercanos a -1.0) para resaltar una alta correlacién —la diagonal en la figura, por ejemplo— y
el color rojo (valores cercanos a 0) para denominar que no existe correlacion.
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Figura 5.3: Correlacién entre las clases.

Los datos de género y utilidad fueron brindados en una etapa posterior al
comienzo del proyecto, por ende algunas de las visualizaciones y exploraciones
realizadas no usan estos datos. Sin embargo, cuando se obtuvieron si se realizé
el proceso de exploracion y analisis de los nuevos datos ya que enriquecian el
trabajo realizado.

Como se mencioné anteriormente a la mitad del proyecto se agregé un
nuevo conjunto de datos que enriquece el conjunto inicial de datos brindados
al comienzo del proyecto. Se exploran los datos nuevos y se detalla su esquema
en la Tabla 5.4.

Dado los nuevos conjuntos de datos, se determina si estos pueden darnos
nueva informacién para poder modelar mejor el problema. Como se ve en la
Figura 5.4a el género se distribuye de forma desigual, siendo las mujeres las que
m4és respondieron a la encuesta, seguido de un 13 % los hombres, y menos de
un 1% el género <No binarios. También se consulta si el contenido les resulté
util (fig 5.4b) —siendo esta pregunta redundante con la categoria que el INAU
disenné como parte de su jerarquia— y como se ve, el 96 % encontré el contenido

util.
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Tabla 5.4: Caracteristicas del segundo conjunto de datos (llamémosle INAU-2022-
03-23-segunda-entrega)

Columna | Tipo | # elementos
Marca temporal Fecha y tiempo| 759
Te resulté til el contenido? Lista 759

Opciones: Si,
No, Un poco

util
En caso afirmativo, marque las opcio- | Lista 759
nes que reflejan la utilidad. Opciones:  ver
Tabla 5.5
Identidad de género Lista 759

Opciones: Mu-
jer, Hombre, No
binario.

., Querés comentarnos o sugerirnos al- | Texto 759
go? Nos encantaria leerte!

Tabla 5.5: Opciones de la pregunta: “En caso afirmativo, marque las opciones que
reflejan la utilidad.”

Opcion

’Hice algo con los nifios/as’

’Lo comentamos en casa’

’Lo comparti con alguien mas, fuera de mi familia’

’Me hizo pensar en algunas cosas’

Cantidad de respuestas por género Te results dtil el contenido?

643

o0

500 600
400 ity
E
B 300 L
00
200
200
100 8
0 21 6
Mujer Hombre Mo binario 0 L
Identidad de género Si Un poco dtil No
(a) Distribucién por género. (b) Distribucién por utilidad.

Figura 5.4: Distribucién de las respuestas por género y utilidad.
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5.2. Analisis de frecuencia de palabras y emo-
718

Generalmente cuando se tienen datos textuales nos interesa visualizar de
qué se tratan esos textos usando un método rapido y heuristico —sin invertir
mucho tiempo—. Las nubes de palabras' (o wordclouds) son una herramienta
visual que muestra palabras como en forma de <nubes. Estds palabras tienen
tamanos distintos y el tamano es fijado en funcion del peso de cada palabra
en nuestro conjunto. En los problemas de «<PLN> se estila usar la frecuencia
de las palabras en nuestro corpus, o la medida de <Tf-Idfs (Seccién 3.3) pa-
ra asignarles un <peso>. En nuestro problema usamos esta tltima dado que
tiende a encontrar las palabras més relevante en cada respuesta (y no las més
frecuentes, que generalmente son las palabras como pronombres, articulos, pre-
posiciones, etc.).

En particular se hace muy grafico ver que las palabras que mas sobresa-
len son <«gracias>, <«material>, <cosas> y <lindo>, dando el indicio de que el

contenido del programa fue positivamente recibido.

1Las nubes de palabras aparecen al comienzo de la década del 90s en un trabajo alemén
<Tausend plateaus>, y luego en un trabajo en inglés «Microserfs> de Douglas Coupland en
1995.
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Figura 5.5: Nube de palabras de todas las respuestas (se usa Tf-Idf para darle el
peso a cada palabra)

Otra idea fue visualizar como una <nubes los emojis —~dado que estos apa-

recian de forma frecuente en las respuestas—, y como vemos a continuacién son

emojis positivos (abrazo, besos, corazones, ojos de corazones, etc.).
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Figura 5.6: Nube de emojis de todas las respuestas (usando frecuencia). La
estampita es un emoji que no se tradujo correctamente.

Este ejercicio visual nos permite acercarnos al contenido de las respuestas
identificando palabras y <emojis> que en esta primera mirada nos indican
un sentimiento positivo —en general-. En las siguientes secciones se trabaja
en buscar mejores patrones en los datos —con nuevas herramientas— que nos

permitan entender y visualizar mejor las respuestas de los usuarios.

5.3. Modelado de tépicos

Hasta aqui se han explorado los conjuntos de datos analizando caracteristi-
cas como el largo de las respuestas, frecuencias de palabras, emojis, etc. Es
necesario avanzar en el analisis para determinar si existen caracteristicas “es-
condidas” que podamos usar para agruparlas de forma tal de identificar pa-
trones ocultos, o que sirvan para entrenar modelos predictivos (clasificadores)
que nos permitan —a futuro— clasificar los textos de forma automatica. Tal cual
se detall6 en la seccién 4.2.1 —y en 3.2— se usa el modelo de LDA para obtener
los tépicos mas relevantes.

Se probaron dos enfoques en el modelado de LDA (a) un primer enfoque

donde los textos se usan tal cual fueron brindados y (b) un segundo enfoque

49



donde los textos se preprocesan’ realizando lemmatizacién del texto, filtrado de
stopwords?, filtrado de tokens por su pos-tag (dejando sustantivos, adjetivos,
verbos y adverbios), filtrado de simbolos de puntuacién y excluyendo palabras

de un solo caracter. Se analizo la perplejidad de ambos modelos para decidir

cual era mejor para nuestro problema, y se obtuvieron los resultados de la

Tabla 5.6.
Tabla 5.6: Perplejidad de los modelos de LDA entrenados con o sin preprocesa-

miento del texto.

’ Modelo \ Perplejidad ‘
Sin preprocesamiento 633
Con preprocesamiento 445

Se elige el modelo con menor perplejidad. Ademas, este modelo produjo
tépicos més cohesivos y coherentes (analizando empiricamente los resultados).
El mejor balance del algoritmo se obtuvo con 5 topicos, y se usan las primeras

10 palabras de cada tépico (la literatura recomienda entre 5-20, ver Blei et al.

2003 y Hoffman et al. 2010).
Los tépicos que se encontraron son los que aparecen en la Figura 5.7, donde

vemos las palabras en un grafico de barras decreciente que corresponde a la

distribucién del tépico para ese conjunto de palabras.
Topic 5

Topic 1 Topic 2 Topic 3 Topic 4
nifio S material propuesta I gustar TEG_—_——— encantar I
padre I rutina N jugar N actividad EEG_— interesante I
hijo Il familia util - idea TG lindo N
informacién ll gracias NG lindo N cosa N propuesta N
momento Il nifio momento N ayudar T cuento TN
tiempo ll cosa G ayuda ropa N gracia N
casa il compartir juego nifio SN atil -
rutina 1l aprender NG poner Jlll casa cancion
gustar lindo N hermoso ll encantar Sl idea N
camino gustar hijo [l colgar I pequerio Il
0 50 0 50 0 50 [ 50

o 50

Figura 5.7: Tépicos encontrados por LDA (5 tépicos con 10 palabras cada uno).

Si revisamos el contenido de cada uno de los topicos se intenta asignar un
nombre mas familiar a estos de tal forma que cuando se visualicen, o se citen,
se pueda asociar mejor el tépico con su contenido. Veamos el tépico (1) que
contiene las palabras <nino, padre, hijo, momento, casa, etc.> puede ser légico

llamar a este topico “Familia”. Si repetimos este ejercicio con el resto, llegamos

a la siguiente lista,
!Para esta etapa de preprocesamiento se usa la biblioteca Spacy, https://spacy.io/.
2Conjunto de palabras que son parte de una lista de exclusién. Generalmente son pala-

bras de uso muy frecuente en el idioma como: €l, de, la, los, las, etc.
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Topic 1, seria Familia

Topic 2, seria Entregas & rutina

Topic 3, seria Propuesta de juegos

Topic 4, seria Actividades

Topic 5, seria Cuentos & canciones

Es interesante notar que los topicos encontrados se pueden caracterizar en
grupos de acuerdo al contenido de las propuestas o sus consecuencias como
“rutina” (mejoré o cambié algo en la rutina), o “compartir” o “aprender”
(generé un aprendizaje o se compartié). El nombre que se les asigna es para
simplificar las visualizaciones, pero es posible que iterando se puedan y se
tengan que cambiar.

Una vez que se encuentran los topicos més relevantes, y se tiene una pri-
mera visién del contenido de los documentos es necesario continuar avanzando
para responder la pregunta de si es posible clasificar las respuestas en la jerar-
quia de clases brindada. El proximo paso es visualizar las respuestas usando
la representacion vectorial de estas y el algoritmo de t-SNE (seccién 3.4.1).
Recordemos que cada respuesta (o documento) se puede representar como un
vector de tépicos (seccién 3.2) donde cada tépico tiene una probabilidad asig-
nada (ya que para el modelo de LDA, un documento esta representado como
una distribucién de t6picos). Ademads, el algoritmo de -SNFE reduce la dimen-
sionalidad de los vectores a un espacio 2D para poder ser visualizados como se

ve en la gréfica de la Figura 5.8.
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Figura 5.8: Respuestas codificadas usando LDA, mapeadas en un espacio 2D
usando t-SNE.

Se puede ver que existe cierto patrén en los datos, ya que se genera una “es-
trella” con 5 puntas. Si visualizamos la estrella y se asocia con los cinco topicos
que fueron hallados nos surgen las preguntas ;cada punta corresponderd a un
topico? jtendra alguna correlacién con las categorias que se brindaron?.

La forma de poder identificar si esos patrones aparecen también en el mun-
do multidimensional (recordemos que el algoritmo de tSNE puede mostrar
agrupaciones de puntos que no necesariamente se corresponden en el espa-
cio multidimensional, ver seccién 3.4.1) se decide usar la técnica de clustering
HDBScan (seccién 3.1.1) con el objetivo de determinar si la representacién vi-
sual producida por t-SNF tiene alguna relacion con los tépicos generados por
LDA. Tanto el algoritmo de HDBScan como el algoritmo de tSNE usan las
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respuestas representadas como vectores de topicos. En la Figura 5.9 se puede
ver la estrella con los puntos asignados a un cluster, ademas de los puntos no

asignados (etiquetados como N/A).
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Figura 5.9: Respuestas codificadas usando LDA y agrupadas con HDBScan. Se
pueden ver todas las respuestas, N/A es que no pudieron ser asignadas a un cluster.

En la Figura 5.10 se puede notar que efectivamente cada punta de las
estrella corresponde a un topico diferente, en la parte inferior tenemos las
respuestas relativas a “Actividades”, y en la superior a “Cantos & canciones”.
Nos queda por contestar si esta agrupacion tiene alguna correlacién con la
jerarquia de categorias dadas o no (ya mencionamos que las categorias son

demasiado abiertas y es posible que no exista).
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Documentos sin los no agrupados (cluster = -1)

duster_label
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Figura 5.10: Respuestas codificadas usando LDA y agrupadas con HDBScan. Se
puede ver solo las respuestas que fueron asignadas a un cluster y ademas, el tépico
predominante de cada agrupacién (usando el nombre amigable).

En la ultima gréfica de esta seccién (Fig 5.11) —y ademaés el tltimo experi-
mento— se grafica a cada una de las 7 sub-categorias descriptas en la Tabla 2
donde cada punto es una respuesta perteneciente a esa categoria, y su color es
el tépico al cual pertenece. Se puede ver en detalle como en las graficas de todas
las categorias hay textos con diferentes topicos. O sea, los topicos son trans-
versales a las categorias. Una primera conclusion es que las categorias puedan
ser demasiado ambiguas para clasificar de forma automaética las respuestas en

ellas.
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Clase 1: Impulsé un proceso reflexivo Clase 2: Manifiestan haber realizado alguna
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Figura 5.11: Relacion entre las categorias y los topicos.

5.4. Modelado con sentence embeddings

En esta etapa, el objetivo es el mismo, encontrar qué caracteristicas nos
permiten disenar un modelo de utilidad para el INAU, pero en este caso mode-
lamos los textos con sentence embeddings. Como se explico en la seccién 3.3.1,
este método consiste en representar el texto con un vector que es codificado
usando redes neuronales profundas con arquitecturas modernas. Se decide ex-
perimentar con este método porque es el tipo de enfoque que actualmente esta
dando mejores resultados para diferentes tareas de PLN.

El proceso comparte algunas etapas con el descripto en la seccion de mo-

delado de tépicos (seccién 5.3). El proceso es el siguiente:
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1. Se cargan los datos de los Excel a Pandas.
2. Se juntan los datos iniciales con los datos entregados posteriormente.

3. Se realiza un preprocesamiento del texto minimo (se eliminan los tildes

y se corrigen palabras usando un diccionario).

4. Se calculan los sentence embeddings para cada una de las respuestas

usando el modelo pre-entrenado y multilenguaje (3.3.1).

5. Se corre el algoritmo de clustering HDBscan, y se visualizan los datos

(en este punto se desarrollan varias iteraciones).

El primer resultado que se obtiene del proceso anterior se puede ver en
la Figura 5.12. Esta visualizacion de las respuestas codificadas con el mode-
lo de SentBERT y proyectadas en el plano usando el algoritmo de UMAP
nos muestra puntos desordenados sin patrones claros. Sin embargo, se pueden
identificar algunas agrupaciones débiles o de poco tamano. El siguiente paso
fue usar el algoritmo HDBScan para agrupar los puntos e intentar identificar
patrones. Ademas, se adiciona que para cada cluster identificado se extraigan
las palabras claves usando el algoritmo de YAKF (seccién sobre YAKE! 3.5),

como se puede ver en la Figura 5.13.
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p a un espacio 2D do t-SNE & Sent: BERT

Figura 5.12: Representacion de las respuestas usando SentBERT y UMAP para
su visualizacién en 2D.

Si se inspecciona esta figura se nota un mayor grado de desorden de los
puntos, se ve que los <clusterss resultantes son menos cohesivos (hay muchos
y muy pequenos). También se ve una mayor granularidad que resalta carac-
teristicas locales de los datos (por ejemplo, un <clusters> sobre burbujeros, o
uno sobre <canciones para dormirs), y una conexién entre las palabras claves

asociadas a cada <clusters y los tépicos de la seccion anterior.

o7



aun 2D UMAP & ERT
cluster_label

& familia, casa, ideas, actividades, material burbujas, encanto, video, burbUjers, ninos
. ) , 5

ninos, amividades.&lijns, ayuda, gracias
. T n

35, Iindas, nteresante, encanto | Cluster burbujeros ®
' 0 14

.
L] gracias; ninosphijos, propuesta, ideas 5
casa, aciividades, juegos, hora, bano
cosal hijo, gracias, momentos, fecUerdos

= ¢
» - ) b
g cosas, nins, casa, fiempo, hijos
' J B
§ Oracias.cgsas, casa, encanto, actividades -
1

|
informacien, ayuda, gracias, util, super -
1

gracias; informacion, util, interegante

Y. centroid_y

graclas, matenial, informacion, pmpueg&égl.i'nma‘ gracias, qumaay&ﬂa: casa, plantas, familia

scias, matéfial, interesante, ayuda
. of 1
| 2
-

»
ot @ i o
gracias, interesante, mmr@fﬂﬁm , eneanto, finda’
"

canciones,'musica, manos, gracias, rutinas

=

"~ e I

|
encanio, guste, gracias, material, &

cangiones, gracias, encanto, lindo, ninos

% lindo, ‘hermoso, experiencia, excelente, util
.

Cluster canciones

X, centroid_x

Figura 5.13: Respuestas agrupadas con HDBScan y codificadas con
SentenceBERT. Cada <cluster> tiene las palabras més relevantes de sus respuestas.
Se resaltan algunos clusters que van a ser explorados en detalle mas adelante.

Si nos detenemos en algunos clusters de la Figura 5.13 se encuentra que
algunas de las palabras claves que aparecen son particularmente interesantes,
como por ejemplo, se encuentra un cluster para los “burbujeros”. Este caso
motivd a que investigara en detalle el conjunto de datos para encontrar las
respuestas que mencionaran términos relacionados a <burbujass (<burbujass,
<burbujeross, etc.) con el objetivo de entender la naturaleza del cluster ge-
nerado. En efecto, varias de las respuestas se refieren a un <burbujero> y
<burbujas>. Recurriendo a la documentacién brindada por el INAU se com-
prueba que una de las actividades propuestas era <construir un burbujeros.
El contenido de este cluster nos muestra que el impacto de la propuesta fue

muy positivo como se puede apreciar en la Figura 5.14.
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Respuestas mapeadas a un espacio 2D usando UMAP & SentenceBERT
clu

Hicimos un burbujero similar al del video y mi nifio qued6
encantado. Si bien cada tanto jugamos con burbujas, quedo
fascinado al ver una tan grande! Otra de las actividades que
le gusté mucho fue identificar los pares de medias.

x: 5.74981689453

y: 4.89632844925

cluster_label: 0

respuesta:

burbujas, encanto, video, burbujero, ninos

Muy lindo con mis hijas hacemos burbujas de agua con las
manos'<

x: 5.72070741653
y: 4.88051700592
cluster_label: 0

respuesta:

Figura 5.14: En este ejemplo se inspecciona el cluster de “Burbujas” donde se
pueden ver dos respuestas seleccionadas que mencionan “jugar con burbujas”. Este
cluster se corresponde con una de las actividades propuestas de «divertirse con
burbujas> mediante la construccién de un «Burbujeros.

Otro ejemplo con similares caracteristicas fue la agrupacién de las cancio-
nes —en la parte inferior derecha—, donde se hace referencia a canciones para
<antes de dormir> y canciones para <lavarse las manoss>. Este tultimo ejem-
plo, también es bien interesante de visualizar ya que esta agrupacioén, como
se muestra en la Figura 5.15, se acompana de palabras muy positivas como

“encantd”, “lindo” y “gracias”.
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Respuestas mapeadas a un espacio 2D usando UMAP & SentenceBERT

\ rancinnece miicira manac arariac ntinac

Me gustdé mucho la informacién y las canciones. A veces uno
como adulto no se da cuenta la importancia que tiene para
respuesta: los pequefios el prestarles mas atencién en cada cosa que
hacen, cémo lavarse las manos ,comer, bafiarse, cantar. Muy
informativo
x: 4.02735042572
y: 1.16229844093

cluster_label: 13

canciones, gracias, encanto, lindo, ninos

Disfrute mucho con mi bebé canciones que hase tiempo no
compartiamos muy lindo

x: 4.17622995377
y: 0.682204902172
cluster_label: 4

respuesta:

Figura 5.15: Se identifican dos clusters que tratan de <canciones> y <musicas.
Las respuestas que se seleccionan sirven como ejemplo para notar que en ambas las
canciones para dormir 6 para lavarse las manos son mencionadas. Se puede
interpretar que estos dos clusters puedan ser uno solo que trate de “Canciones y
musica”.

Se ha visto que agrupar las respuestas usando solo las representaciones
del modelo de «<Sentence embeddings> no generan agrupaciones cohesivas, o al
menos, que nos permitan identificar patrones claros para usar en una siguiente
etapa de clasificacion. Por este motivo se explora adicionar otras caracteristicas
para representar los vectores con el objetivo de ver los efectos que estos puedan
tener a la hora de visualizarlos y agruparlos con el algoritmo de clustering.

Se concatenan al vector resultante del modelo SentBERT otros vectores
que codifican caracteristicas adicionales como utilidad, género, reflexién de
utilidad, largo de la respuesta y nuevas caracteristicas creadas en base a las

otras. En particular, se usan las caracteristicas de los nuevos datos brindados.
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A continuacion se detalla las caracteristicas usadas y creadas,

género, se codifica como un vector (mujer, hombre, no_binario)

opciones que reflejan utilidad, se procesa la opcién (que es una oracion)
usando SentBERT y se obtiene un vector del modelo de SentBERT.

utilidad, se codifica como un vector (si, no, poco_util) (vector de 0 o 1)

indice de reflexién, caracteristica artificial, creada usando el logaritmo

del cantidad de tokens de la oracion

caracteristicas artificiales para reflexién (embeddings_reflexion), uti-
lidad (embeddings_no_util) y actividades (embeddings_activity),
estas caracteristicas se crean con el objetivo de identificar el grado de
similitud de las respuestas a esas categorias. Se crea para cada caso un
vector de palabras, por ejemplo para reflexion se usan las palabras “refle-
xionar”, “pensar”, “considerar” y se calcula la similitud de cada respuesta
con estas palabras. De tal forma se obtiene un vector para cada respues-
ta. El proceso se repite para las actividades y la utilidad (puntualmente,

se calcula la similitud con la palabra <inttils> o <no utils).

La primera visualizacién se muestra en la Figura 5.16 y se enfoca en mos-
trar las tres super categorias de la jerarquia dada (cada una de las graficas
es una super categoria), y en color naranja se ven las respuestas que perte-
necen a esa categoria. Por ejemplo, en la grafica de la izquierda se muestra
la representacién de las respuestas usando los nuevos vectores (SentBert mas
caracteristicas adicionles) y cuales de esas respuestas fueron clasificadas como
utiles de acuerdo al equipo del INAU. De la misma forma, para la super cate-
goria Valoracién Positiva y Observaciones. Se puede observar claramente que
no existen agrupaciones claras que nos permitan identificar relaciones entre
los puntos naranjas y la super categoria (Utilidad, Valoracién del dispositivo
positiva, Observaciones).

Se experimenta con otras caracteristicas como el género (Figura 5.4a) sin

obtener resultados que contribuyan a la deteccion de patrones ttiles.
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Figura 5.16: Se visualizan las respuestas usando Sentence BERT, caracteristicas

artificiales y HDBScan. Se colorea con naranja (valor 1) si la respuesta (o punto)

pertenece a la super categoria determinada por el titulo. En la izquierda se ve las
respuestas que pertenecen a la super categoria «Utilidad>. En el centro, las

respuestas que pertenecen a <Valoracién positiva del dispositivo> y a la derecha,

las respuestas que pertenecen a <Observaciones/Sugerencias>. El objetivo de esta

visualizacion es mostrar que en esta nueva iteracién de la representacién de las
respuestas, no hay una clara correlacién entre las agrupaciones y las super
categorias.

Hasta ahora no se han generados resultados diferentes —incluyendo nuevas
caracteristicas en nuestros datos—. Sin embargo, probamos agregar como nueva
caracteristica el campo “En caso afirmativo, marque las opciones que reflejan la
utilidad” del conjunto de datos brindado a mitad de proyecto, y resulté generar
una interesante visualizaciéon que se ve en 5.17. Es claro que el campo tiene
una incidencia muy importante en la generaciéon de agrupaciones cohesivas
determinando asi cuatro grandes <clusterss (no se considera el <clusters dado
por el color rojo —Fig. 5.17- por no distinguirse del cluster que lo contiene).
Estas agrupaciones corresponden a las opciones de utilidad (a) Hice algo con
los ninos (Celeste), (b) Lo comentamos en casa (Naranja), (c) Lo comparti con
alguien mas fuera de mi familia (Rojizo), (d) Me hizo pensar en algunas cosas

(Turquesa) y (e) Varias opciones (Verde).
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En caso afirmative, margue las opciones que reflejan la utilidad.
opciones_reflejan_utilidad
® @ Hice algo con los nifos/as
Lz comentamos en casa
@ Lo compartl con algulen mas, fue...
Me hizo pensar en algunas cosas
@ Varias opclones

o "°
P o
o™’

Figura 5.17: Visualizacién de los datos colorizando por el campo «En caso
afirmativo, marque las opciones que reflejan la utilidad.

Explorando las instancias en cada agrupacion, se puede observar que su
contenido es cohesivo con la <opciéon de utilidad> que mencionamos anterior-
mente, lo cual nos permite asignarle un nombre a cada cluster méas familiar. En
la Figura 5.18 se asigna un nombre méas amigable que nos permita visualizar, y
entender mejor el contenido de estos. A modo de ejemplo, en la Figura 5.19 se
muestran dos instancias que responden sobre juegos y actividades realizadas
como parte de la propuesta, coincidiendo con el nombre del cluster <Juegos y

actividades> al que pertenecen.
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En caso afirmative, marque las opciones que reflejan la utilidad.

opciones_reflejan_utilidad
@ Hice algo con los ninosias
Lo eomantamas en casa
@ Lo compart! con algulen mas, fue...

- Me hizo pensar en algunas cosas
Reflexionamos Compartimos en casa @ Varias opciones

Varias opciones

Juegos &

Compartimos con otros
Actividades

Figura 5.18: Nombre dado a los grupos de acuerdo a la opcion de utilidad, y su
contenido.

En caso afirmativo, marque las opciones que reflejan la utilidad.

i [ ] opciones_reflejan_utilidad
= ' @ Hice algo con Ios nifos/as
. Lol ® . Lo comentamos en casa
L . @ Lo comparti con algulen mas, fue...
Me hizo pensar en algunas cosas
, .; se ® @ Varias opclones
. * W %
b L ol T
respuesta: Ame el abrazo mariposa lo hice con mis nifios
s war - - e 1
= - - - L 1] s o®
oy LN ] $‘ 2 ® . a®

l-‘_ @ _ ey - . _ e
[

@ respuesta: Hicimos un titere y no hemos divertido juntos ]

N, "s 2 "W 0 --e

SRl

Figura 5.19: Dos instancias que nos sirven como ejemplo para mostrar el
contenido del cluster «Juegos y Actividades>, asociado con la opcién “Hice algo
con los ninos”.

El dltimo experimento es observar las caracteristicas de los clusters genera-
dos observando los cinco sustantivos y verbos mas frecuentes que aparecen en
cada una de las agrupaciones. En la Figura 5.20 se puede ver este experimen-

to. Como se explicd anteriormente, las agrupaciones estan influenciadas por el
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campo “En caso afirmativo, marque las opciones que reflejan la utilidad” pero
en esta visualizacién los colores cambiaron. Por este motivo, y para mejorar el
entendimiento visual se redondean los clusters asociandole la opcién de acuer-
do a la Figura 5.17. Si bien las agrupaciones no son exactamente las mismas,
se puede visualizar asociaciones entre la <utilidad> y las palabras relevantes.
Por ejemplo, cuando se observa la opcién <Hice algo con los ninos/as> se
identifican los verbos “hacer” y “jugar”, y los sustantivos “ninos”, “familia” y
“cosas”. Si miramos instancias (respuestas) dentro de este clusterencontramos

respuestas como (en negrita se destaca el verbo o sustantivo),
» <Realizamos un juego colgamos ropaz y medias juntos>

» <Le hice escuchar los videos!!!>

» <Fkn casa siempre aplicamos el juego y lo divertido que es para aprender

cosas juntos>

El experimento es interesante pero no es util ya que no brinda informacion
adicional. Se observa que los verbos més usados son hacer, tener, jugar, gustar,
encantar, etc. mientras que los sustantivos mas frecuentes son relacionados a la
propuesta, tales como material, propuesta, canciones, actividades, casa, etc..

Se destaca en todo el andlisis de resultados la palabra gracias donde apare-
ce como palabra clave, como sustantivo mas frecuente y como término repetido

de los tdpicos encontrados en el seccién anterior (ver 5.3).

Top 5 sustantivos por cada cluster Top 5 verbos por cada cluster
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x, centroid x X, centroid x

Figura 5.20: Visualizacién de los clusters & palabras claves para el mapeo de
<Sentence embeddings> con «Feature Engineering.
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Capitulo 6
Conclusiones y trabajo a futuro

El objetivo del INAU era responder si es posible automatizar el proceso de
clasificacién de los datos segin la jerarquia disenada. Sin embargo, desde el
comienzo se descarta la opcion de construir un clasificador ya que el primer
conjunto de datos obtenidos no contiene la cantidad suficiente de datos para
desarrollar e implementar un clasificador.

Lo que se expuso en este trabajo nos permite concluir que con los datos
brindados se hace muy complejo encontrar patrones y/o caracteristicas que
nos permita separar los datos en agrupaciones tales que se puedan mapear
a una categoria de la jerarquia dada. Desde la perspectiva de este trabajo,
observamos que la jerarquia construida presenta cierta ambigiiedad ademas de
que el significado de algunas clases es complejo de razonar e implementar.

Durante gran parte del proyecto se conté solo con un conjunto de datos
en el cual la entrada eran solo las respuestas de texto libre. En una primera
etapa, se intenté buscar patrones y caracteristicas que permitieran identificar
agrupaciones o topicos que se acercaran a las categorias dadas. Sin embargo,
analizando los datos con las distintas técnicas no fue posible identificar formas
de separar las respuestas en las categorias dadas. En una segunda etapa, se
obtienen mas datos donde se incluye un conjunto de caracteristicas adicionales
como utilidad del programa y género, y se exploran y analizan estos nuevos
datos. A pesar de ello, se reafirma la conclusién de que —incluyendo los nuevos
datos— con la jerarquia disenada se hace muy dificil encontrar agrupaciones
de datos que nos senalen posibles mapeos. Ademés, como parte del segundo
conjunto de datos encontramos que existen columnas que pueden responder

de forma directa a algunas de las categorias, por ejemplo, se puede ver que
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para la super categoria utilidad tenemos dos columnas con respuestas sobre
la utilidad del programa. Del mismo modo, es importante notar que para las
categorias «Sugerencias/Observacioness> y «No clasificabless> se cuenta con
muy poca cantidad de datos clasificados como tales, por lo que se hace muy
dificil detectar patrones que nos habiliten a modelar un clasificador.

A pesar de no haber encontrado patrones que nos permitan construir un
clasificador y automatizar el problema planteado, se obtienen dos resultados
interesantes. Se identifica en los diferentes enfoques del trabajo el predominio
de palabras con connotacién positiva como «gracias> (en la nube de palabras y
los tépicos), <encantars (en las agrupaciones), <gustars y <jugars. Se puede
deducir un impacto positivo del programa dado estas valoraciones. El segundo
resultado fue encontrar propuestas del programa con un gran impacto para
los usuarios, como la construccién de un <burbujero> (que se puede ver como
una agrupaciéon en la seccién 5.4) o las distintas canciones sugeridas (como la
cancion de <lavarse las manoss).

Esta conclusion abre nuevos caminos para poder enfocar el trabajo a fu-
turo. Un primer camino es explorar el diseno de un clasificador que detecte
el sentimiento de la respuesta (si es positivo, negativo, o neutro), y cudles
son los sustantivos o entidades asociados a esa valoracion. Esto nos ayudaria
a comprender qué propuestas o actividades gustaron, y cudles no. De alguna
forma este camino nos ayudaria a entender la valoracién que hace el usuario en
torno al <dispositivo> y/o las <actividades>. También es posible modelar un
sistema de recomendacion que dado los usuarios, y actividades que gustaron o
no, recomiende nuevas actividades que puedan ser utiles para proponer a los
nuevos usuarios (como hacen los sistemas de streaming online, por ejemplo).

En lo personal, este proyecto de tesis me deja una mirada mucho mas pro-
funda y cercana sobre las realidades y dificultades que presentan las familias
que son alcanzadas por los programas del INAU. Los desafios que existen para
llegar a estas familias con propuestas que enriquezcan y habiliten la construc-
cién de nuevas realidades. A lo largo del proceso tuve la oportunidad de leer
cada una de mas de 700 respuestas y poder conectarme —desde mi ser padre—
de los desafios y dificultades que se expresan en ellas, reconociendo en las pala-
bras de las mamas, papas o personas a cargo la alegria, los enojos, las lagrimas,

y las posibilidades que se abren cuando se generan los encuentros con los hijos.
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Glosario

Un glosario incluye una lista de términos y su explicacion sucinta. El ob-
jetivo de este apartado es permitirle a un lector especializado en el area, aun-
que no necesariamente en la teméatica, comprender con mayor facilidad ciertos
términos.

Se organiza en forma alfabética y en el cuerpo de la obra se lo puede senalar
con VERSALITA la primera vez que se menciona, si este tipo de letra no fue

utilizado con otro fin.

Algoritmo de clustering Un algoritmo de clustering es un método que par-
ticiona un conjunto de datos en grupos o clusters de documentos (e
textos en nuestro caso) relacionados que pertenecen a ciertos tépicos o

categorias. 8

Aprendizaje automatico no supervisado Los algoritmos de aprendizaje
automatico no supervisado intentan encontrar las relaciones o patrones
en los datos por si solos (Wilmott, 2019). 9

Aprendizaje profundo Se refiere al uso de redes neuronales para el aprendi-

zaje automatico pero profundas, o sea, con mas capas, Jurafsky y Martin,

2009. 22

Bag of words Modelo que codifica el texto como un vector de Os y 1s de
largo fijo —la cardinalidad del vocabulario— y se coloca un 1 si la palabra
del vocabulario pertenece al texto o un 0 en caso contrario (Jurafsky y
Martin, 2009). 20

Corpus Del latin cuerpo, refiere a una coleccién de textos o documentos tex-
tuales. 20

Curse of dimensionality Problema que sufren los espacios de vectores don-

de algunas representaciones vectoriales tienen una alta dimensionalidad
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—el largo del vector es muy grande— y generalmente, estos vectores son
muy poco densos —sus entradas son Os en su mayoria—. Esto hace que se
necesite un gran poder computacional, tanto en capacidad de computo

como en recursos de memoria (Kamath et al. 2019). 21

emoji Segun la RAE, pequena imagen o icono digital que se usa en las co-
municaciones electronicas para representar una emocion, un objeto, una

idea, etc. 5

HDBScan Algoritmo de clustering desarrollado por Campello et al. 2013,
siendo una extension de DBScan pero usando elementos de agrupamiento
jerarquizado (hierarchical clustering) y combinando técnicas de grafos

para obtener los <clusters>. 13

Latent Dirichlet Allocation Modelo probabilistico también llamado <mo-
delo probabilistico generativos donde se asume que nuestros datos surgen
de un proceso generativo que incluye variables ocultas (Blei et al. 2003).

17

Lematizacion Proceso por el cual se transforma un token en su respectivo

lema 12

Modelado de tépicos El modelado de topicos es un proceso por el cual se
extraen los tépicos o temas mas relevantes de un corpus o conjunto de
textos, con el objetivo de entender de qué trata este conjunto sin la

necesidad de inspeccionarlo en detalle (Blei, 2012). 9

Part-of-Speech Clase a la que pertenece una palabra —si es sustantivo, verbo,

adjetivo, u otro tipo—. 12

Part-of-Speech tagging Técnica que permite etiquetar las palabras de una
oracién con la clase a la que pertenece (si es sustantivo, verbo, adjetivo,

adverbio u otro tipo). 12

perplejidad La perplejidad en el contexto del Procesamiento del Lenguaje
Natural es una forma de evaluar un modelo de lenguaje (un modelo de
lenguaje es una probabilidad de distribucién sobre oraciones o textos).
Esta mide con respecto a un corpus de prueba la probabilidad del modelo

de generar dicho corpus. 37
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Procesamiento del lenguaje natural El procesamiento del lenguaje natu-
ral permite a las computadoras llevar a cabo tareas ttiles que involucran
al lenguaje humano. Tales tareas pueden mejorar las formas de comuni-
carnos con dispositivos (por ejemplo, con Siri en nuestros teléfonos, o el
asistente de Google), mejorar la forma de comunicacién entre personas
(asistentes gramaticales en los procesadores de texto), o simplemente pa-
ra cuando necesitamos procesar el lenguaje para obtener informacién de
utilidad para cierta tarea que estemos emprendiendo (Jurafsky y Martin,
2009). 11

Redes Neuronales Las redes neuronales son un método de aprendizaje au-
tomatico que toma su diseno y nombre de un modelo de neurona de

nuestro cerebro, Jurafsky y Martin, 2009. 22

Sentence embeddings Es una representacion vectorial de una oracién o tex-

to, donde una oracién es mapeada a un vector de ntimeros reales. 8, 10

t-SNE Método de reduccion de dimensionalidad introducido por Van der
Maaten y Hinton, 2008 que tiene la capacidad de mantener las estruc-
turas locales sin perder la estructura global, generando representaciones

visuales muy ricas. 26

Tf-Idf Modelo de Term frequency-Inverse document frequency (o TF-IDF)
es una mejora sobre el modelo de Bag of Words donde la representacién
vectorial tiene en cuenta las frecuencias de las palabras en los documentos

y ademads, en el corpus (Jurafsky y Martin, 2009). 22

token El token se define como una secuencia de caracteres que estan agru-
pados de tal forma que forman una unidad seméntica usable para ser

procesada. 11

UMAP Técnica que ofrece un conjunto de mejoras respecto a t-SNF, en
particular, mejora la performance —reduce el tiempo de cémputo— para
volimenes de datos grandes, y mejora la fidelidad al preservar la estruc-
tura global de los datos McInnes et al. 2018. 28

Vocabulario Conjunto de todas las palabras (inicas) que aparecen en todo

el corpus. 20
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Word embeddings Representacion vectorial de una palabra que a diferencia
de otras representaciones, producen vectores de menor largo, mas den-
sos —generalmente de 200 a 500 elementos— y guardando informacién de
contexto (Kamath et al. 2019). 22

YAKE! Algoritmo de extraccién de palabras claves no-supervisado que utiliza
las caracteristicas estadisticas de las palabras en el texto para identificar
y ordenar las palabras dado un cierto criterio de relevancia (Campos et
al. 2020). 30
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Apéndice 1

Apendice A. Repositorio &
Datos

Durante todo el proyecto se trabajo usando el repositorio de Gitlab de la

Udelar. Los datos también se incluyeron en el mismo repositorio.

= Repositorio:

https://gitlab.fing.edu.uy/nestor.moreira /tesis-computacion-2022

» Google Drive con los datos: https://drive.google.com/drive/u/1/
folders/1ttZSxd512z3NDRjOVvOy1JuWDGIiVQykG
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Anexo 1

Programa INAU & Materiales

Entregas del INAU del programa Parentalidades Comprometidas,

Primera entrega, “Nuestras rutinas”: https://bit.ly/PPCenCasal

Segunda entrega, “Para el encuentro y disfrute”: https://bit.ly/
PPCenCasa2

Tercera entrega, “Y yo, como me cuido”: https://bit.ly/PPCenCasa3

Cuarta entrega, “Convivencia saludable”: https://bit.ly/PPCenCasa4

El material complementario del programa donde se detalla la propuesta y
cada una de las entregas se puede encontrar aqui: https://drive.google.com/
file/d/1ycA4LB18oEE7h41V6Ny_un7linafipf9/view?usp=sharing.
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