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Resumen

Esta tesis explora la propiedad de la expansividad en sistemas dinamicos desde tres perspectivas

fundamentales: la cuantitativa, la conjuntista y la topoldgica.

En el contexto de los espacios métricos compactos, se establece un criterio cuantitativo que
vincula la existencia de pares doblemente asintoticos con el decaimiento de las constantes de ex-
pansividad . Empleando métricas hiperbolicas autosimilares, se obtiene una caracterizacién precisa

del decaimiento exponencial de dicha constante.

En una segunda linea, el estudio se extiende a acciones de grupo sobre espacios ordinales. A
través de una formulacion de expansividad por cubrimientos se caracteriza qué espacios ordinales
admiten una accion ezpansiva (continua o CB-estable). Este resultado generaliza el teorema de
Kato—Park a ordinales no numerables y permite establecer una cota inferior para la cardinalidad

del grupo actuante.

Una de las contribuciones de esta tesis es relacionar la expansividad con la Hipdtesis Generali-
zada del Continuo (GCH). A partir de esa conexion se define la Ezpansive Generalized Continuum
Hypothesis EGCH(A), demostrando que EGCH(Ry) es un teorema de ZFC.

Se aisla y formaliza el nicleo combinatorio que subyace a este vinculo. Ademds, se introdu-
ce la jerarquia DGCH,, () y se prueban sus propiedades de consistencia relativa con ZFC y de

monotonia.

Por ultimo, la investigacién aborda la expansividad en espacios métricos no compactos. Se
demuestra que, para espacios LCo, la independencia de la métrica es equivalente a la expansividad
cocompacta y a la existencia de una extension expansiva a la compactificacion de Alexandroff,

concluyéndose con un analisis de su relacién con la compactificacion no estandar.

Palabras clave: expansividad; andlisis no estandar; ordinales y espacios dispersos; acciones de
grupo; GCH/EGCH/DGCH; compactificacién de Alexandroff.



Abstract

This thesis explores the property of expansivity in dynamical systems from three fundamental

perspectives: the quantitative, the set-theoretic, and the topological.

In the context of compact metric spaces, we establish a quantitative criterion that links the
existence of doubly asymptotic pairs with the decay of the expansivity constants. Employing self-
similar hyperbolic metrics, we obtain a precise characterization of the exponential decay of that

constant.

In a second line of research, the study is extended to group actions on ordinal spaces. Through
a formulation of cover expansivity we characterize which ordinal spaces admit an expansive action
(continuous or CB-stable). This result generalizes the Kato—Park theorem to uncountable ordinals

and allows one to establish a lower bound for the cardinality of the acting group.

One of the contributions of this thesis is to relate expansivity to the Generalized Continuum Hy-
pothesis (GCH ). From this connection we define the Fzpansive Generalized Continuum Hypothesis
EGCH(\), proving that EGCH(Xy) is a theorem of ZFC.

We isolate and formalize the combinatorial core underlying this connection. Moreover, we
introduce the hierarchy DGCH,,(\) and prove its properties of relative consistency with ZFC and

of monotonicity.

Finally, the research addresses expansivity in non-compact metric spaces. We show that, for
LCo spaces, independence of the metric is equivalent to cocompact expansivity and to the existence
of an expansive extension to the Alexandroff compactification, concluding with an analysis of its

relation to the nonstandard compactification.

Keywords: expansivity; nonstandard analysis; ordinals and scattered spaces; group actions;

GCH/EGCH/DGCH; Alexandroff compactification.
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Chapter 1

Introduction

Motivation and Context

The seminal works of Henri Poincaré laid the foundations for modern dynamical systems theory
and chaos theory. In studying the stability of planetary systems, Poincaré observed that in a
three-body system under gravitational attraction, small differences in initial conditions can lead

to significant trajectory divergences.

Following Poincaré, the study of chaos largely paused until the advent of computing in the
second half of the 20th century. Computational simulations then revealed its significance across
fields such as meteorology, biology, and physics, with key concepts including the “Butterfly Effect”

and “strange attractors” demonstrating unpredictable behaviors arising from initial sensitivities.
Discrete Dynamical Systems and Expansivity

An important class of dynamical systems is discrete systems, where time progresses in integer
steps—suitable for modeling phenomena like population dynamics. In topological terms, a discrete

dynamical system is a pair (X, f), where X is a metric space and f: X — X is a homeomorphism.

In 1950, Utz [36] introduced the concept of unstable homeomorphisms, later termed expansive
homeomorphisms. An expansive dynamical system is a pair (X, f) with metric d, where there
exists a constant ¢ > 0 (the expansivity constant) such that for any distinct z,y € X, there is an
n € Z with d(f"(z), f"(y)) > c¢. These systems exhibit strong sensitivity to initial conditions, as

nearby points separate by more than c¢ in the past or future.

Expansivity is a hallmark of hyperbolic sets, including Anosov diffeomorphisms, the non-
wandering sets of Smale’s Axiom A systems, and subshifts of finite type. Such systems typically
feature doubly asymptotic points (see Definition 3.0.1), such as homoclinic points relative to peri-

odic orbits. Expansive homeomorphisms on compact surfaces, conjugate to pseudo-Anosov maps,



also possess these points. Moreover, all known expansive homeomorphisms on non-totally dis-
connected compact metric spaces exhibit doubly asymptotic points, whereas totally disconnected

spaces may admit examples without them [2,27], often conjugate to subshifts.

The existence of asymptotic pairs (doubly asymptotics points in the context of homeomor-
phisms) in expansive group actions has been actively studied recently, notably by Chung and Li
[10], Meyerovitch [29] and S. Barbieri, F. Garcia-Ramos, and H. Li [6].

One key contribution of this thesis is a necessary and sufficient condition for doubly asymptotic
points in expansive homeomorphisms on compact metric spaces—framed in terms of expansivity
constant decay—using nonstandard analysis. This framework is particularly well-suited for our
purposes, as it allows us to translate asymptotic properties—such as the long-term behavior of
trajectories—into precise statements about infinitesimal and infinite numbers, making the under-
lying geometry more tangible. This logical tool provides geometric intuition akin to that in Utz’s
theorem (Theorem 3.1.4), which guarantees asymptotic pairs in either the past or future, and

proved essential for our results.
Intersections with Set Theory and the Generalized Continuum Hypothesis

Another principal interaction we develop between expansive dynamics and mathematical logic

involves set theory, particularly the Generalized Continuum Hypothesis (GCH).

The Continuum Hypothesis (CH), the first of Hilbert’s 23 problems, asserts that there is no
cardinal strictly between R (the cardinality of the natural numbers) and 2% (the cardinality of its
power set). Cantor’s efforts to prove its truth failed. Godel [19] showed that both CH and GCH
(GCH(A) := =3k (A < k < 2)) are consistent with ZFC axioms, while Cohen [11] demonstrated
the consistency of their negations. We establish an equivalence between GCH and the existence of
certain expansive actions. This surprising connection arises from the strong cardinal constraints an
action imposes on its space, a relationship that becomes particularly sharp for CB-stable actions.
This is precisely the class of dynamics studied in the Kato and Park theorem (Theorem 2.2 in [26]),
whose generalization was a key driver for our research. Ultimately, this link reveals an underlying

combinatorial relation that inspires new questions in set theory.
Expansivity in Non-Compact Spaces

While expansivity has primarily been studied in compact spaces, its definition extends to
general metric spaces. This thesis contributes results on expansive group actions in non-compact

settings, particularly those independent of the chosen compatible metric.

Guiding questions

The following questions structure the research:



QL)

(Q2)

(Q3)

(Q4)

Is there a quantitative criterion that characterizes when an expansive homeomorphism admits

doubly asymptotic pairs? How is this reflected in the decay of v(f™)?

Once we know that the Kato—Park Theorem is a dynamical theorem on countable ordinals,

is it possible to generalize it to uncountable ordinals?

What is the minimal cardinality (or structural size) a group must have in order to act

expansively on a given compact ordinal (with the order topology)?

What is the underlying combinatorial principle that links expansivity with the Generalized
Continuum Hypothesis (GCH)? What hierarchies and generalizations arise when this prin-

ciple is varied?

In non-compact metric spaces, when is expansivity a topological property, i.e., independent

of the particular metric chosen?

Main Contributions

e Chapter 3: Expansive Dynamics and Nonstandard Analysis

The results presented in this chapter constitute the author’s contributions to the paper [3],

which has been accepted for publication.

For an expansive homeomorphism f on a compact metric space and a self-similar hyperbolic
metric d with factor A > 1, the following theorem establishes a necessary and sufficient
condition for the existence of doubly asymptotic points in terms of ~(f™), where v(f) is
defined by

v(f) = sup{c € RT : ¢ is an expansivity constant for f}.

Theorem. 5.0.4 An expansive homeomorphism f: X — X admits doubly asymptotic points

if and only if, for a self-similar metric d with expanding factor X\, there exist a standard real

number C > 0 and an infinite natural number N such that v(* fV) < )\TC/Q

Moreover, we prove the following theorem

Theorem. 3.0.5 Let f: X — X be an expansive homeomorphism. If X is countably infinite,
then (X, f) has doubly asymptotic points.

Chapter 4 : Expansive Actions and the Generalized Continuum Hypothesis.

The results presented in this chapter are essentially those contained in the paper [17], which
was published by the author of this thesis.

The motivation for extending to group actions comes from generalizing the following theorem:
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Theorem (Kato and Park, 1999. Theorema 2.2 in [26]). Let (X, d) be a countable compact
metric space. It admits an expansive homeomorphism if and only if deg(X) is not an infinite

limit ordinal, where deg(X) is the derived degree of X.

From Mazurkiewicz and Sierpinski [30], Baker [5], and Semadeni [34] we know that a compact
scattered first-countable topological space with characteristic (a,n) (see definition 2.2.21 )
is metrizable and homeomorphic to an ordinal of the form w®*n 4 1 with the order topology.
Consequently, a countable compact metric space is homeomorphic to a successor ordinal
equipped with the order topology. Therefore, the Kato and Park theorem is a theorem of
dynamics on countable ordinals. For uncountable ordinals we obtain the following general-

ization.

Theorem. /.2.2 Let X be a compact Hausdorff scattered space with characteristic (o, n).
Then X admits an expansive continuous G-action if and only if o is not an infinite limit

ordinal or n # 1.

EGCH and the DGCH hierarchy.

Studying the cardinalities of continuous actions that can act on a compact ordinal, we arrive

at the following results:

Theorem. 4.4.5 Let X be a compact ordinal space, and let ¢ : G x X — X be an expansive

continuous action. Then |G| > | X]|.

Theorem. 4.5./ Let \ be an infinite cardinal. For every k with X < k < 2, there ewist a
compact Hausdorff space X, a group G, and an action ¢ : G x X — X, CB-stable , such

that the action is expansive with |G| = A and |X| = k.

This yields an equivalence of GCH in terms of expansive actions:

GCH(\) <= —-3G ~ X, expansive CB-stable action,
|G| =\ < |X|# 2" X compact Hausdorff space.

As is customary in mathematics, once a concept has been reformulated in terms of a param-
eter that can vary—for example, that the action be CB-stable —we may ask what happens
when we modify it. This motivates the following definition, which we call the Expansive
Generalized Continuum Hypothesis (EGCH):

EGCH()) := =-3G ~ X, expansive continuous action,

|G| =\ < |X|# 2", X compact Hausdorff space.

In Theorem 4.4.8 we prove that
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Theorem. EGCH(Xy) is a theorem of ZFC.

Chapter 5 : Combinatorial Expansiveness.

In this chapter we isolates and develops the combinatorial core underlying the relationship
between expansivity and the Generalized Continuum Hypothesis (GCH) established in the
previous chapter. The goal is to extract from that link the purely combinatorial ingredients
and analyze them in a framework independent of dynamics, in order to open new questions
about the structure of cardinals that violate GCH.

To that end, we define, for all infinite cardinals A and x, and for a cardinal p with 0 < p < N,
a type of combinatorial action denoted A A k. The central viewpoint will be to vary the
complexity of the graph that encodes the relationship between expansivity and GCH. Indeed,
we will see that GCH is related to a combinatorial problem on bipartite graphs, which have
one or two orbits depending on the cardinality of the bipartition defining the graph. This
provides a complexity parameter that organizes a hierarchy of statements that we call the
Dual Generalized Continuum Hypothesis, defined for every infinite cardinal A and every

natural number n, with formula

DGCH,(\) := =3k ((k # N, 2Y) A (A A K)).
When n =1 we have
GCH(\) < DGCH;()),

and in general,
GCH(\) = DGCH,, ().

In Theorem 5.2.16 we prove that

DGCH,()) = DGCH,,()).

Under certain hypotheses, a monotonicity property holds; specifically, we will prove the

following theorem.

Theorem. 5.2.26 Let A be an infinite cardinal such that GCH(X') holds for all N < X\. Then,
foralli < j <w,
DGCH(A); = DGCH()),.

Collecting the results proved in Theorems 5.2.13, 5.2.23, 5.2.24, and 77, we obtain that for
every infinite cardinal A and every cardinal p with 2 < p < N, it holds that

—~DGCH,(\) is consistent with ZFC.
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e Chapter 6 : Metric-Independent Expansiveness.

The theory of expansive actions on compact metric spaces establishes that expansivity is a
property intrinsic to the topology of the space, being independent of the chosen compatible
metric. Motivated by this fact, in Chapter 6 we turn our attention to the behavior of
expansive actions in a broader setting—namely (Definition 6.1.1), that of metric spaces
which are not necessarily compact—investigating under what conditions expansivity remains

independent of the metric.

One of the contributions of this chapter is Theorem 6.1.12, which characterizes expansive ac-
tions on locally compact and o-compact metric spaces (hereafter referred to as LCo-spaces)
in terms of a property we call cocompactly expansive. This property combines the cocom-
pactness of the action with a separation condition involving the compact set that witnesses
cocompactness. Furthermore, the theorem establishes the equivalence between this notion

and the existence of an expansive extension to the one-point (Alexandroff) compactification.

To examine more precisely the equivalences stated in Theorem 6.1.12, we will use the notion
of cover expansivity (Definition 4.1.4), which was introduced in Chapter 4. This tool allows
us to refine the analysis of the logical relationships involved in the theorem. Additionally,
we will explore the behavior of metrically independent dynamics in specific contexts, such as
ordinal and totally bounded spaces, and analyze the role played by the completeness of the

ambient space.

In the final section, we will once again use nonstandard analysis to present a generaliza-
tion of Utz’s theorem for metrically independent expansive homeomorphisms and to study
the relationship between nonstandard compactification and the property of being metrically

independent in the case of group actions.

Transversal Ideas and Tools

Two methodological ideas unify the different chapters:

Nonstandard analysis as an asymptotic microscope. Nonstandard analysis provides a lan-
guage where asymptotic behaviors become <visibles through infinite and infinitesimal elements.
This allows us to encode the decay of v(f™) and translate the existence of asymptotic pairs into

properties of infinitely close points.

Extraction of the combinatorial core. Cover expansivity can be reinterpreted as a problem
about graphs and partitions. This reading reveals that expansivity and GCH share a combinatorial
problem on bipartite graphs, whose complexity parametrizes a natural hierarchy of GCH-type

principles.
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Thesis Organization

Chapter 2 The preliminaries present a concise background in nonstandard analysis, general topol-

ogy, and set theory to facilitate the reading of the thesis.

Chapter 3: Expansive Dynamics and Nonstandard Analysis. We develop the nonstandard

framework to prove the quantitative criterion that connects doubly asymptotic pairs with the decay
of v(f").
Chapter 4: Expansive Actions and the Generalized Continuum Hypothesis. We extend

expansivity to group actions, characterize the scattered spaces that admit them, and discover the
connection with GCH.

Chapter 5: Combinatorial Expansivity. We isolate the combinatorial core, introduce the

DGCH,,(A) hierarchy, and prove consistency and monotonicity results.

Chapter 6: Metric-Independent Expansivity. We characterize when expansivity is indepen-
dent of the metric in non-compact spaces and its relationship with the Alexandroff compactifica-

tion.

Chapter 7: The final chapter of the thesis contains the concluding remarks and a summary of

the open problems that remain unresolved.



Chapter 2
Preliminaries

To facilitate the reading of the thesis, we present a brief introduction to the mathematical tools

that will be used. The reader may consult the cited references for further details.

2.1 Nonstandard Analysis

2.1.1 Superstructures, Transfer Principle, and Compactification
Superstructure and language

Definition 2.1.1 (Superstructure). Let X be a base set. Define

WX)=X, Vou(X)=Vu(X)UPVu(X)), V(X)=|JVu(X).

We call V(X) the superstructure over X. An element of V,,(X) \ V,,—1(X) has rank n (with the
convention V_;(X) = @).

Definition 2.1.2 (Language Ly). The language Lx contains the relational symbols € and =,
countably many variables, and a constant symbol for each a € V(X). We use bounded quantifiers
(Vx € t)p and (Jz € t) ¢ as abbreviations. Terms and formulas are defined by the standard
inductive clauses. In our usage, it should be clear from context when we are dealing with a
formula and when we refer to the concept of a formula. For a rigorous definition of these notions

in nonstandard analysis, see Definition 2.2.1 in [28].

Motivation. We work inside V(X)) because it uniformly hosts the mathematical objects in this

manuscript (sets, functions, relations, metrics, topological spaces, etc.). The nonstandard passage

14
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will be a map *: V(X) — V(Y) that preserves first-order structure and allows us to reason with

infinite/infinitesimal quantities without losing truths from V' (X).

The *-transform, extensions, and Transfer

Definition 2.1.3 (*-transform of formulas). Given a formula ¢ in Ly, its transform “p is obtained
by replacing each standard constant a € V(X) with the symbol “a; connectives, quantifiers, and

variables are left unchanged.

Definition 2.1.4 (Elementary s-extension). A map “: V(X) — V(Y) is a *-extension if it
preserves rank and membership: for all z,y € V(X),

reEy <= Tre’y.

We say that *is elementary if, for every formula ¢(x1,...,x,) of Ly and all a4,...,a, € V(X),

one has
V(X)) Epla,...,a,) <= V) Ew(a,..., a,).

Remark 2.1.5 (Trivial extension vs. nontrivial enlargement). The identity a +— a is a trivial
x-extension with X = X; then " = ¢, no infinite or infinitesimal elements appear, and the
equivalence above adds no practical power. From now on we fix a nontrivial extension * with
"N\ N # @ and such that “R contains positive infinitesimals. A standard way to construct a

nontrivial nonstandard extension is via the ultraproduct method; see, for instance, [28, Chapter 2].

Theorem 2.1.6 (Existence of a Nonstandard Extension). There exists a x-extension ™: V(X) —

V(Y') that is both elementary and nontrivial.

Proof. A nontrivial extension—the one assumed throughout this thesis—is obtained via the ultra-

product construction. See Theorem 2.4.5 in [28]. O

Corollary 2.1.7 (Transfer Principle). As a consequence of the previous theorem, for every formula
o(x1,...,x,) of Lx and all ay, ... a, € V(X), the following equivalence—known as the Transfer

Principle —holds:
V(X)Eela,...,a,) <= V) E9(ay,..., a,).

Definition 2.1.8 (Standard and internal). We will call standard sets those of the form *A with
A e V(X). A set E in the nonstandard universe is internal if E € *B for some B € V(X).

Remark 2.1.9. For every A € V(X), the set A is internal, since “A € {A}.

Definition 2.1.10 (Enlargement and countable saturation). We assume that the nonstandard

extension " is an enlargement: whenever {4;};c; C V(X)) is indexed by a standard set I and has
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the finite intersection property (FIP), one has
(A # 2.
il

We also assume countable saturation: every countable family of internal sets with the FIP has

nonempty intersection.

Remark 2.1.11. Both hypotheses above are ensured by the usual ultrapower construction (e.g.,

over a nonprincipal ultrafilter on N); see Theorem 11.10.1 in [20].

For completeness, we record the following general notion of saturation (parametrized by an infinite

cardinal).

Definition 2.1.12 (k-saturation). Let x be an infinite cardinal. A nonstandard universe “V (X))
is said to be k-saturated if for every family of internal sets {A;}icr with |I| < k that has the finite
intersection property (i.e., every finite subfamily has nonempty intersection), the total intersection
is nonempty:

(wgﬁmte, ﬂAﬂA@) — NA+2.

jeJ iel
Remark 2.1.13 (Scope). Definition 2.1.12 is included only for completeness. In what follows we
rely exclusively on Wi-saturation (countable saturation), introduced earlier in Definition 2.1.10.

Stronger degrees of saturation can be convenient, e.g., for nonstandard compactifications of spaces

with very large topologies, but they will not be needed here.

Remark 2.1.14 (Working convention). We identify X with a subset of *X via x — "z and, by

abuse of notation, write = instead of “x for standard constants. We set Z., = "Z \ Z.

Nonstandard extension of metric spaces

Basic definitions. Let (X, d) be a standard metric space. Its nonstandard extension is ("X, *d),

where *X and *d are the images under the fixed extension ™

The nonstandard extension of the distance is a function
fdi X x X — Ry, (x,y) — “d(x,y),

where R>q = {r € R: r > 0}. In particular, if z,y € X are standard, then *d(z,y) = d(z,y).

Proposition 2.1.15 (Metric properties by Transfer). For all x,y,z € "X the following hold:

1) (Nonnegativity) “d(z,y) > 0.
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2) (Identity of indiscernibles) *d(z,y) =0 <= z =y.

3) (Symmetry) “d(z,y) = "d(y, x).

4) (Triangle inequality) *d(z, z) < *d(z,y) + “d(y, z).

Proof. Each property is a first-order sentence of the language Lx valid for (X, d). By the Transfer
Principle (Theorem 2.1.7), the same sentences hold for (*X, *d). O

Define infinitesimal proximity on X by
T~y <= “d(z,y) is infinitesimal.

For z € X (standard), the monad of = is u(z) = {y € "X : y ~ x}. The set of near-standard

points is

and the set of points at finite distance is
fin(*X) = {y € *X : “d(y,p) is finite for some (equivalently, for every) p € X}.

One has ns(X) C fin(" X).
Proposition 2.1.16 (Internal balls and monads). For standard ¢ > 0 and © € X, the ball

"B(x,e) ={y € "X : "d(z,y) < e} is an internal subset of "X and satisfies

)" Bx.<) = ().

e>0

Standard part on ns(X). Ify € ns(X), thereis a unique z € X with y ~ z; define the standard
part
st : ns(X) — X, st(y) =  such that y ~ z.

For y, z € ns(X),
d(st(y),st(z)) = st ("d(y, 2)).

Theorem 2.1.17 (Robinson’s compactness criterion). Let (X, d) be a metric space. Then X is

compact if and only if for every y € *X there exists v € X such that x ~ y.

Proof. See [28], p. 86. O

Proposition 2.1.18. Let (X,d) be a metric space and f : X — X a map. If xog € X, then f is

continuous at xq if and only if for every x € *X with x ~ xo one has “f(x) ~ f(xg).
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Proof. See Theorem 1.9.2 in [28]. O

Nonstandard compactification

Definition 2.1.19 (Nonstandard compactification). Let (X, 7) be a topological space and *X its

nonstandard extension constructed over a saturated universe.

The S-topology on *X is generated by the base of opens { O : O € 7}. A set U C "X is open
in this topology if for each 2’ € U there exists O € 7 such that 2’ € *O C U.

Define an equivalence relation x’ ~g 3’ on *X by
'~y = VOer, (2e€’0<=y €70).

The nonstandard compactification of X, denoted SX, is the quotient “X/ ~g endowed with the
quotient topology induced by the canonical projection 7w : "X — SX.

Remark 2.1.20. The nonstandard compactification SX is related to the Stone-Cech compactifi-
cation SX. If X is Tychonoff (completely regular and Hausdorff), then SX = 5X. This result

is contained in [32, Proposition 2.1]; for an explicit statement see Proposition 4.4 in [33].

Proposition 2.1.21 (Fundamental properties). Let SX be the nonstandard compactification of
X. Then:

1) The canonical map ix : X — SX, x — [z], is a topological embedding with dense image.
2) SX is compact.

3) SX is Hausdorff if and only if X is Hausdorff.

Proof. (1) Dense embedding: The map ix is an embedding because the preimage of a basic
open 7(*0) is exactly O. To see that the image is dense, let [2'] € SX and U be a neighborhood
of it. By definition, there exists O C X open with [2/] € 7(*O) C U. Since 2’ € “O, by Transfer
the set O is nonempty. Taking p € O, we have ix(p) = [p] € 7(*O), so the image of X meets U.

(2) Compactness: Compactness of SX follows from the fact that X endowed with the S-
topology is compact. This property (sometimes called S-compactness) is proved using saturation.
As the canonical projection 7 : *X — SX is continuous and surjective, and ("X, S-topology) is

compact, its image SX is compact as well. For details, see, e.g., [28, Theorem 4.1.13].

(3) Hausdorff: If SX is Hausdorff, then X (viewed as a subspace) is Hausdorff. Conversely, if
X is Hausdorff and [2'] # [¢/] in SX, by definition of the equivalence there exists an open O, with

' €0, but y' ¢ *O, (or vice versa). Using standard separation in X, one can find disjoint opens
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01,05 C X such that 2/ € *O; and y' € *O,. Then 7(*O;) and 7(*Os) are disjoint neighborhoods
of [#'] and [y] in SX. O

2.2 Set Theory and General Topology

In this thesis we will work within the framework of the classical set theory ZFC.

2.2.1 Ordinals and Cardinals
Ordinals

Definition 2.2.1. A set « is an ordinal if it is transitive (that is, * € y € a = = € «) and
well-ordered by €. We define 0 = @ and the successor o + 1 = o U {a}. We say that « is a limit

if it is not a successor. Equivalently, « is a limit if and only if

a=Ja=Js

B<a
that is, « is the union of all its predecessors.

Definition 2.2.2 (Order topology on an ordinal). Let o be an ordinal with its natural order <
(defined by g < v <= B € 7). The order topology on « is generated by the base

B={(87):B<v<a}U{l0,7):0<7<a} U {(Ba):f<al
where
Byy)={rca: <<y}, [0,y)={zca: z<v}, (B,a)={rca: <z}

Remark 2.2.3. It is easy to verify that an ordinal «, with the order topology, is compact if and
only if « is the zero ordinal or a successor ordinal. This is because compactness of an ordinal is

equivalent to the existence of a maximum element.

Theorem 2.2.4 (Cantor normal form). Fvery ordinal o > 0 can be written uniquely as
a =W ng + W ong + oo Wy,
where k € N, 81 > 3 > -+ > By are ordinals, and n; € N\ {0}.

Proof. See Theorem 2.26 [23]. O
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Cardinals and cardinal arithmetic

Definition 2.2.5 (Cardinal). A cardinal is an initial ordinal, that is, an ordinal x that is not
equipotent to any smaller ordinal: Va < &, |a| # |k|. We identify the cardinality of a set X with
the unique cardinal | X| equipotent to X.

Definition 2.2.6 (Cardinal sum, product, and exponentiation). Let A, B be sets such that |A| = &
and |B| = .

o Sum: K+ \:=|AL B].
e Product: k- \:=|Ax B|.

e Ezponentiation: k* := |AB|, where AP := {f : B — A} is the set of all functions from B to
A.

These definitions do not depend on the choice of A and B.

Proposition 2.2.7 (Basic cardinal arithmetic). Let s, \, i be infinite cardinals. The following
properties hold.

1) Commutativity and associativity
K+A=A+K (K+AN)+p=r+A+p),
K- A=K, (K-AN)-p=r-(Ap).

2) Distributivity
K-A+p)=r-A+£K-p

3) Monotonicity If kK < k' and A < X, then
k+XN<K +N, k-A<kK-N, ﬁ’\g(/f’)’\/.

Proposition 2.2.8 (Arithmetic of infinite cardinals). If kK, A > 0 are cardinals and at least one is
infinite, then

K+ A = k- A = max{r, A\}.

In particular, if 0 < k < X and X is infinite, then

K4+ A=A, K-A= A\

For the proofs of the preceding propositions, the reader is referred to page 29 of [23].
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Definition 2.2.9 (Cofinality). The cofinality of a limit ordinal «, denoted cf(«), is the least
ordinal § such that there exists a cofinal function f : f — «a. For a cardinal k, cf(k) is the

cofinality of k viewed as an ordinal.

Definition 2.2.10 (Regular and singular cardinals). An infinite cardinal & is regular if cf(k) = k.

It is singular if cf(k) < k.

Definition 2.2.11 (Successor cardinal). For a cardinal k, the successor cardinal k% is the least

cardinal strictly greater than k.

Remark 2.2.12. Every successor cardinal is regular. In particular, R, ; is regular for every

ordinal .. The cardinal X, = sup{R,, : n < w} is singular with cf(R,) = w.

Definition 2.2.13 (The map a — R,). We define by transfinite recursion:

Ny = w, Nop1 = (R, N; = supNg if § is a limit ordinal.
B<o

(Generalized) Continuum Hypothesis

Definition 2.2.14 (CH and GCH). The Continuum Hypothesis (CH) asserts 2% = N;.

The Generalized Continuum Hypothesis (GCH) asserts that for every infinite cardinal k,

2% = kT,

2.2.2 Forcing

The consistency results in this work are obtained by forcing. Specifically, we use Easton’s theorem

to build models of ZFC with a prescribed behavior of the power-set function on regular cardinals.

Easton’s theorem

Theorem 2.2.15 (Easton, 1970). Assume the GCH holds.Let F be a function defined on the

reqular cardinals such that:

(E1) If k < X are regular, then F (k) < F(A).

(E2) For every regular k, cf(F(k)) > k.

Then there is a forcing extension that preserves cardinals and cofinalities, in which 2% = F(k) for

every reqular cardinal k.
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Proof. See Easton [23, Theorem 15.18] and Cummings [12, Lemmas 11.1-11.4, pp. 811-813]. [

Remark 2.2.16 (Standing assumption for the remainder). Throughout this chapter we do not
assume GCH below a given \. When needed, we force only below A to make 2* as large as required,
preserving all cardinals and cofinalities; this suffices for the constructions used later (including the
“limits of limits” patterns inside (\,2")). For regular A we use Easton iterations above \ as in
Subsec. 2.2.2; for singular A we follow a lightweight route (Remark 2.2.17). If one instead insists on
assuming GCH below A, more sophisticated techniques may be required; exploring that direction

lies beyond the scope of this work and is left for future research.

Application to DGCH,())

To obtain ~DGCH,(\) with X regular, we write A = X, and work in two scenarios, depending on

the combinatorial requirements of Chapter 5:

(A) Minimal version (sufficient for -DGCH,(\)). We take, for regular X,,

F(Na> - Na+w+1-
The Easton support iteration (Cummings [12, §11, pp. 811-813]) over of a model of GCH produces:

e An intermediate cardinal

R = Na+w
with cf(k) = w and R, < k < 28=.

e A sequence of cardinals
{Rogn 11 <n <w},

useful for the basic constructions in Chapter 5.

(B) Version with a cofinal sequence indexed by A. When the proofs require a cofinal chain
of cardinals above a regular X, and below 2% of length A, we set F(RX,) = Rqjwwrs1 and after

Easton Forcing over a model of GCH,
2Na = Noa—&-w““)d—la R = Na—i—w“-)\'
Then there is a strictly increasing sequence {k;};~) with

A< k; <k, supk; =r,
(20
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and for each i < W, an w-cofinal sequence of limit cardinals {k;;};<. above X, and below k; with

Sup, ., kij = k;. See Lemma 5.2.21 for an explicit realization of these choices under Easton.

Remark 2.2.17 (Lightweight route for singular A). Let A = X, be singular with g = cf(\) = cf(«).
Assuming the GCH holds at A, we can add R,,¢+1 Cohen subsets of w, where © = u“.\, so that,

in the forcing extension:

o 2% =R, .o for some fixed limit ordinal © (e.g. © = u* - \);
e with x := RN, 0 we have A < k < 2} and cf(k) = w < \;
e there exists a strictly increasing sequence {k;};<x C (A, k) with sup,_, k; = &, and, for each

i, a sequence {k;}j<. C (A, k;) of limit cardinals with cf(k;;) = w and sup;_,, ki; = k.

For concreteness, when we work in the minimal version (A) we use as intermediates
k= Notw, Fn = Rogn (1 <n <w),

whereas when a cofinal chain indexed by A is required (version (B)), we use Kk = N, 0.\ and a

family {k;};<\ as above.

2.2.3 Metric Spaces and General Topology

Definition 2.2.18. A topological space X is said to be o-compact if there exists a sequence of

compact subsets K7, Ks, ... such that
X =K.
n=1

Definition 2.2.19. A topological space X is locally compact if, for every x € X, there exists an

open neighborhood U of = such that its closure U is compact.

Definition 2.2.20. Let X be a topological space. For every ordinal o we define X(®, the Can-
tor—Bendizson derivative of X of order a, by transfinite induction.

X0 =Xx.

If a=p3+1, XB) = (X®)Y) the set of accumulation points of X ).

If o is a limit ordinal, X(®) = Np<a X0,

Definition 2.2.21. If there exists an ordinal o such that X = {x,,...,z,}, we say that (a,n)
is the characteristic of X, and « is the derived degree of X (deg(X)).

Definition 2.2.22. Let X be a topological space. We say that it is scattered if every nonempty

subspace has an isolated point.
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Remark 2.2.23. Every ordinal space is scattered because, for every nonempty subspace, its

minimal element is an isolated point.

Theorem 2.2.24 (Semadeni [34]). Every compact scattered first-countable topological space with
characteristic (a,n) is metrizable and homeomorphic to an ordinal of the form w®n + 1 with the

order topology.

Proposition 2.2.25. Let (X, d) be a metric space and let h : Y — X be a bijection. Then (Y, dy)
is a metric space, where d, : Y XY — R is defined by dy(y,y') := d(h(y), h(y')).

Proof. This is a straightforward verification. O]

Proposition 2.2.26. Let (X,d) be a metric space and let h: Y — X be a bijection such that h™?
15 continuous. Then dy : Y XY — R is a metric compatible with the topology of Y.

Proof. Since
Ba,(y,m) = b (Ba(h(y), 7)),

the balls in the metric d; are open sets in Y. Let U be an open set in Y, and let y € U. By
continuity of h™!, there exists € > 0 such that h=!(By(h(y),€)) C U. Since

h_l(Bd(h(y)’ 6)) = Bdh (ya 6)7

it follows that dj induces the topology of Y. O]

Proposition 2.2.27 (Conjugation of an action). Let ¢ : G x X — X be an action and let
h:Y — X be a bijection. The map h induces an action @, : G XY — 'Y defined by

n(g,y) =" (g, h())),
which we call the conjugation of ¢ by h.
Proof. We verify the action axioms. Let e € G be the identity of G. Then
pnle,y) = h"(p(e h(y))) = h™ (h(y)) = v.
For g, ¢ € G we have

en(99',y) = b (e(gd', h(y)) = h™ ' (elg, e(d's h(y))))-

Since

e(g,90(d' h(y)) = ¢(g, h(h (o', h(¥))))),
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it follows that
W (g, hen(d's9)))) = enlg, onld 9))-

Thus, ¢y, satisfies the second axiom. O

Remark 2.2.28. If X and Y are topological spaces and h : Y — X is a homeomorphism, then ¢

is continuous if and only if ¢ is continuous.

2.3 Graph Theory

2.3.1 Graphs, Orbits, and Direct Limits

In this section we fix notation and elementary definitions from graph theory and actions by auto-

morphisms that are used in Chapter 5.

Simple graphs and degrees

A graph Y is a pair (V(Y),E(Y)) where V(Y) is the vertex set and E(Y) C [V(Y)])? is the
set of edges. We work with simple, undirected, loopless graphs. For z € V(Y) we define the
neighborhood

Ny(z) :={y e V(Y):{z,y} € E(Y)},

and the degree degy () := |Ny(z)|. We say that Y is d-regular if degy (z) = d for all z € V(Y).
We write V4(Y) :={x € V(Y) : degy (x) = d}.

Remark 2.3.1. Every automorphism of Y preserves degrees; in particular, each orbit (see §2.3.1)

is contained in some class V4(Y).

Bipartite product and the operator D(-)

Let Y be a graph and A C V(Y). Set A°:=V(Y)\ A. The bipartite product is expressed via the

macro defined in the preamble:
A®B = {{z,y} € [AUB]*:z € A, y € B}.

Define
D(A) == A® A
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Automorphisms and orbits
Let Aut(Y’) denote the automorphism group of Y. The natural action
Aut(Y) ~ V(Y), g-x:=g(z),
generates, for each x € V(Y'), the orbit
Oy(z):={g-z:9g € Aut(Y)}.

The set of orbits is written

OAW(Y)~Y) = {Oy(x):z € V(Y)}.

When indices are needed, we write {O;(Y)};<; with V/(Y) = [ |;,_; O;(Y). We define the orbit
complexity by p(Y) := |O(Aut(Y) ~ Y)].

Remark 2.3.2. If Aut(Y') acts transitively on V(Y), then p(Y) = 1.

Direct systems and direct limit of graphs

Let (I, <) be a directed set. A direct system of graphs is a family

{(Ym fn,m : Yn — Ym)}ngmeh

where f,,,, =id and f,, 5 = fik © fam for all n < m < k. The direct limit is defined by

limY, = | |[V(Ya) [/~
nel nel
with z,, ~ x,, if there exists k € I with f, x(z,) = fmi(zm). Adjacency in the colimit is induced

as follows: [x,] and [y,,] are joined by an edge if there exist representatives and k € I such that

{fn,k(xn)7 frmk(ym)} S E(Ykz)



Chapter 3

Expansive Dynamics and Nonstandard

Analysis

In this chapter we apply techniques from nonstandard analysis to study expansive dynamical sys-
tems. the principal results of this chapter are a necessary and sufficient condition for an expansive
homeomorphism on a compact metric space to admit doubly asymptotic points, expressed via the

decay of expansivity constants of the iterates.

Definition 3.0.1 (Asymptotic and doubly asymptotic points). Let (X, d) be a metric space and
let f: X — X be a homeomorphism.

e An ordered pair (z,y) € X x X with = # y is forward asymptotic (asymptotic in the future)
if
limd(f"(x), /"(y)) = 0.

n—-4o0o

e An ordered pair (z,y) € X x X with « # y is backward asymptotic (asymptotic in the past)
if
lim d(f~"(x), F"(y)) = 0.

n—-+o0o

e An ordered pair (z,y) € X x X with x # y is doubly asymptotic if it is both forward and
backward asymptotic, that is,

lim d(f"(z),"(y)) =0 and lim d(f"(z),f "(y)) =0.

n—-+o0o n—-+o0o

Remark 3.0.2. In this text we will often refer to such ordered pairs simply as doubly asymptotic

points.

Definition 3.0.3. Let (X, d) be a metric space and let f: X — X be a homeomorphism. We say

that f is expansive if there exists a constant ¢ > 0, called an expansivity constant, such that for

27
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every pair of distinct points z,y € X there exists an integer n € Z with
d(f™(x), f"(y)) > e

We prove that every expansive homeomorphism on a countably infinite compact metric space

admits doubly asymptotic points.

Theorem 3.0.4. An expansive homeomorphism f: X — X admits doubly-asymptotic points if
and only if for a self-similar metric d with expanding factor \, there exists a standard real number

C > 0 and an infinite natural number N such that v(* fV) < %

and we will provide a necessary and sufficient condition for an expansive homeomorphism on

a compact metric space to admit doubly-asymptotic points.

Theorem 3.0.5. Let f: X — X be an expansive homeomorphism. If X is countable infinite then
(X, f) has doubly-asymptotic points.

3.1 Applications of Nonstandard Analysis

In this section, we begin applying nonstandard analysis to the study of expansivity. The content
is essentially the same as that of Chapter 4 of our Master’s thesis [16], and it is included here to
facilitate the reader’s understanding of the new results that will be introduced in the following
sections. What is novel in this chapter is an alternative proof of a classical result by Utz concerning
the existence of asymptotic pairs for an expansive homeomorphism on a compact metric space.
The graphical intuition provided by the nonstandard analysis framework plays a crucial role in the

proof we present of Theorem 3.3.7.

First we show a nonstandard characterization of asymptotic points for a continuous map
f: X — X. Its proof is similar to [24, Theorem 3.1].

Proposition 3.1.1. Two points x,y € X are asymptotic if and only if for every infinitely positive
integer m € “Z we have * f™(x) ~ * f™(y).

Proof. To prove the direct part suppose that lir}rq d(f™(x), f"(y)) = 0. Then, for any € € R with
n—-+0oo
e > 0, there exists n. € Z* such that the following formula holds:

(Vm € Z")(m = n. — d(f"(2), f"(y)) <e).
By the Transfer Principle we have that the following formula is also true:

(Vm € "Z7)(m > n. = "d("f"(x)," f"(y)) < ).
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If m is an infinitely positive integer, then m > n. for any e, thus “d(* f™(x),” f™(y)) < € holds for
any e, implying “f™(z) ~ "™ (y).

To prove the converse suppose ngrfoo d(f™(x), f*(y)) # 0. Then, there exists ¢ € R with € > 0
such that for every n € N, the following holds:

(Fm € Z7)((m = n) Ad(f™(), [ (y)) > ¢).
Then, taking a function ¢ : Z+ — Z* we have
(Vn € Z*)(y(n) > n) A (d(f*T (), F"(y)) > e).
By the Transfer Principle we obtain:
(vn € "Z)(¢(n) > n) A Cd("f (), f Y (y) > o).

If m is an infinitely positive integer then *t)(m) is also an infinitely positive integer. Since
d(f¥™ (x), f™ (y)) > € it follows that f™(x) % f™(y). O

The next result characterizes asymptoticity for expansive homeomorphisms and is well known.

We give a nonstandard proof.

Lemma 3.1.2. Suppose that f is an expansive homeomorphism. If x,y € X and there exists
an expansivity constant § such that for every n € Z%, d(f"(z), ["(y)) < §, then x and y are

asymptotic.
Proof. Applying the Transfer Principle to the formula (Vn € Z1)(d(f™(x), f"(y)) < 0) we have

(Vn € "Z5)("d(" f"(x), " f"(y)) < 9).

Arguing by contradiction and applying Proposition 3.1.1 we can take an infinitely positive integer
N such that " f¥(z) 2 * f¥(y). Therefore, there exists a positive standard real number r such that
r < *d("fN(z),"fN(y)). By the compactness criterion of Robinson, there exist 2’y € X such
that “fN(z) ~ 2’ and " fN(y) ~ 3. By continuity, for every n € Z, we have " fN*"(z) ~ f(z)
and *fNt(y) ~ f(y'). Therefore, r < d(f*(z), f*(y)) < &, which contradicts the expansivity
hypothesis. O

Suppose that z,y € X, x # y and x* ~ y. By continuity, for any standard integer n € Z
we have *f"(z) ~ *f™(y). That is, “d(* f"(z)," f"(y)) is infinitesimal for all n € Z, even if f is
expansive. The following result shows that the expansiveness of the dynamics (X, f) essentially
extends to the dynamics (*X,*f).
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Remark 3.1.3. Assuming expansiveness, for any two distinct points z,y € X, there exists a time,
minimal in absolute value, at which they are separated by a distance greater than the expansiveness

constant. Consider the formula

p(r,y) = (v £y = Cnawm € Z (d(f™(2), [ (y)) > ¢)
A (V€ Z, d(f"(x), f"(y)) > ¢ = [n] = [numl))).-

By the Transfer Principle, the formula

(Vo,y € "X) “p(x,y)

also holds true. Therefore, the same result applies to any two points in “X with respect to the
dynamics (*X,”f), using the same expansiveness constant as the dynamics (X, f). In particular,
if (X, f) is an expansive dynamical system with expansiveness constant ¢ > 0, then ("X, f) is
also “expansive” in the sense that, for any distinct points z,y € X, there exists n € *Z such that
“d(*f™(x)," f"(y)) > c¢. Note that this implies that if x ~ y, then there exists an infinite n € *Z
such that *d(* f™(x)," f"(y)) > c.

We present below a nonstandard proof of a result due to Utz. The graphical intuition shown

in Figure 6.1 is the key.

Theorem 3.1.4 (Theorem 2.1 in [36]). If f is expansive and X has infinitely many points then
there exist different asymptotic points v,y € X for f or f=1.

Proof. Since X is infinite and compact there exists an accumulation point, which implies the
existence of z € X and y € "X such that  ~ y. From Remark 3.1.3 there exists m € *Z, the
minimum in absolute value, such that “d(*f™(z),” f™(y)) > c. Assuming that m is positive we will
show that there are asymptotic points for f~1 (for m negative the same argument gives asymptotic
points for f). By continuity, for every n € Z we have *f"(z) ~ * f*(y), thus m is infinite. Since X
is compact, by Theorem 2.1.17 there exist 2’,y’ € X such that 2’ ~ *f™(z) and 3 ~ *f™(y). See
Figure 6.1.
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Figure 3.1: Construction of the asymptotic points 2’ and /.

By continuity, for every n € Z*, we have “f"™"(z) ~ f~"(2') and " f™"(y) ~ f~"(¢/), but

AT (), T () S e

for every n € Z*, therefore d(f~"(2'), f™(y')) < ¢ for every n € Z*. Hence, by Lemma 3.1.2, we

can conclude that 2’ and v are asymptotic for f=. ]

3.2 Expansivity on Countable Metric Spaces

In this section we consider expansivity on a compact and countable (infinite) metric space X. For
this kind of space we have some particular tools to use. For every ordinal «, we define X(® as the

Cantor-Bendixson derivative of X by transfinite induction:

o X0 =X
e if a = B+ 1, then X1 = (X)) the subset of accumulation points of X

e if o is an infinite limit ordinal, then X(® = Ns<a X®.

If there exists an ordinal o such that X(® is finite, we define the derived degree of X as the
minimal such ordinal, denoted deg(X) = «. In [26] it is shown that a countable and compact
metric space admits an expansive homeomorphism if and only if deg(X) is not an infinite limit

ordinal.

Proof of Theorem 3.0.5. By [26, Theorem 2.2] we know that deg(X) = B + 1, so X(#*D =
{x1,...,2,}. By transfinite induction, it is easy to prove that for every ordinal o, f(X®) = X,
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This implies that the points {zi,...,z,} are periodic. Notice that each of these points is fixed
by f™. Therefore, we can restrict f to X, and f|y@ : X — X is an expansive homeomor-
phism. As X has infinitely many points and is compact, we know from Theorem 3.1.4 that there
are asymptotic points in X® . Thus, not all points in X are periodic. Therefore, there exists
v € XB N\ XB+H) guch that a(z),w(z) C XPTD. Then, for every positive infinite integer N and
for every negative infinite integer M, there exist x; and x; in X¥*Y such that *f¥(z) ~ z; and
(@) ~ g

Let y = f™(z). We will prove that » and y are asymptotic pairs. Due to the continuity
of f,if *fN(z) ~ wy, then fM(*fN(z)) ~ f*(x;). Therefore, *fN(f™(x)) ~ x;, which implies
“fN(y) ~ x;. Hence, "fN(x) ~ *fN(y). Thus, by Proposition 3.1.1, z and y are asymptotic.
Similarly, * f™(z) ~ " fM(y), and x,y are asymptotic for f~1. O

3.3 Doubly Asymptotic Points and the Decay of Expan-

sivity Constants

In this section we will prove Theorem 3.0.4 . he proof is divided into two theorems. Suppose that

f is expansive, and recall
v(f) = sup{c € R : ¢ is an expansivity constant of f}.

Remark 3.3.1. If f is an expansive homeomorphism with expansivity constant ¢, we know that
(*X,"f) is an expansive dynamical system with the same expansivity constant ¢ in the sense
explained in Remark 3.1.3. For more generality, we can regard *f as an expansive dynamical

system as in the following definition.

Definition 3.3.2. Let (X, d) be a compact metric space and let f : X — X be a homeomorphism.
We say that “f : "X — "X is expansive if there exists ¢ € *RT such that for all distinct z,y € * X,
there exists n € *7Z such that

d(f"(z), f(y) > e
In the following remark we explain the meaning of v(* f) and ~(* fV) for all N € *Z.

Remark 3.3.3. It follows directly from the Transfer Principle that if f is expansive, then *f is

also expansive. Thus we can define
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SupExp(f,s) :=| (Ve € RY)(Exp(f,c) —» ¢ < s)

(. J

~
upper bound

A | (Vs € R)((Ve € RY)(Exp(f,c) = c<s) —s<s)

(. i

~
least upper bound

Therefore, v(f) = s if and only if SupExp(f, s) holds. By applying the Transfer Principle, we

obtain

SupExp("f,s) :==| (Ve € "R")(Exp("f.c) > c < s)

N

upper bound

A | (Vs € R)((Ve € "RY)(Exp("f,c) 5 c < §) = s <)

(. J

~~
least upper bound

Hence, SupExp(*f, s) holds for v(* ) = s. In particular we see that v(*f) = ~v(f).

If f is expansive then f™ is also expansive for all n € Z, n # 0. Then, arguing as before, y(* f)
exists for all N € "Z.

Lemma 3.3.4. Let (X,d) be a compact metric space where d is a hyperbolic metric with expanding
factor A\, and f: X — X an expansive homeomorphism with expansivity constant c. Assume that
for some x,y € X, d(f™*(x), f*(y)) < ¢ for alln >0 (or for alln <0). Then

d(z,y)

d(f"(2), f*(y)) < =

for alln >0 (or for alln <0).

Proof. We will prove the case n > 0; for n < 0 it is analogous. We see that for all n > 0,

d(f"(x), 7 (y)) < d(f"(x)): )

Suppose not, that is, there exists n such that Ad(f"™(z), /"™ (y)) > d(f"(z), f"(y)). Since

max{d(f" (), f"(y)), d(f" (@), f2(y))} = Ad(f" (2), [ (y)),
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then d(f""2(z), f*2(y)) > Md(f"(z), f*(y)). By induction, we deduce that for all j > 0,
d(f™ (@), " (y)) = Nd(f" (@), f" ().

This contradicts the fact that d(f"(z), f"(y)) < ¢ for all n > 0. O

Theorem 3.3.5. Let f: X — X be an expansive homeomorphism with x # y being doubly asymp-
totic. If d is a hyperbolic metric with an expansion factor X\, then there exists C' > 0 (a standard

real) such that for every infinite natural number N it holds that

. C
(' fY) < oz

Proof. As x and y are doubly asymptotic, there exists a standard natural number [ > 0 such that
for all k € Z, with |k| > [, the following holds:

d(f* (), f*(y) < e,

where c is the expansivity constant. Therefore, for k£ > [

d(f* (@), f*(y)) = A (@) T W) < e

By Lemma 3.3.4, we have:

d(f* (@), W)

IN

Similarly, for k < —I, we get:

Thus, for |k| > [, we obtain:
d(f* (@), () < -

Then, for every infinite integer k, the following holds:

c l
(), ) < S

Let N be an infinite natural number. We have |[Ni+ (N —r)/2| > (N —r)/2 for all i € *Z and
forr =0 and r = 1. If N is even, we set r = 0, and if N is odd, we set » = 1. In either case, we

have: l o2
% 10% pNif p(N—1)/2 * pNif p(N—1)/2 CA AT
A PPN, NI ) < s < S
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for all i € "Z. Thus, (" V) < 157, where C' = Al or C' = cAT/2, O

In standard terms this result has the following meaning.

Corollary 3.3.6. Let f: X — X be an expansive homeomorphism with x # y being doubly
asymptotic. If d is a hyperbolic metric with an expansion factor X, then there exists C' > 0 such

that o
(") < 2 (3.1)

foralln > 1.

Proof. From Theorem 3.3.5 we have that there is k& > 1 such that (3.1) is true for all n > k. Thus,
changing the constant C' if needed, we have that (3.1) is true for all n > 1. O

Theorem 3.3.7. Let f: X — X be an expansive homeomorphism and d a bi-Lipschitz metric for
f with Lipschitz constant \. If there exist a standard real C' > 0 and an infinite natural number

N such that o

then f has doubly-asymptotic points.

Proof. We choose = # y € “X such that

UC @), W) < g (32

for all k € Z.
We define
m =min{ [n| € Z" :"d("f"(2)," " (y)) > ¢/2},
which is the first instant (in absolute value) at which the pair separates by more than c/2.

We know that the following formula holds:
(Vm € "Z)(YN € "Z7)3k € "Z")(N(k — 1) <m < Nk).

Possibly replacing = and y with *fN*=1(z) and * fN* =1 (y) we can assume that k& = 1 for both m
and N, with 0 < m < N (notice that m cannot be 0 nor N because (3.2) for k = 0 and k = 1).

Then, we have the configuration given by Figure 3.2.
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o,
2. ﬁ <1
G ‘2
Do
%
2
L

Figure 3.2: Asymptotic points z’, /.

Let us now take
m'=min{n € Z*:0<n <N —m, d("fN"(2)," " (y) > c/2}.

Notice that N —m’ —m > 0. Now let 2’ and ¢ in X be such that *f™(z) ~ 2’ and *f™(y) ~ v/
Arguing as in the proof of Theorem 3.1.4, we see that ' and y’ are asymptotic for f. By the
same argument, if 2 and y” in X satisfy *fN="'(z) ~ 2" and *fN""(y) ~ ¢, they will also be
asymptotic. If we can prove that the iterates between *f™(z) and * fN="'(z) are finite, i.e., there
exists a finite h such that *f™*+"(z) = *fN=""'(z), then by continuity we will have * f™*+"(z') ~

SN () and T (y') ~ F FNT (). Therefore, 2’ and 3’ will be doubly-asymptotic.

y 2
v-’\’

x

@
&

Figure 3.3: Proving doubly-asymptoticity.



37

3.3. DOUBLY ASYMPTOTIC POINTS

Let us show that such finite h exists. Indeed, since f is bi-Lipschitz, the following formula
holds
(Va,y € X)(Vn € Z)(d(f"(x), ["(y)) < Xd(z,y))

and by the Transfer Principle we conclude

(Va,y € "X)(Vn € "Z)("d(" f"(x)," ["(y)) < A" "d(x,y)).

From the inequality ¢/2 < "d(*f™(x),”f™(y)) and the bi-Lipschitz character of the metric, it

follows that:
C * * m * m m *
5 < dCf™ (@), f"(y) < A" d(,y),
but, by (3.2) for k = 0 we have
“d(x,y) < OV,

Taking logarithms, we obtain

log(5) < (m— %) log A +log C.
log(2 log(2
M here 2M is a standard quantity. Arguing

Solving for N, we get N < 2m + 2 , W
log A log A
as before, for a = f¥(z) and b = f¥(y), in place of x and y, we obtain

S <~ (a)," f7™ (b)) < A™ "d(a, b) and
*d(a,b) < OXN/2,

Y

log(2 log(2
M and both inequalities imply N < m 4+ m' + 20g1(—C)’\/c). No
0g

[herefore N < 2m/ + 2
log A
log(2
08(2C/ C), and therefore h is finite. This completes

since h = N —m/ — m, it follows that h < 2
log A
L]

the proof.
In standard terms we obtain the following consequence.

Corollary 3.3.8. Let f: X — X be an expansive homeomorphism and d a bi-Lipschitz metric for

f, with Lipschitz constant X. If there exist C' > 0 such that
" C
W <

for infinitely many natural numbers n > 1 then f has doubly-asymptotic points.

We can combine Theorems 3.3.5 and 3.3.7 to prove the Theorem 3.0.4 stated in §77.
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Proof of Theorem 3.0./. If there are doubly-asymptotic points we can take a self-similar metric d,

which in particular is hyperbolic with expanding factor A, and by Theorem 3.3.5, we have

. C

Conversely, if we have the above inequality for a self-similar metric, which is in particular bi-

Lipschitz, then by Theorem 3.3.7 we ensure the existence of doubly-asymptotic points. O]



Chapter 4

Expansive Actions and the Generalized

Continuum Hypothesis

In Chapter 3, we studied expansive dynamics using tools from nonstandard analysis. In particular,
we showed that every countable compact space admits doubly asymptotic points. To this end, we
relied on a result from [26]. In this chapter, we show that by interpreting this result as a theorem
of topological dynamics on ordinal spaces, we not only encounter new questions, but also uncover

a connection between expansivity and the Generalized Continuum Hypothesis.

Definition 4.0.1. We say that f : X — X is Cantor-Bendixson stable (CB-stable ) if
f(X©@) c X@ for all ordinals a.

Proposition 4.0.2. Every injective and continuous function f : X — X is CB-stable

Proof. By transfinite induction: If o = 0, the result is trivial. For the case where a = § + 1, for
any © € X@ = X+ — (X(ﬁ))/ and any neighborhood V of f(x), we have f(y) € V for some
y € X\ {z}. By the induction hypothesis and the injectivity of f, we obtain f(y) € X\ {f(z)},
thus f(z) € (X®)" = X+ = X which implies f(X©) ¢ X,

Let X = My, XP, then f(X@) = f(Mgeo XP) CNpeo S(XP). But by induction hypothe-
sis f(XP)) c X for all 8 < a. Therefore f(X) c X, O

4.1 Expansive Actions

Definition 4.1.1. Let X be a set and G a group. We say that ¢ : G x X — X is an action if it

satisfies the following axioms:
1) ¢(e,z) = x for all z € X, where e is the identity element of G.

39
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2) (g, p(h,z)) = p(gh,z) for all z € X, and for all g, h € G.

We use the shorthand notation g.x for ¢(g, ) and G ~ X for an action ¢.

Remark 4.1.2. An action ¢ : G x X — X can be viewed as a group homomorphism ¢ : G —
Bij(X), where ¢(g)(z) = g.x, and Bij(X) is the group of bijective functions on X with composition
as the group operation.

If X is a topological space, we say that the action is continuous when ¢(g) is continuous for all
geaqG.

Definition 4.1.3. Let U be a cover of X. We say that A C X refines U (denoted A < U) if there
exists U € U such that A C U.
A cover V is a refinement of U (denoted V < U) if forall A eV, A <U.

Definition 4.1.4. Let U = {Uy,...,U,} be an open cover of X, and ¢ : G x X — X an action.
We say that U is a cover of expansivity for o, if for all z,y € X

{g.2,9.y} <U for all g € G implies = = y.

In this case, we say that ¢ is an expansive action, and that G acts expansively on X.

This is a straightforward generalization of orbital expansiveness for homeomorphisms (see Def-
inition 2.1 in [1]). It is not difficult to demonstrate that these concepts align with the usual ones
when X is a compact metric space with a metric d, and T, : X — X, defined by T,(z) := g.x,
is continuous for all ¢ € GG. Specifically, there exists a constant ¢ > 0 such that, for any pair of

distinct points z,y € X, there exists g € G for which d(g.z, g.y) > c.

Definition 4.1.5. Let ¢ : G x X — X be an action. We say that it is a continuous expansive

action if it is expansive and T,(z) := g.x is continuous for all g € G.

4.2 Expansive Actions on Ordinals

It is known from the work of Kato and Park [26] that a countable compact metric space (a countable
compactum) admits an expansive homeomorphism if and only if the degree of the space, deg(X),
is not an infinite limit ordinal. Semadeni ([34]) (see Corollary 2 in [5] for a clearer formulation)
has shown that a compact scattered first-countable topological space with characteristic («,n) is
metrizable and homeomorphic to an ordinal of the form w®n + 1 with the order topology. A well-
known consequence of this is that a countable compactum is homeomorphic to an ordinal. Bryant’s

paper [8] demonstrates that expansiveness is preserved under homeomorphism, that is, if X admits
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an expansive homeomorphism f and ¢ : X — Y is a homeomorphism, then go fog™ : Y — Y is

an expansive homeomorphism. Hence, we can restate Kato and Park’s theorem as follows:

Theorem. Let X be a countable compact ordinal space. X admits an expansive homeomorphism

if and only if deg(X) is not an infinite limit ordinal.

A natural question arises: Is it possible to remove the countability hypothesis?

In principle, the following theorem answers negatively.

Theorem 4.2.1. (Theorem 2.7 [1]) If a compact Hausdorff topological space admits an orbit ez-

pansive homeomorphism, then it is metrizable.

But if we rewrite Kato and Park’s theorem in the following way we can generalize the result.

Theorem. Let X be a countable compact ordinal space. X admits a continuous Z-action if and

only if deg(X) is not an infinite limit ordinal.

Now, we can generalize this theorem to actions over a general group. We will prove the following

theorem.

Theorem 4.2.2. Let X be a compact Hausdorff scattered space with characteristic (a,n). X

admits an expansive continuous G-action if and only if a is not an infinite limit ordinal or n # 1.

To prove this theorem, we will establish the following lemma.

Lemma 4.2.3. Let X be a compact topological space with X(®) = {z1,...,2,}. If a is an infinite
limat ordinal, then for any neighborhoods Vi, ..., V, of x1, ..., x, respectively, there exists an ordinal
Bo < a such that for all B > By, XP c U, Vi.

Proof. The proof is a direct consequence of the equation X (® = N fea X (#) and the compactness
of X for all § < a. O

In fact, we will prove something more general. For this, we introduce the following definition.

Definition 4.2.4. Let X be a topological space, G a group, and ¢ : G x X — X an action. We
say that ¢ is CB-stable if for every g € G, the function T, : X — X, defined by T,(z) := g.z, is
CB-stable .

Remark 4.2.5. It is a direct consequence of Proposition 4.0.2 that a continuous action is CB-stable
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Proof of Theorem 4.2.2. Assume X = {z,} and « is an infinite limit ordinal. LetY = {Uy,...,U,}
be a cover of X by open sets. If V' is a neighborhood of x such that V' C U; for some j, then by
Lemma 4.2.3, there exists 8, < a such that for all 5 > £;, X¥ C V. Let y € X with y # «.
If ¢ is a CB-stable action, then {g.z,g.y} C V for all g, implying that {g.z,g.y} < U for all g.

Therefore, ¢ is not expansive.

The proof of the converse: By hypothesis, the characteristic of X is either of the form (a+1,n),
with a an arbitrary ordinal and n a natural number, or of the form (a,n), with n > 1 and «
an arbitrary ordinal. Hence, by Semenedi’s theorem, X is homeomorphic to either w®™in + 1
or w®n + 1 with the order topology. Let us consider the case where X is homeomorphic to
w¥n 4 1. Of course, the non-trivial case is when n > 0. Assume now that w®*'n + 1, but
Wt +1 = (W + 1) + ... + (w*™! + 1), repeated n times. Then, if each of these summands
admits an expansive action, so does X, and therefore, without loss of generality, we may assume
that X is homeomorphic to (0, w®™] with the order topology. For each i > 0, let us define X; =
(w¥,w*(i + 1)]. Note that X; is isomorphic as an ordered set and, in particular, homeomorphic

to Xg for all 7 > 0. Indeed, we define copy; : X; — X as follows:

g ifx=w*+ 0,

copy;(x) = _
w* ifz=w(i+1).

It is clear that this is an order isomorphism.

Now take the set U = {U, U}, where U = X,. We will construct a group of homeomorphisms

G and an action ¢ such that U is an expansive covering for ¢.

First case: For each ¢ > 0, a natural number, we define the following function:

copy;(z) if z € X,
Fi(z) =  copy; ' (2) if 2 € Xy,

= TR .
X() Xl X2
U U

It is clear that F; is a homeomorphism of X. Furthermore, for all x,y € X such that z € X
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and y € X; with ¢ < j, it is easy to verify that {Fj(z), Fj(y)} € U and {Fj(z), F;(y)} € U°.

Second case: Let x <y, z,y € X;, and suppose that 7 > 0. We define the function 7, , : X — X

as follows.
copy;(z) if 2 <z and z € X,
Tpy(2) =  copy; H(2) if 2 < copy;(z) and x € X,
z otherwise.
copya () copya(y) " m
U I

It is clear that T, , is a homeomorphism. For all 7 > 0 such that z and y are distinct elements

of X;, we have:
{Toy(2), Toy(y)} LU and (T, (), Try(y)} L U

In the case where z and y are distinct elements of X, observe that:

(7! (@), T LY LU

copy; *(x),copyy  (y copyy ' (z),copy; "

and

{Til (Q?), Til l(y)(y)} g UC'

copyy * (x),copy;  (y) copyy *(z),copy;

In fact, any copy; ' could have been used instead of copy; L

Third case: Let x = w® and y # x. We define the function H : X — X as follows.

copyiro(z) if z € X; and i is even,
copy;_2(z) if z € X; and i is odd and i > 3,
copyo(z)  if z € Xy,

z if z = wotl,




4.2. EXPANSIVE ACTIONS ON ORDINALS 44

It is clear that H is a homeomorphism. For all y # w®*!, we have

{H(x), H(y)} ¢ U and {H(z), H(y)} & U".

Now, if we take the group G generated by the functions Fj, T, ,, and H with composition as the
operation, defining for all g € G, g.x := g(z), the result follows.

It is clear that H is a homeomorphism, and for all y # w*™!, we have {H(z), H(y)} € U and

{H(x),H(y)} € Uc. Now, if we take the group G generated by the functions F;, T, ,, and H with
composition as the operation, defining for all g € G, g.x := g(z), the result follows.
For the case where X is homeomorphic to w®n + 1, with n > 1, the process is very similar to what
we did previously. We may assume that X is homeomorphic to (0,w®n|, and by defining for each
i € {0,...n — 1} the sets X; = (w*i,w(i + 1)], we observe that for every i, X; is isomorphic to
X1, and we define copy; : X; — X, as before:

g ifx=wY + 05,

copy;(x) = _
w* ifz =w*(i+1).

Since we have a finite number of X;, we only need to construct homeomorphisms similar to

those in the first and second types of the previous case.

First case: For each i € {1,...n}, we define the following function:

copy;(z) if z € X,
Fi(z) =  copy; *(2) if z € Xo,
z if 2 ¢ X, U Xo.

As in the previous case, for all z,y € X such that z € X; and y € X; with ¢ < j, it is easy to
verify that

{Fj(z), Fi(y)} € U and {Fj(x), F;(y)} € U*.

Second case: If x <y, x,y € X;, and suppose that ¢ # 1, we define T, , : X — X as follows:
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copyi(z) ifz<z and z € X,
Tpy(2) =  copy; H(2) if 2 < copy;(z) and x € X,

z otherwise.

Similarly to the previous case, we take the group G generated by the functions F; and H with
composition as the operation, and by defining for all ¢ € G, ©z € X, g.x := g(x), the theorem is

proven. O

Observe that in the proof of the forward implication of Theorem 4.2.2 the only property used

is that the action is CB-stable ; hence we obtain the following theorem.

Theorem 4.2.6. Let X be a compact Hausdorff scattered space with characteristic (c,n). X

admits an expansive CB-stable action if and only if « is not an infinite limit ordinal or n # 1.

Remark 4.2.7. Note that |G| = | X].

4.3 Acp(X) and the GCH

In the previous section, we demonstrated that for every compact ordinal space X, there exists
a group G that acts expansively in a continuous and particularly CB-stable manner. In order
to characterize the groups acting on X, a natural question arises about the cardinality they can
have. We observed that the group constructed in the demonstration has the same cardinality as X.
Of course, the group can be trivially extended to increase its cardinality, making the interesting
question whether there exists a G acting expansively CB-stable on X with |G| < |X|. Let’s define
the following set:

Acp(X) = {\ < |X] : there exists G ~ X CB-stable expansive action with |G| = \}.

We will prove that: GCH()) <» —=3G ~ X, CB-stable expansive action, with |G| = X < | X]| # 27,
with X compact Hausdorff space, and that

Acs(X) = {\: X< |X| <2}
Proposition 4.3.1. If ¢ : G x X — X is an expansive action, then |X| < 2/¢1,

Proof. Let U = {Uy,...,U,} be a of expansivity for ¢. By taking intersections and complements,
we can find a partition V = {X,..., X,,,} of X, such that V < U. Define F : X — {1,...,m}¢
as F(x)(g) =i if gz € X,.
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F is injective: Let x # y, the expansivity of ¢ implies that there exists ¢ € G such that
{9.z,9.y} AU, thus there exists j € {1,...,m}, such that g.z € X; and g.y ¢ X, then F(z)(g) #

F(y)(g)- 0

Corollary 4.3.2. If there exists a G X expansive and CB-stable on X, with |G| = X < | X| # 2%,
where X is a compact Hausdorff space, then ~GCH(\).

Before proving the next theorem, we will prove the following lemma.

Lemma 4.3.3. Let \ be an infinite cardinal and X a set such that X < |X| < 2*. Then there
exists a set B of cardinality A consisting of bipartitions of X; that is, P € B if P = {A, A°},
where A and A¢ are non-empty and X = AU A°¢. Moreover, for any distinct x,y € X, there exists
{A, A} € B such that {z,y} € A and {z,y} € A“.

Proof. Without loss of generality, we can assume that X is a subset of *2 = {f : A — {0,1}}. For
each i € \, we define the set y; = {f € *2: f(i) = 1}, and the functions ¢; € *2 as follows:

1 ifi=j,
0 ifi#j.

€i(j) =

For each i < A, we take a set K; C x;, and a set K] C x¢, such that ¢; € K; and |K;| = |K]| = | X]|.
We consider the set K :=J,_,(K; U K]). It is clear that |K| = |X|, and we identify A with K.

For each i < A, we define A; := K N x;, and then AS := K N x{ (where A = K\ 4;). It is
clear that for all ¢ < X\, {4;, AS} is a bipartition of A. Now, let f,g € A be distinct, then there
exists some ig < A such that f(iy) # g(ip). Hence, either f € x;, and g € xj, or f € x§, and
g € Xiy- Therefore, {f,g} € A, and {f,g} € A5 . Since e; € A; and e; ¢ A; for i # j, it follows
that A; # A; when i # j. Therefore, the set B := {{4;, A{} : ¢ < A} has cardinality . O

Theorem 4.3.4. Let X be an infinite cardinal. For every k with A < k < 2*, there exists a compact
Hausdorff space X, a group G, and an action ¢ : G x X — X, CB-stable , such that the action is
expansiwe with |G| = X and | X| = k.

Proof. Let k be such that A < x < 2* and let us take an ordinal « such that || = . Consider
X = (0,w*>™], which with the order topology is a compact Hausdorff space, and |X| = k. As
in Theorem 4.2.2, for each i > 0, we define the set X; = (w*i,w*(i + 1)] and the isomorphisms
copy; + X; — Xo. We take the set U = {U, U}, where U = X,. We will construct a group G and
a w-action, which is CB-stable , such that I/ is an expansive covering for ¢.

For each natural i > 0, by Lemma 4.3.3, we know that there exists a sequence of sets {X; 5, X{ 3}
which bipartitions X;. For all distinct 2,y € X;, there exists fy such that {z,y} ¢ X;s and
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{z,y} ¢ X{g. Similarly to the first case in the proof of Theorem 4.2.2, we need to construct
functions that map distinct elements x and y, where x € X; and y € X; with ¢ < j, to different
open sets in the covering Y. In this case, let us define the same functions as in the proof of Theorem

4.2.2 for each natural number ¢ > 0:

copy;(z) it z € X,
Fi(z) = 4 copy; *(2) if z € Xo,
z if 2 ¢ X, U Xo.
By the same reasoning, F; are homeomorphisms and, in particular, CB-stable . Additionally,
we have {Fj(z), Fj(y)} € U and {F};(x y)} € U-

Second case: Let x <y, x,y € X;. Given a natural 7, by Lemma 4.3.3, we know that for every
B < A, there exists a bipartition {X; s, X{ 4} of Xj. For all distinct x,y € X;, there exists 5y < A
such that {z,y} € Xi, and {z,y} € X7, . Then for every natural i > 0 and § < A, we define

the following functions:

copy;(z) if z € X,
T, 5(2) = copy[l(z) if z € copy;(Xi ),

z otherwise.

Note that in general, T; g is not continuous but is CB-stable . Furthermore, for every natural

i >0, if x,y € X; are distinct, there exists 5y < A such that

{z,y} € Xip, and {z,y} € X{ 4,

and thus
{Ti,ﬁo( ) Zﬁo }gUand {T%ﬂo( 150 }ch

For the case where x,y € X, we know that there exists 5y < A such that

{copy; ' (z), copyy ()} € X5, and {copy; ' (z), copy; " ()} € X{g,,

and thus
{ngo( ) 150 }gUand {Tlﬁo( 150 }ch
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T~

copyz(Xz,3) Xap
Xo X1 Xo
U e

Note that for every natural i and distinct 5, 8" < A, there exists z € X such that T; 5(z) = =z
and T; g (z) # z. Therefore, the set of functions 7; g has cardinality A.

Third case: Let x = w®™! and y # 2. The function H is exactly the same as in Theorem 4.2.2:

)
copyira(z) if z € X; and i is even,

copyi_o(z) if z € X; and i is odd and 7 > 3,
copyo(z)  if z € X7,

z if z=1y.

\

If we take the group G generated by the functions T; 3, F;, and H with composition as the
operation, we have that |G| = . By defining for every g € G and z € X, g.x := g(x), the theorem

is proven. 0

Corollary 4.3.5. GCH()\) «+» =3G ~ X, CB-stable ezpansive action, with |G| = A < | X| # 2%,
with X compact Hausdorff space.

Corollary 4.3.6. Acp(X) ={): X < |X| <2}

4.4 Expansive Generalized Continuum Hypothesis

A natural generalization of the formula in the corollary 4.3.5 is to replace CB-stable with contin-

uous.

Definition 4.4.1. (Expansive Generalized Continuum Hypothesis) Let A be an infinite cardinal.
EGCH()) := =3G ~ X, continuous expansive action, with |G| =\ < |X| # 27,

with X compact Hausdorff space.

Remark 4.4.2. For every infinite cardinal A,

GCH()\) — EGCH())
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Lemma 4.4.3. Let ¢ : Gx X — X be a continuous expansive action, U = {Uy,...,U,} an expan-
sivity cover for o, and V = {Vi,...,Vi,} a set such that V < U. Then, for all h € {1,...,m}%,
we have [Vyeq 9 Viggl < 1.

Proof. Suppose there exists an h € {1,...,m}“ such that |\,c; g - Vil > 1. Then, we can find
distinct 2,y € (N,eq 9 Vi) with {g7' - z,97" -y} C Vi) for every g € G. Given that V < U,
for each Vj(g), there exists a Uy € U such that Vi) C Upy for all g € G. Consequently,

{97 .z, g7 .y} < U for every g € G. This implies ¢ is not expansive. ]

Theorem 4.4.4. Let X be an infinite compact Hausdorff space, and let p : G x X — X be an

expansive continuous action. Then X has a topology basis of cardinality at most |G)|.

Proof. Let U be a covering of expansivity for ¢. For every x € X, we select an open neighborhood
V. of x such that the closure of V, (Vx) is contained within /. Due to compactness, we can
choose a finite subcovering V. Since V < U, according to lemma 4.4.3, it is established that
Myec 9 -Vh(g) <1forall he{l,...,m}% Let x € X, and consider g -V as an open cover for

every g € G. There exists some h € {1,...,m}“ such that z is contained in () .5 g - Vi(g), which

geG
is a subset of () ;9 Vg Consequently, Nyec 9 Vg = {z}. Let W be a neighborhood of

z, and let Apy = (g Vi) Thus, {4 }teec U {W} forms an open cover of X, allowing for
the selection of gi,..., ¢ such that {Apg)}_y U{W} covers X. Therefore, ﬂézl 9i - Viggy CW,
implying that ﬂé:l Gi * Vag) S W. [l

Theorem 4.4.5. Let X be a compact ordinal space, and p : GX X — X be an expansive continuous
action. Then |G| > | X]|.

Proof. Suppose that A = |G| < |X|. By the above theorem, every x € X has a base of neighbor-

hoods with cardinality less than or equal to A. However, in [0, x¢], where

ro=min{zr € X : A < |[0,z]|},
xo does not have a base of neighborhoods with cardinality < A. O
Corollary 4.4.6. Let X be an infinite compact ordinal space. Then A.(X) = 0.

A consequence of a classical result of Cech-Pospisil 9] is the following theorem.
Theorem 4.4.7. (Theorem 7.20 [21]) Every compact, first-countable space is countable or has
cardinality 2%,

As an immediate consequence of Theorems 4.4.4 and 4.4.7, we obtain the following theorem.

Theorem 4.4.8. EGCH(R)



Chapter 5
Combinatorial Expansiveness.

Let’s recall the definition of expansiveness by coverings that we saw in the previous chapter.

Let U be a cover of X. We say that A C X refines U (denoted A < U) if there exists U € U
such that A C U.

A cover V is a refinement of U (denoted V <U) if forall Ae V, A <U.

Let U = {Uy,...,U,} be an open cover of X, and ¢ : G x X — X an action. We say that U

is a cover of expansivity for ¢, if for all z,y € X:
{9.2,9.y} < U for all g € G implies = = y.

To an expansive action, we can associate a graph coloring problem. Specifically, for each g € G,

we define:

Xy ={{z,y} € [X]* - {g.2, 9.y} AU}

We can interpret X, as a graph whose vertex set V(X,) is X, and its edge set E(X,) is X,.
Then, we have that ¢ : G x X — X is an expansive action if, for all distinct =,y € X, there exists
g € G such that {z,y} € E(X,).

Furthermore, given an infinite cardinal ), every cardinal x such that A < k < 2* is associated
with the following combinatorial problem: for each i € A, there exists a bipartition {A;, A} of K
such that for all distinct z,y € &, there exists 7y € A such that either x € A, and y € Af, or x € Af
and y € A;.

20
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Indeed, for each ¢ € A\, we define the set:
Xi={he*2:n(i)=1}

and the functions e; € *2 as follows:

1, ifi=j
0, ifi#j

ei(j) =

For each i < A, we take a set K; € X, and a set K| € X, such that |K;| = |K]| = k. We

consider the set:

K = <U K;UK[U {ei}> U {nul},

I<A

where nul € *2 is the null function. It is clear that |K| = &, and we identify x with K.
For every ¢ < \, we define:

Let f and g in K be distinct functions, then there exists ig < A such that f(ig) # g(ip). Either
f€X;,and g€ X, or feX{ and g € X, implying that either f € A;; and g € Aj , or f € Af

and g € A;,. Moreover, there are no redundant bipartitions; that is, given 7 < A, for all = # 7, we
have {e;,nul} C AS.

In Proposition 5.2.8, we will see that if x satisfies this combinatorial problem, then A < x < 2*.
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Given a bipartition P of X, it is possible to generate a dual bipartition (D(P)) in [X]? as

follows: if P = {A, A°}, we define D(P) = {D(A), D(A)°}, where D(A) = {{z,y} € [X]* :
r € Ay € A°}. Therefore, we can define the dual graph (D(P)) such that V(D(P)) = X and
E(D(P)) ={{z,y} :x € Pand y € P°}.

Thus, the cardinals x that satisfy A\ < x < 2* are characterized by the same combinatorial

problem associated with expansivity in the case of graphs derived from bipartitions. Schematically:

Expansivity & A graph problem

)\ < k <2< A bipartite graph problem

This relationship forms the combinatorial core for the equivalence between CB-stable expansive

actions and the generalized continuum hypothesis found in [17] and in Chapter 4.

Once we have characterized the cardinals x that satisfy A < x < 2% in terms of a combinatorial
bipartition problem, and in particular those cardinals x that violate the generalized continuum
hypothesis for A, the question arises as to what is the natural generalization of this combinatorial
problem. Consequently, we wonder whether new questions arise about the generalized continuum
hypothesis. This work aims to explore this idea. We will see that there are several ways to gener-

alize the bipartite graph problem and define some problems related to the GC'H.

The most natural generalization of the partition problem is to remove the restriction that they
are bipartitions. It is easy to see that if we consider partitions of any cardinality, the combinatorial
problem is equivalent to that of bipartitions. In the next section, we will present a way to extend

the combinatorial problem in a non-trivial manner.

5.1 Graph Complexity

Observe that the bipartite graphs found have the particular property that all their points are
interchangeable by a graph automorphism; that is, the cardinality of the set of graph orbits is 1.
If the graph were finite and we considered the entropy due to Trucco [39], the graph would have

zero entropy.
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Graphs with zero entropy

A

The idea of this section is to generalize the combinatorial problem in terms of orbits under

automorphismes.

5.1.1 Symmetry Groups in Graphs

Definition 5.1.1. Let X be a set, and G a group, an action of G on X is a function ¢ : GX X — X,

which satisfies:

1) For all x € X, (e, ) = x, where e is the identity element of G.

2) For all g,h € G, and for all z € X, ¢(g,¢(h,z)) = ¢(gh, ).

We denote (g, ) as g.z.
If there exists an action of G on X, we say that G acts on X, when there is no risk of ambiguity,

we denote the action p as G ~ X.

Definition 5.1.2. Let G ~ X be an action. We define the orbit of x as the set
O(x) :={g.x:9 € G}

We define the set of orbits of the action as O(G ~ X) := {O(x) : x € X }.
We define Fiz(G ~ X):={x € X :Vg € G,g.x = z}.

Definition 5.1.3. A graph Y is a pair of sets (V(Y), E(Y)), where V(Y') is a set that we will call
the vertices of Y and E(Y) C [V(Y)]? a set that we will call the edges of Y. For us, graphs will

be an irreflexive relation.

Definition 5.1.4. Let Y be a graph, and z,y € V(Y), a path between z and y is a sequence

{zo, 1}, ..., {Tn_1, 2.} of edges, with g =z and z,, = y

Definition 5.1.5. A graph Y is connected if for every z,y € V(Y), distinct, there exists a path

between x and y.
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Definition 5.1.6. Let Y and Y’ be graphs. A graph isomorphism (denoted as f : Y — Y’) is a
bijective function f : V(Y) — V(Y”), such that for all y1,yo € V(Y), {y1,92} € E(Y) if and only

if {f(y1), f(y2)} € BE(Y').

Remark 5.1.7. Let AUT(Y) :={f:V(Y) = V(Y), f isa graph isomorphism}.

AUT(Y) is a group under composition and acts on V(Y) with the action g.z := g(z), where
reV(Y)and g € AUT(Y).

When we consider G C AUT(Y') acting on V(Y'), we denote it as G ~ V(Y) or as G " Y.

Unless stated otherwise, all actions we consider will be of this type.

Remark 5.1.8. Every g € AUT(Y) naturally induces a bijection g : E(Y) — E(Y), defined as

g({z,y}) == {9(x), 9(v)}, if {z,y} € E(Y).

Remark 5.1.9. Let X be a set. Given a bipartition P of X, it is possible to generate a dual
bipartition (D(P)) in [X]? as follows: If P = {A, A°}, we define D(P) = {D(A), D(A)}, with
D(A) ={{z,y} € [X]?:z € A,y € A}.

Definition 5.1.10. Given a set A & X, non-empty. We define the dual graph associated to the
set A, as the D(A) C [X]?, defined by the remark 5.1.9

Remark 5.1.11. If X isaset, ) G AC X, and Y = D(A). Then V(Y) = X.

5.2 Dual Generalization Continuum Hypothesis

5.2.1 Expansive Actions Among Cardinals

Proposition 5.2.1. Let Y be a graph such that |E(Y)| > 1. The following statements are equiv-

alent.

1) Y = D(A) for some A C V(Y).

2) Y satisfies the following properties:

(a) Y is connected.
(b) Y does not contain triangles (closed paths of three edges).
(¢) For every x € V(Y), for every {y,y'} € E(Y), there ezists g € AUT(Y') such that
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or

3) There exists G C AUT(Y), a subgroup, such that for every x,y € V(Y), {z,y} € E(Y) if
and only if
Hx,y} N Fiz(GAY)| =1

4) Y satisfies the following properties.

(a) Y is connected.

() Y £ VY.

(¢c) For every {x,y},{z", '}, if (x # ¢/), («" # y),(Ox) = O@')) and ({z,y},{z",y'} €
E(Y)), then it is verified that there exists g € AUT(Y') such that

(¢ =Id)A(gx =2 )N (gy=1)

5) Y satisfies the following properties.

(a) Y is connected.
(b) Y #[V(Y)].
(c) For every A€ O(AUT(Y) ~Y), for every x,y € A, if {z,y} € E(Y) then A=V (Y).

(@) For every {e,y}, {a',y'} € BOY), if (& £ y) A (& # v) and (10()] = [0G)] <
|O(y)| < |O(Y))|, then there exists g € AUT(Y) such that

(¢* =Id) A (ga=2")N(gy=1)

(e) |O(AUT(Y) ~Y)| <2.

Proof. 1 = 2: Let Y = D(A), z € V(Y), {y,y'} € E(Y). Then either y € A and y € A°, or
y € A° and 3y € A. Suppose that © € A, if © € A° the reasoning is the same. We define the
function g : V(Y) — V(Y), as g(z) = y, g(y) = x, and all the remaining points are fixed by g. It
is clear that g is a graph isomorphism. If y € A° we define ¢ similarly, g(x) = v/, g(y') =z and ¢
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fixes the remaining points. Additionally, it is clear that Y is connected and does not have triangles.

2 = 1: Let {y,y'} € E(Y), if E(Y) = {y,y'} there is nothing to prove. Otherwise, there ex-
ists zog # y, %/, and due to connectivity, we can assume that {z¢,y} € E(Y). Since Y does not have
triangles, we have that {xo,y'} ¢ E(Y). Therefore, A := {x € V(Y) :  # xo,{x0,2} ¢ E(Y)}
verifies that A and its complement are non-empty. We will prove that Y = D(A). Let = € A, and
x’ € A since {2/, z0} € E(Y) by 2) we know that either there exists ¢ € AUT(Y') such that

gr' ==z

g.-To = Zo
or

g.Zog =X

g.r =1

By the definition of the set A, we have that ' € A€ implies that {z/,z0} € E(Y), therefore
if the first option occurred we would have that {z,z0} = {g(2'),9(x0)} € E(Y), and then
{z,z0} € E(Y), absurd. Thus, we have that {z,2'} = {g(z0),9(2")} € E(Y). Therefore,
{z,2'} € E(Y).

Let y, z € A°, distinct, we know that {y,zo} € E(Y) and {z,20} € E(Y). But since there are no
triangles in Y we can conclude that {y, 2z} ¢ E(Y). Similarly, if y, z € A, are distinct, then {zo, y},
{z0,2} ¢ E(Y). We have to see {y, 2z} € E(Y). If {y, 2z} € E(Y) there exists g such that g(y) = xo
and g(z) = z or well g(y) = y and g(z) = xy. Therefore, either {zq,y} € E(Y) or {zg, 2} € E(Y).
Absurd.

3= 1: If for every z,y € V(Y), {z,y} € E(Y) if and only if [{z,y} N Fiz(G ~ Y)| = 1, then for
every z,y € V(Y), {z,y} € E(Y) if and only if z € Fiz(G ~Y), and y € (Fiz(G ~ Y)), or
vice versa. Therefore, Y = D(Fiz(G ~Y)).

1 = 3: Assume Y = D(A), suppose |A°| > 1, define G := {g € AUT(Y) : Vx € A, g.x = z},
clearly, G is a subgroup of AUT(Y'). Let {z,y} € E(Y), with x € A, and y € A°. Take a ¢/ € A°,
different from y. Define the function g : V(Y) — V(Y), as g(y) = v/, 9(¢/) = vy, and all other
points fixed by g, then g € G, and we can conclude that y ¢ Fiz(G ~Y), but z € Fiz(G ~Y).
Let z,y € V(Y) such that [{z,y} N Fiz(G ~Y)| = 1, meaning that x € A and y € A°, or vice

versa.

1=4: As |[E(Y)| >1and Y = D(A) for some A C V(Y), then Y is connected and Y # [V (Y)]2.

It remains to prove 4c). Condition c) tells us is that if we have a graph of the following type:



5.2. DUAL GENERALIZATION CONTINUUM HYPOTHESIS o7

then there exists a ¢ € AUT(Y') such that g(z) =z, g(y) =¥/, 9(¥') = y. And if we have a graph
of the type:

with z and 2’ in the same orbit, then there exists g € AUT(Y) such that g(y) = g(v/'), 9(v/') = g(y),
g(x) = g(z') and g(z') = g().

But if Y = D(A), either |A| = |A°|, or |A| # |A°|. In the first case, all vertices are interchangeable,
that is, for every z, 2’ € V(Y'), a function ¢ that swaps x and 2’ and fixes the remaining points is a
g € AUT(Y) that verifies what we need. In the second case, we have two orbits, A and A€, indeed,
if z,2' € A, a function g that swaps x and 2’ and fixes the remaining points is a ¢ € AUT(Y") that
verifies what we need. If z, 2’ € A€, reasoning as before, we find that x, 2’ are in the same orbit.
If 2 € A and 2/ € A, there is no g € AUT(Y) that maps = to 2/, since such an automorphism

must preserve incidences, and at x incidences are |A| edges and at 2’ incidences are |A°| edges,
with |A] # |A9.

4 = 1: First, let’s see that |[O(AUT(Y) ~Y)| < 2. 1If there is more than one orbit due to
connectivity, there must be at least two distinct orbits A and B such that there exist a € A and
b € B with {a,b} € E(Y). Let C be an orbit; due to connectivity, there must exist a ¢ € C' such
that either {a,c} € E(Y) or {b,c} € E(Y). If {a,c} € E(Y), then by c), there exists g € AUT(Y)
such that g(a) = a, g(c¢) = b, and g(b) = ¢, but then ¢ € B and therefore B = C. Similarly, if
{b,c} € E(Y), then by c), there exists g € AUT(Y') such that g(b) = b, g(c) = a, and g(a) = ¢,
but then ¢ € A and therefore A = C.

Suppose |O(AUT(Y) ~ Y)| = 1. Since Y # [V(Y)]?, there must exist zg, z € V(Y), distinct,
such that {z,z0} ¢ E(Y). Let’s take such an xy and define the set A := {y € V(V) : {xo,y} €
E(Y)}. Since Y # 0 and is connected, we know that A # (), and A° contains an element different
from x. Therefore, V(Y) = AU A°. We will prove that Y = D(A).

Let x € A° and y € A. Since Y is connected, we know that there exists a path from z to
y, i.e., there exist x1,...,2, € X such that x; = z, z, = y, with {x;, 2,1} € E(Y) for every
i=1,...,n— 1. Let’s take the path of minimum length. If the length of the path is greater than

two, then we have {x,z2}, {za, 23}, {23, 24} € E(Y). Let’s visualize the graph as follows:
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Lo T4
X T3
Since there is only one orbit, in particular, x and x3 are in the same orbit, so by 4) c), we know

that the parallel edges in the drawing are interchangeable. In particular, there exists g € AUT(Y)
such that g(z2) = x4, g(x3) = x, but {xq, 23} € E(Y), so {x4,2} € E(Y).

T2 T4

| X
T €3

But this contradicts that the taken path is of minimum length, so the path of minimum length
must be of length less than or equal to two. If it is of length 2, we have the following configuration:
T2 Zo

Yy

N

Reasoning as we did before, we deduce that {z,z} € E(Y'), which is absurd since z € A°. From
this, we deduce that the minimum length path is one and therefore {x,y} € E(Y). We still need
to prove that those are all the edges. Suppose there exist y,y" € A with {y,y'} € E(Y), consider

z € A° and the following configuration:

N

Yy o
N\
z Y

By a similar reasoning to the previous ones, we deduce that {z, 2o} € E(Y'), which is absurd. Now
let’s suppose that there exist z, 2’ € A° with {z,2'} € E(Y). Let’s take a y € A and consider the

following configuration:

' To
[\
T Y
And reasoning as before, we deduce that {z,z0} € E(Y), which is absurd. Therefore, Y =
D(A).
Suppose |O(AUT(Y) A Y)| = 2.
Let A be the set such that {A, A°} = O(AUT(Y) ~Y). Since Y is connected, there exist zo € A
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and yo € A° such that {z¢,y0} € E(Y). For every x € A, it holds that {z,z¢} ¢ E(Y); other-
wise, by c¢), there would exist ¢ € AUT(Y") such that g.xy = xg, and g.x = ¥, implying that x
and yo belong to the same orbit, which is absurd. Similarly, for every 3’ € A€, it is verified that
{y,y'} ¢ E(Y); otherwise, by b), there would exist ¢ € AUT(Y') such that g.y =y, and ¢g.4y = x,
implying that xy and 1’ belong to the same orbit, which is absurd. Thus, by connectivity, every
element z in A° must be connected to zy by a path. However, by the previously proven fact, this
path cannot have any vertex in A other than x(, and it cannot have any vertex in A€ other than z.
Therefore, A° = {z € X : {2,209} € E(Y)}. By a similar argument, it is verified that for every y
and ' in A%, {y,v'} ¢ E(Y). Indeed, if {y,y'} € E(Y), by b), there would exist g € AUT(Y) such
that g.y = vy, and g.xg = 3/, implying that zy and 3’ are in the same orbit, which is absurd. Let
x € A and y € A°. By connectivity, there exists a path connecting them. However, by the same
argument used multiple times before, this path cannot have length greater than one; otherwise,
we would have an element in an orbit with two incident edges coming from different orbits, which
would lead to an absurdity by b). Therefore, we can conclude that {z,y} € E(Y), and by the
same argument, we can affirm that for every x,2’ € A, {x,2'} ¢ E(Y). Hence, Y = D(A).

1) = 5): Let’s observe that what e) tells us is that if we have a graph of the following type:

with |O(z)] < |O(y)| < |O(y')| then there exists a g € AUT(Y') such that g(z) = x, g(y) = ¢/,
g(y") = y. And if we have a graph of the type:

with |O(x)| = |O(2")] < |O(y)| < |O(Y')| , then there exists g € AUT(Y) such that g(y) =
9(v'), 9(¢v') = g(y), g(x) = g(2') and g(x’) = g(x), but this is fulfilled in the case where Y = D(A),
since if it has a unique orbit, it is trivial, and if it has two, these are A and A€, so either z, 2’ € A
and y,y’ € A%, or x,2’ € A° and v,y € A. It is straightforward to observe that the remaining

conditions are satisfied.

5) = 1): If |O(AUT(Y) ~Y)| = 1 then the hypotheses of 5) imply 4) and therefore we have
that Y = D(A). Let’s see the case where |O(AUT(Y) ~Y)| = 2. Let A be the set such that
{A, A} = O(AUT(Y) ~ Y), since Y is connected there are xyp € A and y, € A° such that
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{zo, 90} € E(Y). By c) it is fulfilled that for every x,2’ € A, {z,2'} ¢ A, and that for every
v,y € A {y,y} ¢ A°. Let x € A and y € A, by connectivity there exists a path that con-
nects them, but by c¢) it cannot have length greater than one, then {z,y} € E(Y), and therefore
Y = D(A). O

Proposition 5.2.2. The hypotheses of 5) in the previous proposition are independent.

Proof. If we take a non-empty set X and consider the graph whose vertex set is X and its edges as

[X]?, it is clear that it does not satisfy b) but does satisfy the rest. Consider the following graph:

PAEN ARN

Clearly it is not connected and Y # V(Y'), therefore it does not satisfy a) but it does satisfy
b). Its orbits are {z, 2,2, 2’} and {y,y'} and there is no edge whose vertices belong to the same

orbit, so ¢) , d) and e) are satisfied. Consider the following graph:

AR ARN

It is easy to see that it satisfies all the conditions of 5) except c).

Consider the following graph:

As it is a closed path, there is a unique orbit, therefore it satisfies e), it is clear that it is connected,
that it is not the complete graph and since it has a unique orbit it also satisfies b). The condition c)
is also clearly satisfied. Let’s see that it does not satisfy d): Let’s observe the following arrangement

of edges:
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N

vy oy
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Since there is a unique orbit, it is particularly true that x and y are in the same orbit and that 3/
and 2’ are in the same orbit, furthermore y # 2’ and = # ¢/, so if d) were fulfilled we should have
an isomorphism of graphs ¢ such that g.y = ¢/, g.x = 2’ and with ¢*> = Id, but {y, 2’} is an edge,
therefore {z,y'} should also be an edge, but this is not the case. So d) is not satisfied.

Consider the following graph:

y/ AN
/ N\ / N\
y/ y// Z, Z”

There are three orbits which are {x}, {y, 2z}, and {¢/,v", 2/, 2"}, therefore e) is not satisfied, but it
is easy to verify that the rest are satisfied. m

The proposition 5.2.1 leads us to suspect that the natural generalization of the bipartition
problem comes from the side of group actions. I believe the advantage of this approach is that it
allows defining the problem in terms of more ”canonical” mathematical concepts. Condition 5) of
the proposition 5.2.1 has the advantage that each of its hypotheses is independent and introduces a
parameter that is easy to modify, which is the number of orbits. Therefore, let’s see what happens

if we opt for this path.

Definition 5.2.3. Let A and k be infinite cardinals, and p a cardinal, 0 < p < k. We say that
A acts expansively on k through p orbits. We denote this as A A k, if there exists a sequence of

connected graphs {Y;};., with V(Y;) =  for every i < X that verify the following properties:

1) For all ¢ < A, it holds that:

(a) |[O(AUT(Y:) ~ Yi)[ = p.
(b) For every A € O(AUT(Y;) ~ Y;), for every x,y € A, if {z,y} € E(Y;) then A =V (Y;).

(c) Forevery {z,y}, {a',y'} € E(Y), if (z # y)\(2' # y) and (|O(z)| = [O(z")| < [O(y)| <
|O(y)|), then there exists g € AUT(Y) such that



5.2. DUAL GENERALIZATION CONTINUUM HYPOTHESIS 62

2) [k = U\ Yi, and for every j < A it is true that [k]* # U,y ;) Yi-

Remark 5.2.4. If A A & and {Y;}i<x is the sequence of connected graphs, then for every i < A,
Y; satisfies the conditions of 5) from the proposition 5.2.1. Indeed, by 2) of Definition 5.2.3 we
have that 0 £ Y; # [V(Y;)]? = [s]%

Remark 5.2.5. Given a graph Y, unless stated otherwise, when we talk about orbits we will refer
to O(AUT(Y) ~Y) and we will simply denote it as O(Y").

Proposition 5.2.6. Let A A K, and let {Y;}i<x be the sequence of graphs defined by the expan-
siveness condition. There exists a subset J C w such that for every i < A, there exists a strictly

increasing sequence {|O0;(Y:)|}ij<s satisfying O(Y;) = {O;(Y;) : 7 < J}. In particular, 1 < p < w.

Proof. Let i < A, and consider Oy(Y;) as an orbit of minimal cardinality. If there exist two orbits,
A and B, connected to Oy(Y;), then by (1), (c), we have A = B. We denote this unique orbit as
O1(Y).

Now, let A be an orbit connected to O;(Y;) that is different from Oy (Y;). If |Oo(Y:)| = |O1(Y3)],
then by (1), (c), we would have A = Oy(Y;), which is a contradiction. Therefore, it follows that

|Oo(Yi)| < |O1(Y3)].

Proceeding by induction, suppose that we have constructed a sequence

such that
0;(Yi)| <10 (Yi)l,
where O;(Y;) is connected to O;41(Y;) for every j € {0,...,n}.

If there exists an orbit A connected to O, (Y;), then by (1), (c), we must have |A| > |0, (Y;)].
We then define O,,11(Y;) := A. In this way, we construct the desired sequence.

Indeed, for any orbit B, there exists some j, € J such that B is connected to O;,(Y;). If J is
finite and B is neither the first nor the last element, then by (1), (c), it follows that B = Oj,41(Y;).

The same reasoning applies if J = w and B is not the first element.
O

Proposition 5.2.7. Let A\, k be infinite cardinals, and p a cardinal, with 2 < p < k. Then,

/\/%/i:>)\§/£§p)‘
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Proof. Let’s see that A < k: By 2) of the definition 5.2.3 we know that for every j < A the set
Mj ={v € [5]* 1 v € Yj\U;cn ;) Y3} is non-empty. Endowing [#]* with a good order, for example
the lexicographic, we can define the function f : A — [«]? as f(j) := minM;. f is injective, indeed,
let 4,7/ < A, if j # j' then f(j) € Y; \ Yy and f(j') € Y; \'Y;, therefore f(j) # f(j'). Then
A< [P = k.

Let’s see that k < p*: We define the function f : kK — *p as follows: f(z)(i) = j, where j
verifies that z belongs to the j-th orbit of Y;. Let’s see that f is injective, indeed, given x # a/,
{z,2'} € [k]* = ;) Y:, then there exists iy such that {z,z'} € E(Y;,), but by 1), b) of the
definition 5.2.3 = and 2’ have to be in different orbits, therefore f(z)(iy) # f(2')(ip). Then
k< ‘Ap| = [

Proposition 5.2.8. Let A and k be infinite cardinals.
A rl\v ke A< k<2

Proof. A\ < k: By 2) of the definition 5.2.3 we know that for every j < X the set M; = {v € [r]*:
veY\U. N} Y;} is non-empty. Endowing [x]? with a good order, for example the lexicographic,
we can define the function f: A — [s]? as f(j) := minM,. f is injective, indeed, let j, 5/ < A, if
j# 7 then () € Y;\ Yy and () € Yy \ Y, therefore £(j) £ ().

k < 2% We know that Y; = D(A;) (Proposition 5.2.1, for every i < X\. We define a function
ik —22as:

f(@) (@) = _
0 ife ¢ A,
[ is injective, indeed, given x # ', {z,2'} € [k]* = [J,.,Yi, then there exists i such that

{z,2'} € E(Y;,), but since Y, = D(A;,), we have that either z € A;; and 2’ € A, or € A§ and
o’ € A;,. In any case, we have that f(z)(ig) # f(2')(io). Then |r| < [*2| = 2.

Reciprocal: Let x be such that A < k < 2*. For each i € )\, we define the set X, = {h € A
h(i) = 1}, and the functions e; € *2 as follows:

. 1 ifi =7
6z‘<]) =
0 ifi # 7

For each i < A\, we take a set K; € X, and a set K] € X¢, such that |K;| = |K]| = k. We consider
the set K := (U,_, K; U K] U {e;}) U {nul}, where nul € *2 is the null function. It is clear that
|K| = K, we identify x with K.

For every i < A\, we define A; := KNX;, A := KNX{, and Y; := D(A;). By construction, we have
that |A;| = |A¢| = &, therefore |O(AUT(Y;) ~ Y;)| =1 for every i < \. Let B = {Y;},<\. Let’s see
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that this sequence satisfies the definition of expansiveness: By the proposition 5.2.1 the only thing
we need to prove is that it satisfies property 2) of 5.2.3, that is, [K]* = J,_,
J <\ [K]?# Uicagjy Yi- Let fand g in K be different functions, then there exists i < A such
that f(io) # g(io) either f € X;, and g € X, or f € X{ and g € X, then either f € A;, and
g€ A or fe A5 and g € A;,. Therefore {f, g} € E(Y;,), then [K]* =J,_, ;. For every j < A,
{ej,nul} € [K]?, but nul € AS and e; ¢ A; for every i # j, therefore {e;, nul} ¢ U, y\(; Yi- Then

for every j < A, [K]2 +# Ui</\\{j} Y;. i

Y;, and that for every

Remark 5.2.9. From the previous proposition, we trivially have the following equivalence:

SGCH() & 3u((k £ X 2Y A (A A k)

The previous observation shows us that the negation of the Generalized Continuum Hypothesis,
and therefore the Generalized Continuum Hypothesis itself, can be defined in terms of expansive
actions by 1 orbit. However, from the previous propositions, it is deduced that if A and x are

infinite cardinals, and p is a cardinal such that 0 < p < w, then:
AMA K=\ <k <2

. This suggests the following question: What happens if we consider expansive actions by more
orbits?

Definition 5.2.10. Let A be an infinite cardinal and p a cardinal such that 0 < p < w. We define

the dual Generalized Continuum Hypothesis as
DGCH,(A) := ~3k((k # A2 A (A A K))

Remark 5.2.11. For every infinite cardinal A and for every cardinal p with 0 < p < w, it is
verified that GCH(A) = DGCH, ().

A natural question is whether the converse of the previous observation holds. The following
proposition shows that, in the case p = 2, the answer is negative. For this case, we have a set of

graphs with “entropy” greater than zero.
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Graphs with entropy greater than zero

A, A A
e D G
AS Ag As

To do this, let’s first prove a lemma.

Lemma 5.2.12. Let k and A be infinite cardinals, if cof (k) < A < k, then there exists a sequence

of pairwise disjoint sets {A;}icx such that k = ;. Ai and for every j < A, |U;; 4i| < k.

Proof. We know there exists a sequence {B;}iccor(x) Of pairwise disjoint sets such that x =
Ui<cof(s) Bi» and for every j < cof(r), ‘UK]. Bi‘ < k. Let § be the ordinal defined by § = A-cof (k).
Let {x;}i<x be a sequence such that z; ¢ k, for every i < A\. We define {4;},-s as follows:

o
Bjifi=X+]
Then K = |J,_; A;, verifies that {4;},<s is a sequence of pairwise disjoint sets, | K| = &, |§| = A,

and for every j < A, ’U Ai‘ < K. ]

1<J

Theorem 5.2.13. Let A be an infinite cardinal. Then,
—DCCHy(\) < F(A < K < 2Y) A (cof(rk) < N)

Proof. Direct: Suppose there exists £ with A < x < 2* and A A k. Then (Proposition 5.2.1 4))
there exists {Y;};<x a sequence of connected graphs with V(Y;) = &, Y; = D(A;). This implies
(Proposition 5.2.1) that |A;| # |A¢]. Then |A;] < & for every i < . Moreover, [s]* = |J,_, Yi.
Suppose there exists an xg € & with o ¢ (J,_, A;. For every y # o it is the case that
{zo,y} € [K]* = U, Vi, then there exists an iy < A such that {zo,y} € Y, but 2o € Af,
then y € A;,. Then either \ {zo} =

cof(k) <A\

ioxAior k=, A;. In either case, we can conclude that

Reciprocal: Let &, with cof(k) < A < k < 2*. For each i < )\ consider the set B; := {x €
22 :Vj < i,2(j) = 0,2z(i) = 1}, observe that |B;| = 2*. By Lemma 5.2.12 we can take a sequence

{A;}i< such that ‘U Ai} = k and for every j < A, UKj Ai’ < k. Without loss of generality,

<A
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we can assume that for every i < A\, A; C B; and ¢; € A; where

, 1 ifi =4
€z'(J) =
0 ifi #£ 7

for every ¢ < A.
To K = |J;.y A we can write it as K = (K N X;) U (K N X{), where X; := {h € * : h(i) =
1} for every i < A. But 4, C KN X; C U;; A;, moreover, by Lemma 5.2.12 we know that
‘Ujgi Aj’ < k = |K|. Consider Y; := D(K N X,), we already saw that for this case it is verified
that |O(AUT(Y;) ~Y;)| = 2, for every i < A. And we have that [K]* = |J,_, Y;, moreover, we can
assume without loss of generality that the null function belongs to K, with which we have that
{ej,null} € Y3\ U,; Yi- Then A A K. O

Remark 5.2.14. Observe that in the previous proof, if x is an infinite cardinal such that A <
k < 22 with cof(k) < A, it is possible to take the sequence {Y;};<x, with Y; = D(4;) for all i < X
Af = K.

defined by the action in such a way that (J,_,

Proposition 5.2.15. Let A and x be infinite cardinals such that X\ A k. Then cof(k) < A.

Proof. Let {Y;}i<x be the sequence of graphs defined by the action. Suppose there exists jo < p
such that for some i < A\, k = |O0;,(Y;)|. Then for every i < A there exists imax < p such that k =
|0 (Y3)|. If there exist z, y € k, distinct, such that for every i < X\, z,y € O, (Y;), then {z,y} ¢
E(Y;) for every i < A. Therefore, []* # |J,_, E(Y), absurd. Thus, there can be at most one point
from r that does not belong to ;.\ U, Oj(Yi). Therefore, k = [,y Uz, Oi(Yi)|- In
which case cof(k) < A. Conversely, if there is no jo < p such that for some i < A, there exists an
imax < p such that k = [0, (Y;)|. Then for every i < A, in particular for i = 1, x = {J;_, O;(V1),
with |O;(Y7)| < k for every j < p. Hence, we can assert that in any case cof(k) < . O

Proposition 5.2.16. For every infinite cardinal A\ and for every p > 2, it holds that
DGCH;(A) = DGCH,())

Proof. 1If =DGCH,()) holds, then there exists a cardinal x such that A < k < 2%, with A A k.
Then by Proposition 5.2.15 we have that cof(k) < A, and by Proposition 5.2.13 we can conclude
that “DGCHy()) holds. O

Remark 5.2.17 (Consistency of -DGCHy(\)). Let A be an infinite cardinal.
e Regular A = X,. In the extension given by Theorem 2.2.15 (see Subsec. 2.2.2) with

N
2% = Na+w+17
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setting

K= Ngtw

yields A < k < 2% and cf(k) = w < A. By Theorem 5.2.13 (the characterization for p = 2),
this witnesses "DGCHy()). (For the implementation of the iteration, see [12].)

e Singular A = X,. By the lightweight route (Remark 2.2.17), force only below A so that,

Re
2 - NCH—@-FIJ

where © = cf(a)“.\. Choose  with a < f < a+ O and cf(f) = w, and set x := Ng. Then
A < k < 2% and cf (k) = w < A, so by Theorem 5.2.13 we conclude “DGCH, ().

5.2.2 Consistency of -DGCH, for p > 3

Definition 5.2.18. Let A and B be sets, we define A® B := {{z,y} € [AUB]?: (z,y) € A x B}.
Remark 5.2.19. Y = D(A) if only if Y = A ® A°.

Definition 5.2.20. Let Y be a graph such that |O(Y)| = p, and let A be a set. With {O;(Y)};<,
strictly increasing. For each j < p, we define Y & A:=Y U (O;(Y) ® A).

Lemma 5.2.21 (Chain of “limits of limits” under Easton). Assume the GCH holds. Let A = R,
be a regular cardinal. In the model of Subsec. 2.2.2 with

N
27 = Na+ww-)\+1>

define

KR = Na+ww.)\.

Then there exists a strictly increasing sequence {k;};<x of cardinals with

AN<ky<ki<--<suphk;=r <2\
i<

such that for each i < X:
1) k; is a limit cardinal with cf(k;) = w;

2) there exists a strictly increasing sequence {k;;};<., of limit cardinals with A < k;; < k; and

Supj<w kij = k?l

In particular, k witnesses "DGCHy(\), and the family {k;, ki;} allows one to keep unchanged the

proof steps that require “limits of limaits”.
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Proof. We work with the function 5 +— N, 5. For ¢ < A set
ki = Na+ ww,(i+1).
Since w* - (i+1) = w¥-i+w* is a limit ordinal with cf(w®-(i+1)) = w, each k; is a limit cardinal

with cf(k;) = w. Also k; < Nyyww.) = k and

sup kl = Na+ SUp; oy W (i4+1) = Na+ we A — R,
<A

since sup;_, (w” - (i + 1)) = w® - .

For each i define, for j < w,

k’Lj = Na—l— WWeit witl.

Because w/™! is limit with cofinality w, each k;; is a limit cardinal; and

sup kij = Na—l— Wit sup; o, witt = NaJr W@t w@ NaJr w-(i+1) — k;.
J<w

Preservation of cardinals and cofinalities follows from Easton support iteration (Subsec. 2.2.2). [

Lemma 5.2.22 (Chain of “limits of limits” for singular \). Assume the GCH holds. Let A = X,
be a singular cardinal and p = cf(X). Let © = p“. . Then by adding N,1e1 many Cohen subset

of w, we get a model where:
1) 2% =N, g1 for some limit ordinal © (e.g. © = pu* - \);
2) if we define k := W, 10, there exists a strictly increasing sequence {k;}i<x of cardinals with

/\<k0<k1<---<supk:i:/<¢<2/\;
i<

3) for each i < X, k; is limit with cf(k;) = w, and there is also a strictly increasing
{kij}icw C (N i)
sequence of limit cardinals with cf(k;;) = w such that sup,_, ki; = k;.

In particular, A < k < 2* and cf(rk) = w < A, so (by Theorem 5.2.13) we obtain ~DGCHy()\), and

the family {k;, ki;} allows one to reuse unchanged the steps that require “limits of limits”.

Proof. Choose f§ with o < f < a+ © and cf(f) = w, and set k := Ng. Fix strictly increasing
sequences {f;}i<x T and, for each i, {f;;};<w T 5, all of cofinality w, and define k; := Ng, and
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kij =g . Then A < k;j < k; < k < 2%, each k; and k; ; is limit of cofinality w, sup;_, ki; = ki,
and sup,_, k; = K. ]

Theorem 5.2.23. For every infinite cardinal X\ it is consistent that ~DGCHgz(A) holds.

Proof. Fix an infinite cardinal A\. By Lemma 5.2.21 (regular A\) and Lemma 5.2.22 (singular \),
it is consistent that there exist a cardinal x and families {k;};,<x, {K;}i<a, and, for each i < A,
{kij}j<w such that:

o\ < k<2

o {k;}icy is strictly increasing with A < k; < 2* for all i < \, and k = {J._, ki,

i<A
o {K;}icy are pairwise disjoint with x = J,_, K; and |K;| = k; for all i < A,
e forcach i < A\, k; = U

Supj<w kij = kl

icw kij where {k;;};<, is strictly increasing (of limit cardinals) and

As cof(k;) < X and A\ < k; < 2%, by the proposition and the remark, we know there exists
a sequence of partitions {Kjj;, Kj}j<x of K, such that [Kj;| < [Kf| = ki, and k; = U, K7
Such that the sequence of graphs {D(Kj;;)};<x is the sequence in A A k;. Let us define the
following sets: for all i < w, and j < A, Hy; such that {H,;, Hf;} is a partition of K, with
|Hij| = |Hf;| = |KJ;. And forall j < A. For every i < w, we take { £, F’} a partition of J,_, i, such
that [F;]| = [F| = U,y &1 Consider the sequence of graphs Yy; := (Kj; @ K{;)U(H;® F;)U(HS®FY).
Y= (Ky ® Kj;) U (Hy; ® FY) U (Hf; ® F).

Y, Y}

Observe that the orbits of Y;; and Y/, are Kj;, KT

i ij, K, and Ul# K. Similarly, it is easy to see

that [k]* = (Ugijyewsa Yii) U (U jyewxa Yij)- If we reindex the previous sequences, we have that

k)? = U, <, Y;". It is easy to verify that all properties of the definition of expansiveness are met,
except, a priori, the one that says for every j # i, []* # U, 4 Y”. This is because there may exist
many superfluous graphs. However, if we remove the graphs that are not necessary, we can be sure

that the resulting set always has cardinality A. Indeed, for every ¢ < A, particularly, for example

for i = 1, Y1; contains as a subgraph K; ® K7, therefore it is not possible to remain with a subset

in {Y;" :4 < A} of cardinality less than the set {/; ® Kf; : j < A}. O
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Theorem 5.2.24. For every infinite cardinal \, it is consistent that “-DGCH,,()\) holds for every
n,3<n<w.

Proof. Fox X. Let ¢(n) be the property stating that there exists a sequence {r;, 4, , 41, 0 <

w} that verifies the following properties:

1) For every h = 2,...,n — 1, it holds that ki, i jw..w = Uih@ Kiyoooin_1sin...ws and the

sequence {k;, w iy <w 18 strictly increasing.

Th—1:lhsees

2) A< Rit,in_aw < 2,

By Lemma 5.2.21 (regular A case) and Remark 2.2.17 (singular A case), together with the
Easton preparation in Subsec. 2.2.2, we can fix in a forcing extension a family {k;, ;. ,} indexed

exactly as in (1)—(2), where each k;, _;, is a limit cardinal of cofinality w and the unions in (1)

Vh
hold. We choose representatives as disjoint sets for these cardinals so that the unions in (1) are
w = Ui <o Fit w,w» 1t holds that A A s, . And if {Y;}icy is the
sequence of graphs from the definition of expansiveness, it is verified that x = J;,_, On(Y;).

We will prove by induction that ¢(n) holds for all n > 3. In Theorem 5.2.23, we proved that

©(3) holds. Suppose it holds for n and let’s see that it holds for n + 1. Take a sequence {k;, _;

it

disjoint unions. Then, for x,,

-----

i1,...,0, < w} that verifies the previous properties. By induction hypothesis, we have that A A
Kiyw.. w for every iy < w. And if for i; < w, {YJ»“}KA are the graphs that define the action, we

have that i, w0 = U,y On(Yj“) for every i1 < w.

Graph in1

For every i; < w, we define H;, := Ul;m.1 Kl o-
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For every j < A and for every ¢; < w, we define Z; ; := in1 ®" H;, .

Graph Zi1j
Consider the sequence {Z;,; : i1 < w,j < A}. It is easy to see that we can take a subset that

. " ) 1
satisfies the definition of expansiveness such that A S Ko oo+ O

.....

Theorem 5.2.25. Let A be an infinite cardinal. Then,
~DGCH,(N) is consistent.

Proof. Consider a model of ZFC such that for every n > 3 there exist cardinals x,, of the type
constructed in Lemma 5.2.21 and Lemma 5.2.22, with A < x,, < 2* for all n > 3. For instance,

consider a model where, if A\ = X, then 2* = N, 1.

For each n > 3, let {Y;"};< be the sequence defined by expansiveness such that A A K. By the
construction given in Theorem 5.2.24, we can define, for every i < A, an embedding (injective graph
homomorphism) g¢, ., : ;" — Y/"*! for all n > 3. This embedding ¢/, ., maps an indispensable

)

element of Y to an indispensable element of Y.

Now, for each i < A\, we define graph homomorphisms f,’tm (Y = Y™ forall 3 <n <m, as
follows:
i Im—1,m © 9m—-2,m—1° .- O Gnn+1, if n 7é m,

the identity, if n =m.

Thus, it is clear that for every i < A, the collection {(Y, f!, ) :n,m € I}, where I = {n €

n,m

N :n > 3}, forms a direct system.

Define:
Y = lim Y7

nel
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Finally, let x := sup{k, : n > 3}, and consider the collection {Y;};<x. It is not difficult to show
that A A k. O

Proposition 5.2.26. Let A be an infinite cardinal such that GCH(X') holds for all N < . Then,
foralli < j <w,

DGCH(A); = DGCH());.

Proof. Let us assume that ~=DGCH,,;()\), with n > 2. Then, there exists x such that A < x < 2*,
where A\ '™ k. In Proposition 5.2.6, we observed that if A A k, then there exists a subset J C w

such that for every ¢ < A, there exists a strictly increasing sequence {|O;(Y;)|};<s satisfying

J o;(vi) = vyi).

j<J
Moreover, the set {O;(Y;) : j < J} has order type w, with O;(Y;) < O;(Y;) if |0;(Y:)| < |0 (Y3)|.
For every i < A and j € {1,...,n}, we define the graph Y; ; as follows:
V(Yi;) = V(Ya),

and

E(Yig) = (BOD\ {{z,y} : 2 € 0;0), y € 05a(v)})
(01 ® 0,(1) UO,V))
(0,(¥) @ O;:5(¥7))

ifl<j<n-—1,
E(Y;1) = (B(Y)\ {{z.y} : 2 € O1(Yi).y € O5(Y))}) U ((O1(Yi) U O2(Y7)) ® Os(Y7)),
for j =1, and
E(Yin-1) = (EY)\ {{z.y} : # € Opa(Y),y € On(Y)}) U (On-2(Ys) ® (Ona (Vi) U On(Y))),

for j=n—1.

It is straightforward to verify that the set {Y;; : i < A, j < J} satisfies the properties of the
definition of expansiveness. Moreover, |O(AUT(Y; ;) ~Y;;)| = n. However, during the process,
we may have introduced many superfluous graphs, meaning property 2) of Definition 5.2.3 might

not hold. To address this, we define the following recursive function.
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Let f: A — V such that:
f(0):=Y",
where Y’ = {Y/}1<i<) is an ordering of the set {Y;;: ¢ < X\, j < J}.

If o« =5+ 1, we define

FB41) = FONAYsn} i E(Ypn) CULEQY) Y € f(B)},
f(B) otherwise.
If v is a limit ordinal, then
flo)={J £
B<a

Finally, [f(A)] A &, and it follows that [f(A\)| < X < & < 2/ < 2%, Hence, if [f(N)| < A, we
would have =GCH(|f()\)|), which contradicts |f(A)| < A. Therefore, we conclude that |f(\)] = A,
and hence A\ A &, implying ~-DGCH,, ().

For the case ~“DGCH,,()), assume that there exists « such that A < x < 2*, with A A k. For
every i < A, consider {O;(Y;) : j < w}. Let n € w, and define the following graphs:

and

E(Yi,) = (EO)\ [(U{z v} : 2 € 01(Yi),y € O1a(V)})

1<j

U ( U {z,y} : 2 € OY;),y € 011 (Y)})])

>n—1

Y (U{{l‘,y} rx € OZ<Y;)7y € Ol—i—l(ﬁ)}) ® O](Y;)

I<j

VO (YD) @ ([ J{,y} : v € Oi(Yi),y € Ora(Y))}).

I<j

Using the same reasoning as before, we conclude that A A K, and hence -DGCH,, (). O



Chapter 6
Metric-Independent Expansiveness

The theory of expansive actions on compact metric spaces establishes that expansivity is a prop-
erty intrinsic to the topology of the space, being independent of the chosen compatible metric.
Motivated by this fact, in the present chapter we turn our attention to the behavior of expan-
sive actions in a broader setting—mnamely, that of metric spaces which are not necessarily com-

pact—investigating under what conditions expansivity remains independent of the metric.

One of the contributions of this chapter is encapsulated in Theorem 6.1.12, which character-
izes expansive actions on locally compact and o-compact metric spaces (hereafter referred to as
LCo-spaces) in terms of a property we call cocompactly expansive. This property combines the
cocompactness of the action with a separation condition involving the compact set that witnesses
cocompactness. Furthermore, the theorem establishes the equivalence between this notion and the

existence of an expansive extension to the one-point (Alexandroff) compactification.

To examine with greater precision the equivalences asserted in the main theorem, we employ
the notion of cover expansivity introduced in the previous chapter; this framework sharpens our
analysis of the logical dependencies involved. We also investigate metrically independent dynamics
in specific settings—namely, ordinal spaces and totally bounded spaces—and assess the role played
by completeness of the ambient space. In addition, we show that if an expansive action extends
to the nonstandard compactification, then it is metric-independent (MIE). The converse, however,

fails.

6.1 Metric-Independent Expansive Actions
In this section, we define metric-independent expansivity (MIE), present examples and basic prop-

erties, and give a characterization of MIE in terms of the Alexandroff compactification and a

property we call cocompactly expansive, for locally compact and o-compact spaces (LCo spaces).

74
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Definition 6.1.1. Let X be a metrizable topological space, and ¢ : G x X — X be an action. We
say that the action is expansive independent of the metric (MIE) if for every metric d compatible
with the topology of X, there exists ¢ > 0 such that for all x # y in X, there exists g € G such
that

d(g-z,9-y)>c.

Example 6.1.2. Let f : Z — Z be the function defined by f(z) = x + 1. Endowing Z with the
discrete topology, f becomes an expansive homeomorphism (a Z-action) that is independent of
the metric.

Indeed, given any metric d compatible with the topology, since {0} is open, there exists € > 0 such
that By(0,¢) C {0}. Consequently, € serves as an expansivity constant for ¢ with respect to the

metric d.

Example 6.1.3. Let f : R — R be the homothety with ratio £ > 1, that is, f(x) = kx. It is
clear that f is an expansive homeomorphism with respect to the Euclidean metric. We define the

metric
2|z —y|

V(L +2?)(1+1?)

given by the stereographic projection of S' onto R. It is clear that f is not an expansive homeo-

d(z,y) =

morphism with this metric.

Proposition 6.1.4. Let X be a metric space. MIFE is preserved under conjugacy and restriction

to a closed invariant subset Y C X.

Proof. Conjugation: It is straightforward to verify that ¢, : G x Y — Y is also an action MIE,

where h : Y — X is a homeomorphism.

Restriction to closed invariant subsets: Let G ~ X be an MIE action, and let Y C X be a

closed subset invariant under the action. Denote dy = d|yy. Then the restricted action
GNY

is MIE.

By Hausdorff’s metric extension theorem [37] (see [38] for a short proof), there exists a (com-
plete) metric D on X that coincides with dy on Y. Since ¢ is MIE, there exists € > 0 such that
for every distinct pair u,v € X, there exists g € G such that

D(g-u,g-v) > e
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Ify#£y €Y, theng-y, g-y €Y and
dy(9-vy,9-v)=D(g-y,9-¢) > e

Since dy is the restriction of an arbitrary compatible metric on Y, the restricted action is MIE.

]

The following example shows that metric-independent expansiveness is not preserved under

restriction to subgroups.

Example 6.1.5. Let G = Z*> ~ X = {0,1}” be the shift action with the metric

diz,y) = Y 27000 |a(i, j) = y (i, 5)|-

(i,9)€22

Although the action of G is metric-independent expansive (MIE), its restriction to the subgroup
H=7Zx{0}CG

1s not.

Let xg be the zero configuration. For each n > 1, define

1, if (i) = (0,n),

0, otherwise.

yn(ivj) =

For h = (hy,0) € H, we have
h - xq = wo, hyn<z7]):yn(7’_h17])a

and therefore,
d(h - zg, h - y,) = 27 MM < o7n,

Given any ¢ > 0, choose N such that 2= < e. Then for this pair,
d(h-zo,h-yy) <2V <e VhedH,

which shows that there is no positive expansive constant for H. Therefore, the action H ~ X is
not MIE.

Remark 6.1.6. In Section 6.1.2, we will see that if the space is a LCo-space (see Definition 2.2.18)

and the subgroup is syndetic, MIE is preserved under passage to subgroups.
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Note that if a metric space is o-compact but not locally compact, then its one-point com-
pactification fails to be metrizable. Nevertheless, by employing the notion of cover expansivity

introduced in the previous chapter, the following definition becomes entirely well-defined.

Definition 6.1.7. Let X be a metrizable topological space, and let ¢ : G x X — X be an action.
We say that ¢ is expansively extendible at a point if there exists an expansive action, in the sense
of cover expansivity, ¢’ : G x X’ — X', where X’ = X U {p} is the one-point compactification of
X, such that ¢'|gxx = ¢ and g -p =p for all g € G.

Definition 6.1.8. Let X be a topological space, and let ¢ : G x X — X be an action. We say
that ¢ is cocompact if there exists a compact subset K such that G.K = X.

Remark 6.1.9. Observe that in Example 6.1.3, the homeomorphism is not independent of the
metric, although it is cocompact. To characterize those actions on LCo-spaces,that are independent
of the metric, cocompactness alone is not sufficient: an additional condition must be imposed. This

is precisely the purpose of the first definition in the following section.

6.1.1 Metric-Independent Expansiveness and LCo-spaces

Definition 6.1.10. Let X be a topological space, ¢ : G x X — X an action, and let U =
{U1,...,U,} be an open cover of X. We say that ¢ is cocompactly expansive, with U as an

expansivity cover, if there exists a compact set K C X such that:

1) G- K = X; that is, ¢ is cocompact with respect to K.

2) {g-2,9-y} <UU(X\K) for all g € G implies z = y.

Note that the property of a metric space being an LCo-space is the minimal hypothesis required

for its Alexandroff compactification to be metrizable.

Remark 6.1.11. For homeomorphisms, the implication (1) = (2) in the following theorem is

already implicit in Bryant’s work [8].

Theorem 6.1.12. Let X be a LCo metric space, and let ¢ : G x X — X be an action. The

following statements are equivalent:

1) ¢ is MIE.
2) ¢ is expansively extendible at a point.

3) @ is cocompactly expansive.
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Proof. (1) = (2): Let ¢’ : G x X’ — X' be the extension of ¢ to the Alexandroff compactification
X' of X. Suppose that there exists a metric § : X’ x X’ — R* compatible with the topology of
X’ such that ¢’ is not expansive. Then, for every n € N, there exist distinct points z,, v, € X’
such that for all g € G,

6(9 g yn) <277

Clearly, if this inequality holds for some subsequence (z,,,¥y,,) C X, it contradicts the ex-
pansiveness of ¢ with respect to the metric §|xxx, and thus ¢ would not be MIE. Therefore, the

remaining case to consider is when g, = p for all n € N. But then

5’X><X(g *Tn, g mm) S 5(9 : xn7p) + 5(pag : xm) S 27 + 27m’

which also contradicts the expansiveness of ¢ with respect to the metric §|yxx.

As mentioned in Chapter 4, metric expansiveness is equivalent to expansiveness by coverings

in the case where the space is metrizable. Therefore, the implication is proved.

(2) = (1): Let ¢’ : Gx X’ — X' be the one-point extension of ¢ that is expansive by coverings.
Let U = {Uy,...,U,} be an expansivity covering, where U, = X'\ K with K C X compact, and
set V ={U,...,U,_1}, a covering of K.

Let d be a metric compatible with the topology of X, and choose a compact K’ C X with
K C K’ such that
dist(K, X \ K') = ¢ > 0.

Define U’ = {Uy,...,U,—1,U}}, where U} := U, \ {p}. Let 6 be the Lebesgue number of V and ¢’
that of U’ over K'.
Let x,y € X with x # y. Then:

-If x,y € K, there exists g € G such that {g-z,g -y} AU, sod(g-z,g-y) >9d. -lfrx e K
and y € U/, then d(z,y) > ¢'. - If y ¢ K’', then y € U,, and there exists ¢ € G such that
{9-y,9-p} AU,s0g-ye€ K. If g-x € K', we fall into a previous case; otherwise d(g-z,g-y) > €.

Taking ¢ = min{e, 6, d’}, we conclude that ¢ is an expansivity constant for ¢.

(2) = (3): If v is expansively extendible at a point, then by definition it is expansive. To
satisfy the definition of cocompact expansiveness, it suffices to take as K the complement of the

open set in the expansivity covering of ¢ that contains p.

(3) = (2): Let {Uy,...,U,} and K be the expansivity cover and compact set given by the
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definition of cocompactly expansive action. Then

{U,....,U,, X'\ K}
is an expansivity cover for ¢’ : G x X' — X', [

If the property of cocompact expansivity is expressed purely in metric terms, the following

equivalence follows immediately.

Remark 6.1.13. Let X be a LCo metric space, and let ¢ : G x X — X be an action. The

following statements are equivalent:

1) ¢ is cocompactly expansive.

2) There exists a metric d compatible with the topology, a compact set K C X such that
G- K = X, and a constant ¢ > 0 such that for all distinct z,y € X, there exists g € G
satisfying d(g - z,g-y) > cand {g -z, g -y} N K # 0.

Remark 6.1.14. Observe that in Example 6.1.3, the one-point compactification of R is homeo-
morphic to S!, which is known not to admit expansive homeomorphisms. Therefore, by Theorem
6.1.12, we can conclude that the action is not expansive independently of the metric, without the

need to explicitly construct such a metric.

Remark 6.1.15. Observe that in the proof of Theorem 6.1.12, we did not use the continuity of

the action.

Remark 6.1.16. Let X be a LCo metrizable space, and let ¢ : G x X — X be an action. The

following statements are equivalent:

1) ¢ is continuous and expansive independently of the metric.
2) ¢ is continuous and expansively extendible at a point.
3) ¢ is continuous and cocompactly expansive.

Remark 6.1.17. In (2 = 1), and (2 < 3) we used expansivity by coverings, which is equivalent

to metric expansivity in the case where X' is metrizable. Therefore, we obtain the following result.

Theorem 6.1.18. Let X be a metrizable topological space, and let ¢ : G x X — X be an action.
Then ¢ is expansively extendible at a point if and only if v is cocompactly expansive. Moreover, if

either of these equivalent conditions holds, then ¢ is expansive independently of the metric.
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6.1.2 Preservation of Cocompactly Expansivity under Subgroups, Prod-

ucts, and Coproducts

Definition 6.1.19 (Syndetic subgroup). A subgroup H < G is called syndetic if there exists a
finite set F' C GG such that G = FH.

Proposition 6.1.20 (Inheritance to syndetic subgroups). Let ¢ : Gx X — X be a continuous and
cocompactly expansive action, and let H be a syndetic subgroup of G. Then the restricted action

Oluxx : Hx X — X is also continuous and cocompactly expansive.

Proof. Let K be the compact set from the cocompactness of p, U = {Uy,...,Ux} be the expan-
sivity covering, and F' = {f1,..., fm} C G be the finite set such that G = F'H.

We define

W= { ﬂ f_l.Ui(f)

fery

®%R§RMﬁE%~JW}
Each fj_l.K is compact, so K’ := U;nzl fj_l.K is compact as well. For any x € X, choose g € G,
k € K such that z = g.k (since G - K = X). Writing g = f;h with f; € F', h € H, we obtain
= f.(hk)e H K
Hence, H - K' = X.

Since U and F' are finite, the family W is also finite. Each element of W is open (being a
finite intersection of open sets) and contains all the sets f~1.U;, so it covers X. Adding X \ K,
we obtain a finite open cover:

WU{X\ K'}.
Let z # y € X. Since ¢ is cocompactly expansive, there exists g € G such that:

{9.x,9y} N K #@, and VU €U, {g9.x,9.y} ¢ U.

We write g = f;h with f; € F', h € H, and define 2’ := h.z, y := h.y.
Then {g.z, 9.y} = f;.{2,y'}, and one of these points lies in K, so its preimage lies in f;l.K C
K’. Thus,
WYINK £ 0.
If {«/,y'} € X\ K’, then applying f; gives {g.z, 9.y} C X \ K, contradicting the assumption.
Now take W = (;p, fLUipy €W and fix fi, € Fy. Then W C f, " Uy I {/,y'} C W,
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then applying fi yields:
{fi-d, fry'} C Uiy CU,

which contradicts the expansivity assumption. Therefore, {z’,y'} ¢ W, and ¢|g«x is cocompactly

expansive. ]

Corollary 6.1.21. The subgroup nZ is syndetic in Z. Therefore, if f : X — X is a cocompactly
expansive homeomorphism, then f™ is also cocompactly expansive for every n € Z. Moreover, if
the space X is o-compact, then by Theorem 6.1.12, if f is MIFE, so is f™ for alln € Z, with n > 0.

Proposition 6.1.22 (Stability under coproducts). Let G' be a group acting cocompactly expansively

on two topological spaces X and Y. Then the coproduct (disjoint union) of the actions is also

cocompactly expansive. That is, consider the disjoint union X LY with the componentwise action
gr ifz=x€ X,

gy ifz=yeY.

Then the induced action on X UY is cocompactly expansive.

Proof. Assume the data (Ux, Kx) and (Uy, Ky) satisfy the definition of cocompact expansiveness

for X and Y, respectively.

1. Cocompact set. Let
K =KxUKy CXUY.

Since G- Kx =X and G- Ky =Y, it follows that G- K = X UY.

2. Finite covering. Let
Z/{ = Z/{X U UY.

This is a finite open covering of X LY, since Ux covers X and Uy covers Y.

3. Universal expansivity condition. Let z # w € X UY. We consider two cases:

Case A: z,w € X or z,w € Y. By cocompact expansiveness in X, there exists g € GG such that
{9.2, 9w} N Kx #@, YU e€Ux, {g9.2,9w} ¢ U.

Since {g.z,g.w} C X, this pair is not contained in any U € Uy, and we also have {g.z, gw} N K =
{9.2,9.w} N Kx # @. So the pair satisfies the condition with respect to (U, K) in X LY.

Case B: z € X, w €Y or (vice versa). Let g € G besuch that g.z € Kx. Then {g.z,gw}NK =
{9.2} # @. Since g.z € X and g.w € Y, the pair cannot be contained in any U € Ux or
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U € Uy, because all such sets are contained either in X or in Y, respectively. Hence, the universal

expansivity condition is satisfied.

In all cases, there exists g € G such that the pair (z, w) satisfies the expansivity condition with

respect to the data (U, K). Therefore, the action on X LI'Y is cocompactly expansive. O

Corollary 6.1.23. If X and Y are LCo metric spaces, and if there exist actions ¢ : G x X — X
and ¢ : GXY — Y that are metric-independent expansive (MIE), then the direct sum @+ ¢ defines
an MIE action on the coproduct X LY .

Proof. This follows directly from applying Proposition 6.1.22 and Theorem 6.1.12. ]

The following example shows that the property of being cocompactly expansive is not preserved

under products.

Example 6.1.24. Let G = Z, and consider the shift action
n-r=x-+n on X =Y = (Z,71a),
with the discrete topology.
1) Each action G ~ X and G ~ Y is cocompactly expansive.
2) The diagonal action on X x Y,
n-(z,y) = (z+n, y+n),
is not cocompact, and therefore not cocompactly expansive.

Proof. We already saw that each individual action is metric-independent expansive. Since the
space is LCo-space, Theorem 6.1.12 implies that the actions are cocompactly expansive. However,

the product action is not cocompact, and thus cannot be cocompactly expansive.

Indeed, the orbit of a point (z,y) under the diagonal action is
O(z,y) ={(x+n, y+n):necZ}

which is an infinite straight line in Z2.

Let K C Z? be compact (i.e., finite). The saturated set

G-K = U O(x,y)

(z,y)eK
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is a finite union of such lines.

However, covering Z? requires infinitely many distinct lines—one for each value of y — x.

Therefore, for any compact K, we have G- K # X x Y, and the diagonal action is not cocompact.
O

6.2 Metric-Independent Expansivity in Ordinal Spaces

Proposition 6.2.1. Let X be a LCo metric space, and let ¢ : G X X — X be a continuous expan-
sive action that is independent of the metric. If |G| < Vo, then the Alexandroff compactification
X' = X U{p} satisfies the second countability aziom.

Proof. By Remark 6.1.16, ¢ can be extended to an expansive and continuous action on the one-
point compactification X’. Moreover, by Theorem 4.4.4 (Theorem 6.4 in [17]), if |G| < N, then

X'’ satisfies the second countability axiom. O

A consequence of the theorem by Kato and Park is the following theorem.

Theorem 6.2.2. Let X be a countable scattered metric space (see Definition 2.2.22). Then X
admits a homeomorphism f: X — X that is MIE if and only if the derived degree of X is not an

infinite limit ordinal.

Proof. If X is a countable scattered metric space, then its one-point compactification is also a
countable scattered metric space. By Baker, X’ is homeomorphic to an ordinal of the form w® + 1
with the order topology. Since X admits an expansive homeomorphism independent of the metric
by Remark 6.1.16, X’ also admits an expansive homeomorphism. Then, by Theorem 2.2 in [26],
deg(X'’) = « is not an infinite limit ordinal. However, X is homeomorphic to w®n + 1, and thus

deg(X’) = aor @+ 1. In any case, deg(X) is not an infinite limit ordinal.

Conversely, since X’ is homeomorphic to w*n + 1, then X is homeomorphic to w®n. If « is an
infinite limit ordinal, then deg(X) = «; otherwise, deg(X) = a+ 1. Thus, « is not an infinite limit
ordinal. Since deg(X’) = «, by Theorem 2.2 in [26], X’ admits an expansive homeomorphism f.
However, in the construction of the expansive homeomorphism, z., is the point of the one-point
compactification and is fixed by the homeomorphism. Therefore, by Remark 6.1.16, the restriction

f I X:X — X is an expansive homeomorphism independent of the metric. O

Theorem 6.2.3. A countable scattered metric space X admits a metric-independent CB-stable
action if and only if the characteristic (a,n) of its one-point compactification satisfies either o is

not an infinite limit ordinal or n > 1.
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Proof. By Theorem 4.2.6 (Theorem 4.2 in [17]), we know that X’ admits an expansive CB-stable
action if and only if the characteristic (a,n) satisfies either a is not an infinite limit ordinal or
n > 1. However, the action can always be constructed with the point p of the compactification as

a fixed point under the action. O

6.3 Metric-Independent Expansivity in Totally Bounded

Spaces

In this section we investigate MIE in totally bounded spaces, focusing in particular on those

that arise as open subsets of a compact space.

Definition 6.3.1 (Totally Bounded Space). A metric space X is said to be totally bounded if, for

every € > 0, there exists a finite set {z1,xs,...,2,} C X such that
n
X C U B(zj,¢),
i=1

where B(z;,¢) ={y € X : d(z;,y) < €} is the open ball of radius ¢ centered at z;.

Definition 6.3.2. Let X be a topological space and ¢ : G x X — X an action. We say that
K C X is dynamically isolated if there exists an open set U with K C U such that

N9U=K.

gelG

Before proving the following theorem, we recall some fundamental facts about equivalence

relations and prove a few lemmas.

Definition 6.3.3. Let X be a set and ~ an equivalence relation on X. A subset A C X is said
to be saturated (with respect to ~) if for every x € A, the equivalence class [x] C A; that is, A
contains entirely each equivalence class it intersects. Equivalently, A is saturated if there exists a
subset B C X/~ such that A = 77(B), where 7 : X — X/~ is the canonical projection sending

each point x € X to its equivalence class [z] € X/~.

Lemma 6.3.4. Let (X,d) be a compact metric space, p: G x X — X a continuous action, and

K C X a closed p-invariant subset. Define the equivalence relation
r~y <= (z=y)or(x,yeK),

and let m: X — Y := X/~ be the canonical projection, with p = K| denoting the equivalence class
of all points in K. Then:
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1) Y is compact.

2) The induced action

¢ GxY — Y, g z]) = [v(g,2)]
18 well defined and continuous.

3) The restriction
ot XNVE — Y\ {p}

is a homeomorphism. In particular, X \ K and Y \ {p} are homeomorphic, and = maps K

to the point p.

Proof. 1) Since Y = m(K) is the image of the compact set K under the continuous map =, the
quotient Y = X /K is compact.

2) The induced action ¢ is well defined because if z € K, then ¢(g,z) € K for all g, and thus
[o(g, )] = p. The continuity of ¢’ follows from the fact that 7 is open and saturated.

3) The restriction 7| x\k is continuous, bijective, and open onto Y \ {p}. Its inverse maps

[z] — x for x ¢ K. This implies that it is a homeomorphism.
[

Lemma 6.3.5. Under the notation of Lemma 6.3./, the subset K C X is dynamically isolated in
X if and only if {p} C Y is dynamically isolated for the action ¢'. That is,

AU C X open with K C U and
(N elg.U) =K

geG

< JdV CY open withp €V and

() #'.V)={p}.
e
Proof. = Suppose that K is dynamically isolated in X. Then there exists an open set U C X
such that K C U and (), ¢(g,U) = K. Define V := 7(U) C Y. Since 7 is continuous and
saturated, V' is open and contains p. For each y # pin Y, choose x ¢ K with w(x) = y. Then
z ¢ (,¢(g,U), so there exists g such that ¢(g,x) ¢ U. Hence, ¢'(g,y) = [p(g,2)] ¢ V.
Consequently, (1, ¢'(g, V) = {p}.

< Suppose that {p} is dynamically isolated in Y. Then there exists an open set V' C Y with
p € Vand N,¢(g,V) = {p}. Let U := 77(V) C X. Then U is open and contains
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K = 77'({p}). For any = ¢ K, there exists g such that ©'(g, [z]) ¢ V, that is, [p(g,z)] ¢ V,
which implies ¢(g, ) ¢ U. Thus, we conclude that (), ¢(g,U) = K.

]

Theorem 6.3.6. Let (X, d) be a compact metric space, and let p : G x X — X be an expansive

action. Let K C X be a closed, p-invariant subset. Then:

go‘ \K is MIE on X \ K <= K is dynamically isolated.

Proof. By Proposition 6.1.4, we know that

@‘X\K is MIE on X \ K <= gp"y\{p} is MIE on Y \ {p}.

But X \ K is o-compact, and therefore so is Y\ {p}. Then, by Theorem 6.1.12,

S0/‘Y\{p} is MIE on Y \ {p} <= ¢’ is MIE on Y.

Moreover, since Y is compact, this is equivalent to ¢’ being expansive on Y, that is,
¢’ is expansive on Y <= {p} is dynamically isolated in Y.
Finally, by Lemma 6.3.5,
{p} is dynamically isolated in Y <= K is dynamically isolated in X.

This concludes the proof. n

Remark 6.3.7. The previous theorem provides a method for constructing MIE actions as well
as actions that are not MIE. It suffices to consider an expansive action on a compact space and
a closed invariant subset K. If K is dynamically isolated, then the restriction of the action to its
complement is MIE. If K is not dynamically isolated, then the restricted action is not MIE. The

following example illustrates this mechanism.

Example 6.3.8. One of the classical examples of an expansive homeomorphism (in fact, a diffeo-

morphism) is the Anosov automorphism on 772

We denote
T? = R? / 7?

the quotient space of R? by the lattice Z2?. Each point in 7% is denoted [z], with z € R? and [z]

its equivalence class modulo Z2. We equip 72 with the distance

A(fal, ) = inf =+ ml),
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where || - || is the Euclidean norm on R2.

Consider the hyperbolic matrix

A= (2 1) € SL(2,7Z).
11

We define the linear diffeomorphism

f:T? = T2 f([z]) = [Az].

Let K be the orbit of a periodic point. It is easy to verify that K is dynamically isolated.
Then, by Theorem 6.1.12, the Anosov map restricted to X \ K is MIE.

We can construct another elementary example by defining a dynamical system on [0, w + 1].

Example 6.3.9. Let X = [0,w], let 2, := w, and define f : X — X as follows:

(
x4+ 2 if x is even,

x —2 if x is odd and greater than 1,
0 if x =1,

Too if 2 = 2.
\

It is easy to verify that f is an expansive homeomorphism and that K = {x} is a closed dynam-
ically isolated set. Then, by the previous theorem, f | X \ K is metric-independent. We observe
that f | X \ K is conjugate to the homeomorphism introduced in Example 6.1.2. This yields an

alternative proof that the latter is an MIE homeomorphism.

Proposition 6.3.10. Let X be a compact scattered topological space, and let ¢ : G x X — X
be a CB-stable action. Then there exists a closed, invariant, and proper dynamically isolated set
KcX.

Proof. We have already seen that X is homeomorphic to w*k+1 with the order topology. Therefore,

we may assume, up to conjugation, that X = w®k + 1.
Let Y ={w*+1:i=1,...,k}. Since ¢ is CB-stable , it follows that X is invariant under .

If for every family of open-and-closed neighborhoods U; of w®i+ 1, there exists g € G such that
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then K =Y is the closed dynamically isolated set. Otherwise,

(0

is the closed dynamically isolated set. O]

Using a similar reasoning as before, we obtain the following proposition. Note that in [3] we
showed that in every countable compact space there exist doubly asymptotic points. The following

result shows that in certain cases we can guarantee the existence of homoclinic points.

Proposition 6.3.11. Let X be a countable compact metric space with characteristic (o + 1,1),

and let f : X — X be an expansive homeomorphism. Then f has nontrivial homoclinic points.
Proof. As we have already seen, we may assume that X = w®*!t + 1. Let
Y ={w*+1:i€ N},

Since f is continuous, it is CB-stable ; therefore, Y is invariant under f. Observe that, due to the

expansiveness of f, not all points can be fixed. Hence, there exists
r=w+1, withjeN,

such that
lim f*(z)= lim f"(z)=w+ 1.

n—-+o0o n——oo

6.4 Metric-Independent Expansivity and Completion of
Metric Spaces
Definition 6.4.1. Let X be a metric space and ¢ : G x X — X an action. We say that it is

uniformly continuous if the map 7, : X — X, defined by T,(z) := g.z, is uniformly continuous for
all g € G.

Definition 6.4.2. Let (X,d) be a metric space and ¢ : G x X — X a continuous action. We
say that ¢ is Cauchy expansive if there exists a constant ¢ > 0 such that for every sequence

(T, Yn)nen C X x X satisfying:

1) the sequence (x,, yn)neny C X X X is Cauchy in X x X,
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2) inanN d($n>yn) > 07
there exist ng € N and g € G such that for all n > ng, one has

d(¢(g,7n),0(9,Yn)) > c.

Remark 6.4.3. It is clear that Cauchy expansiveness implies expansiveness, simply by taking, for

any x,y € X, the constant sequences x, = x and y, = v.

Theorem 6.4.4. Let (X, d) be a metric space and ¢ : Gx X — X a Cauchy expansive action and
uniformly continuous. Let X denote the completion of X. Then there exists a unique continuous
and expansive action

p:GxX — X,

such that ¢ | x= ¢; moreover, the expansivity constant can be taken equal to that of p.

Proof. For each g € G, the map ¢, : X — X is uniformly continuous, and X is dense in X the

uniform extension theorem provides a unique continuous function ¢, : X — X with ¢4 [x= ¢,.

For the identity element e, we obtain ¢, = id¢ by uniqueness. If g,h € G, since @g, = @40 @,
on X, the uniqueness of the extensions gives Qg = Pg4 0 @y. Defining ¢(g, 2) := ¢,4(Z), we obtain

a continuous action of G on X.

Let £ > 0 be the expansivity constant of p. Take & # g in X. There exist sequences z,,, Yn € X
with z, — & and y, — §. Since inf, d(z,,y,) > 3d(&,9) > 0, the pair (z,,y,) satisfies the
conditions to apply the hypothesis of Cauchy expansiveness, and thus there exist ¢ € G and
no € N such that d(¢4(z,),pe(yn)) > € for all n > ny. Passing to the limit and using the

continuity of ¢,, we obtain:

d(@g(j:)a @g(@)) = T}Lnolod(gpg<xn)u ¢g<yn)) > E.
Therefore, ¢ is expansive. [l

Corollary 6.4.5. Let X be a totally bounded metric space, ¢ : Gx X — X a uniformly continuous
Cauchy expansive action, and suppose that X \ X is closed.

[fX \ X is dynamically isolated, then p is metric-independent.

Proof. Let ¢ : G x X — X be the expansive extension of ¢. Then ¢ | (X \ (X \ X)) = ¢. By the

previous theorem, ¢ is metric-independent if X \ X is dynamically isolated. O
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6.5 Metric-Independent Expansivity and Nonstandard Anal-

ysis

Recall that in Chapter 3 we established that nonstandard analysis is a valuable framework for
addressing dynamical problems and for developing alternative proofs that provide new insights.
For instance, it allows us to develop visual intuitions, as in the proof of Theorem 3.1.4, which was
essential for establishing Theorem 3.0.4, the main result of that chapter. We shall now employ

this framework to generalize Utz’s result for MIE homeomorphisms.

Theorem 6.5.1. Let X be a metric LCo space such that there exists o € X which is an accumu-
lation point, and let f : X — X be a metric-independent expansive (MIE) homeomorphism. Then
there exist distinct points x,y € X such that, for every metric compatible with the topology of X,

the points x and y are asymptotic either in the past or in the future.

Proof. Let xy € X be an accumulation point and X’ = X U {p} the one-point compactification of
X. Since X is an LCo-space, we know that X’ is metrizable. Fix a metric dy compatible with the

topology of X”.

By Theorem 6.1.12, the map f extends to an expansive homeomorphism f’ : X’ — X’; thus,

there exists an expansivity constant ¢ > 0. Consider the nonstandard extension
*f/ : *X/ N *X/.

Since z( is an accumulation point, there exists y € *X C *X’ such that xq ~ y.

Reasoning as in Theorem 3.1.4, we know that there exists a minimal m € *N, which we may

assume is positive, such that

“do (""" (w0), " f () > c.

Because X’ is compact, by Robinson’s compactness criterion there exist z’,y’ € X’ such that
x’ o~ *f™(zg) and y' ~ *f™(y). Since *do(*f™(x0),* f™(y)) > ¢, at least one of the points is
different from p. Without loss of generality, assume ¢’ # p. Then ¢/ € X and *dy(zo,9y") =7 — 1

for some standard real number r > 0.

By the same argument as in Theorem 3.1.4, we deduce that ' and ¢’ are asymptotic under
f'~1, which coincides with f on X. Therefore, there exists n € N such that

{f_n(x/)7 f_n(y,)} C BdO|X><X('rO7 T) C Bdo\)mx(‘r()? T)'

Because X is an LCo-space, the set By, (%0,7) is compact in X. On compact sets, all

compatible metrics are uniformly equivalent, and therefore f~"(z’) and f~"(y’) are asymptotic



6.5. METRIC-INDEPENDENT EXPANSIVITY AND NONSTANDARD ANALYSIS 91

with respect to any metric d compatible with the topology of X. It follows that 2’ and 1/ are also
asymptotic.
The accompanying figure illustrates the geometric intuition behind this proof.

*

3
"2
)

Bdo\xxx (1‘0,1”)

Figure 6.1: Construction of the asymptotic points 2’ and /.

O
Definition 6.5.2 (S-expansivity). Let X be a topological space and let ¢ : G x X — X be an
action of a group GG. Consider the natural extension

Sp:GxSX — SX,  Sp(g,[2]) = ["elg,2")],

where SX denotes the nonstandard compactification of X.

We say that the action ¢ is S-expansive if S is expansive by coverings (see Definition 4.1.4).

Remark 6.5.3. According to Corollary 3.6.7 in Ryszard Engelking’s General Topology [14], if X
is compact and K C X is such that X \ K is dense, then 5X = X. Therefore, the homeomorphism

in Example 6.3.8 is S-expansive.
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Remark 6.5.4. Suppose that the action ¢ : G x X — X is such that for each g € GG, the map
z = ¢(g, )
is continuous on X. Then the extension
Sp:GxSX — SX,  Se(g,[2]) = ["¢(g,2)]
is continuous for each g € G.

Proof. Fix g € G and consider the map T, : X — X, T,(z) = ¢(g,x). By hypothesis, T, is

continuous.

Let O C X be open. By the definition of the S-topology on *X|
T, (0) = (1,71(0)).
If 2/ ~ 4/, then for every open set O C X:
¥ e*0 < ¢y €*0.
Applying the previous equality we obtain:
T,(2") € 'O — 2’ € *(TQ_I(O)) — 9y € *(Tg_l(O)) —= "T,(y') 0.

Therefore,

This shows that S¢(g, [2']) = [*T,(2")] is well-defined and that
Se(g,-): SX — SX

is continuous (being the quotient of a continuous map on *X with respect to the S-topology). O
Theorem 6.5.5. Let X be a metric space and ¢ : G x X — X an action of a group G. If ¢ is
S-expansive, then ¢ is MIE.

Proof. Let U = {Uy,...,U,} be a finite open cover of SX that makes S¢ expansive by coverings;
that is:

for every distinct x,y € SX, there exists g € G such that

{ Se(g, %), Sp(g,y) } LU, for every U € U.
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Every open subset of SX is a union of sets 7(*O), with O C X open (where 7 : *X — SX is the

projection).

For each 7, define V; .= U;NX. If x € V; C U;, there exists an open set O C X such
that € 7(*O) C U;; but 7(*O) N X = O, so v € O C V;. Therefore V; is open in X, and
V={W,...,V,} covers X.

Now let x # y € X. By the expansivity of S¢, we know that there exists ¢ € G such that

{o(g,2),0(g,y) } £V, forevery V € V.

Hence V is an expansivity covering for (.

Moreover, since the space is LCo, its one-point compactification is metrizable. This implies
that ¢ is expansively extendable to the one-point compactification. By Theorem 6.1.12; it then
follows that ¢ is MIE. O

Theorem 6.5.6. Metric-independent expansivity does not imply S-expansivity.

Proof. Recall that the homeomorphism f : Z — Z defined by f(x) = = 4+ 1 is MIE. Consider
Sf:S7Z — SZ, the extension of f to its nonstandard compactification SZ. Since the equivalence
classes are [n| = {n} for every n € Z, we have Sf = *f. We now show that *f is not expansive by

coverings.

Let *A = {*Ay,...,"Ax} be a covering of Z, with A = {A;,..., Ay} a covering of Z. We shall
prove that there exist distinct x,y € *Z such that, for every n € Z and every i € {1,...,k},

XA (T +n) = x-4,(y +n),

where x4, denotes the characteristic function of A;.

Consider the finite alphabet

¥ C {0,1}%, 5= {(xa,(n),...,xa.(n) :n € Z}.

Define s : Z — X by s(n) := (xa,(n), ..., xa,(n)).

For each m € N; consider the set of pairs that coincide on the centered window of radius m:

T =1{(i,j) €Z%: i#j and s(i+1t)=s(j+1) for all |t| <m]}.

Claim 1: T,, # @ for every m € N. Indeed, the number of possible words of length 2m + 1 over
¥ is |X)*" ™! < oo, while there are infinitely many positions i € Z. By the pigeonhole principle,

there exist i # j with the same centered block, hence (i,7) € T,,.
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Claim 2: The family is decreasing: T,, 11 C T), for every m (clear by definition).

By transfer, *T,, # @ for every m, and the family (*Tm)meN is decreasing, with

T ={(i,j) € "Z*: i#j and "s(i+t)="s(j+1) for all |t| <m}.

By countable saturation (recall that we work under the standing assumption that the nonstan-
dard extension is countably saturated; see Remark 2.1.11), there exists (z,y) € (e " Tm, With

x # y. This means that for every m € N and every ¢ with |t| < m, one has s(z +t) = s(y + ).

Let n € Z (standard); taking m > |n| and ¢ = n we obtain s(z +n) = s(y + n). Therefore
Xea,(x +n) = xea,(y + n) for every i = 1,... k and every standard n € Z. It follows that
*A={"Ay,...,*Ag} is not an expansivity covering for *f (Sf).

Since *A is an arbitrary covering, we conclude that S f is not S-expansive. O



Chapter 7

Conclusions and Open Problems

Main Findings

The aim of this thesis has been to show that a dialogue between dynamical systems and logic
(in particular, nonstandard analysis and set theory) is not only possible but also highly fruitful.
Although these areas have historically interacted less than their potential would suggest, this
work is grounded in a conviction—also shared by Hilbert—regarding the unity of mathematics:
the boundaries between disciplines are permeable, and the conceptual tools of one branch can

illuminate central problems in another.

From the dynamical side, expansiveness provides an ideal laboratory for measuring how
small differences amplify over time. The nonstandard translation of this phenomenon makes
it possible to study the behavior of orbits at infinite scales and then return with quantitative
conclusions to the standard world. In this back-and-forth, it becomes natural to relate qualitative
properties, such as the existence of doubly asymptotic pairs, to the decay rates of the expansivity
constants of the iterates of the system. In this way, the nonstandard language furnishes a common

grammar for formulating and resolving questions that are simultaneously geometric and arithmetic.

On the other hand, when studying expansive actions on ordinal spaces, a landscape emerges
in which topological dynamics intertwines with cardinal arithmetic. In this context, principles
of set theory such as the Generalized Continuum Hypothesis (GCH) and its “expansive”
version (EGCH) are not mere external curiosities, but frameworks that constrain which sizes of
groups can act expansively on certain compacta. This bridge between cardinality and expansiveness
suggests a general message: global dynamical invariants are also modulated by the choices of set
theory. The discovery that expansiveness and GCH share a combinatorial problem has been one
of the most pleasant surprises of this thesis, a point we believe deserves further exploration and
which motivated Chapter 5.

95
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The notion of metric independence of expansiveness is another avenue for future inter-
actions between logic and dynamical systems. As seen in Chapter 3, nonstandard analysis has
proved to be a useful tool, and the nonstandard compactification provides a powerful alter-
native to that of Stone-Cech. The interaction between the dynamics of a space and its various
compactifications may also be a promising route for linking cardinality and dynamics. In fact, in
Chapter 4 we show that if the space is o-compact and locally compact, an action is MIE if and
only if it extends to the one-point compactification as an expansive action, whereas this fails for
the Stone-Cech compactification, the largest one. It seems natural and interesting to ask about
possible relationships between the dynamics of a space and the “size” of a compactification that

will inherit dynamical properties such as expansiveness.

The exploration of these connections opens the door to a series of unresolved problems that

merit study. Below are some of the most relevant questions that have arisen from this research.

Open Problems

Question 7.0.1. For A\ > Ry, what can be said about EGCH(A)? Our conjecture is that it is
independent of the axioms of ZFC. At the time of completing this thesis we are working on the
design of a forcing to show that “EGCH(\) is consistent with ZFC. We believe that at least for

regular A this is within reach.

Question 7.0.2. In Proposition 5.2.26, is it possible to drop the hypothesis GCH?
Question 7.0.3. In Proposition 5.2.26, does DGCH(\); < DGCH(A); hold?
Question 7.0.4. Is metric independence preserved under finite coproducts?
Question 7.0.5. What happens to Theorem 6.1.12 when the space is not LCo?

Question 7.0.6. Does expansiveness imply Cauchy—expansiveness?
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