é\"’&
iy
DE LA REPUBLICA FACUIL‘TzD DE

URUGUAY PEDEC|BA = INGENIERIA CIENCIAS

UNIVERSIDAD \O(

44 avrinodvd

Optical and Optoelectronic
Characterization of Lead Halide
Perovskites and Its Solar Cells

Enzo Luigi Spera Anzalone

Programa de Posgrado en Fisica
Facultad de Ciencias, Facultad de Ingenieria

Universidad de la Republica

Montevideo — Uruguay
Octubre de 2025



S
=
UNIVERS!DAD\O( s i
DE LA REPUBLICA S FACUL‘TAD DE
S INGENIERIA CIENCIAS

URUGUAY PEDECIBA

Optical and Optoelectronic
Characterization of Lead Halide
Perovskites and Its Solar Cells

Enzo Luigi Spera Anzalone

Tesis de Doctorado presentada al Programa de
Posgrado en Fisica, Facultad de Ciencias de la
Universidad de la Republica, como parte de los
requisitos necesarios para la obtencion del titulo de

Doctor en Fisica.

Director:

D.Eng. Prof. Ricardo Enrique Marotti Priero

Codirector:

D.Sc. Prof. Carlos Javier Perayra Alpuin

Montevideo — Uruguay
Octubre de 2025



Spera Anzalone, Enzo Luigi

Optical and Optoelectronic Characterization of Lead
Halide Perovskites and Its Solar Cells / Enzo Luigi Spera
Anzalone. - Montevideo: Universidad de la Republica,
Facultad de Ciencias, Facultad de Ingenieria, 2025.

XII, 211 p. 29, 7cm.

Director:

Ricardo Enrique Marotti Priero

Codirector:

Carlos Javier Perayra Alpuin

Tesis de Doctorado — Universidad de la Republica,
Programa en Fisica, 2025.

Referencias bibliograficas: p. 168 — 185.

1. Absorcién, 2. Fotoluminiscencia, 3. Espectroscopia
Modulada, 4. Dinamica de Portadores. 1. Marotti Priero,
Ricardo Enrique, et al. II. Universidad de la Repiblica,

Programa de Posgrado en Fisica. III. Titulo.




INTEGRANTES DEL TRIBUNAL DE DEFENSA DE TESIS

D.Se.

Prof. Ariel Ferndandez Casoratti

D.Se.

Prof. Cecilia Stari Romano

D.Se.

Prof. Sofia Favre Samarra

D.Se.

Prof. Roberto Carlos Barragan Campos

D.Se.

Prof. Daniel Ramirez Ruiz

Montevideo — Uruguay
Octubre de 2025

v



A mi hijo Luca



Agradecimientos

Quisiera agradecer a todos los que hicieron este trabajo posible. A mis tutores
Ricardo y Javier por todo el tiempo brindado, la orientacién en mi formacién
y la oportunidad de formar parte de este grupo. A los colaboradores y los
colegas de varios rincones del continente sin los cuales eso no seria posible.

A mis amigos, los del jardin y aquellos con los que trabajo en la sala
20 compartiendo la mayor parte del dia y las actividades mas divertidas del
trabajo.

Muy especialmente agradezco a mi familia con la que creci estos anos, por
estar siempre para mi. Empezamos siendo dos y ya somos tres.

Finalmente a todos en el instituto de fisica con quienes se disfruta ensenar
y almorzar, siempre con una discusion interesante e inesperada. Y a todos los
que ahora me olvido de nombrar con mis disculpas, por hacer que esto fuera

posible.

vi



vil

We are at a unique stage in our

history. Never before have we

had such an awareness of what

we are doing to the planet, and

never before have we had the

power to do something about
that.

David Attenborough



RESUMEN

En esta tesis las propiedades 6pticas (absorbancia y fotoluminiscencia) de la
perovskita de yoduro de metilamonio y plomo desde temperatura ambiente
hasta 15 K y su evolucion con la degradacion fueron estudiadas.

La absorbancia presenté un fuerte comportamiento exciténico incluso a
temperatura ambiente. La fotoluminiscencia presenté diferentes compor-
tamientos con la temperatura al transicionar de fase cristalina. Se le atribuyo
un origen de recombinacion de excitén libre para la fase tetragonal de alta
temperatura y un origen de recombinacion de excitéon localizado para la fase
ortorrombica de baja temperatura.

La degradacion, atribuida principalmente a la descomposicién del metila-
monio por radiacién azul en el vacio, afecté mucho mas a la fotoluminiscencia
que a la absorbancia del material. Esta provocd un corrimiento de la transicion
de fase a mayor temperatura y una activacién de la fotoluminiscencia por re-
combinacion de exciton localizado a mayor temperatura. Esto se atribuyo al
aumento de la concentracion de estados de defecto.

En la segunda parte se estudian celdas solares de la perovskita yoduro de
metilamonio y plomo y de bromuro de cesio y plomo. FEn el primer caso se
analiza su perdida de eficiencia con la degradacion. Ambos tipos de celdas
fueron estudiadas con espectroscopias de intensidad modulada en un amplio
espectro de frecuencias. Se implementaron varios modelos para analizar estas
medidas.

Las celdas de yoduro de metilamonio y plomo mostraron dos ciclos en las
espectroscopias de intensidad modulada que fueron atribuidos a la dinamica
de huecos y electrones. Por otro lado las celdas bromuro de cesio y plomo
mostraron un ciclo no ideal que fue atribuido a una distribuciéon de procesos
de transporte y también presenté una dindmica asociada a las vacancias de

iones bromuro en el limite de baja frecuencia.

Palabras claves:
Absorcién,  Fotoluminiscencia,  Espectroscopia Modulada, Dinamica de

Portadores.
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ABSTRACT

In this thesis the optical properties (absorbance and photoluminescence) of
methylammonium lead iodide perovskite from room temperature to 15 K and
its evolution with degradation were studied.

The absorbance showed strong excitonic behaviour even at room temper-
ature. Photoluminescence exhibited different behaviours with temperature
associated to the crystalline phase transition. A free exciton recombination
origin was attributed to the high-temperature tetragonal phase and a local-
ized exciton recombination origin to the low-temperature orthorhombic phase.

The degradation, attributed mainly to the decomposition of methylam-
monium by blue radiation in vacuum, affected the photoluminescence much
more than the absorbance of the material. This caused a shift in the phase
transition to higher temperatures and an activation of photoluminescence by
localized exciton recombination at higher temperatures. This was attributed
to the increased concentration of defect states.

In the second part, methylammonium lead iodide and caesium lead bromide
perovskite solar cells are studied. In the first case, their loss of efficiency due
to degradation is analysed. Both types of cells were studied using intensity-
modulated spectroscopy over a broad frequency spectrum. Several models were
implemented to analyse these measures.

The methylammonium lead iodide cells showed two cycles in the intensity
modulated spectroscopies that were attributed to electrons and holes dynam-
ics. On the other hand, the caesium and lead bromide cells showed a non-ideal
cycle that was attributed to a distribution of transport processes and also pre-
sented a dynamic associated to bromide ion vacancies in the low frequency

limit.

Keywords:
Absorption, Photoluminescence, Modulated Spectroscopy, Carrier

Dynamics.
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Chapter 1

Introduction

1.1 Motivation

The objective of this thesis is the study of the optical properties of lead halide
perovskites (LHPs) and the optoelectronic properties of LHPs photovoltaic
devices. Perovskites have an ABXj structure, where A is formed by frag-
ments such as organic Methylammonium (MA*: CH3;NH) or Formami-
dinium (FAT: CH(NH,);), inorganic elements such as Caesium (Cs™) or
a mixture of them, B is a divalent metal cation such as Lead (Pb*T) or Tin
(Sn?**) and X is a halide such as chloride (C1™), bromide (Br~), iodide (I7)
or a combination of them [1, 2]. This thesis studies two Pb perovskites. One of
then, is the Methylammonium Lead Todine (MAPI) perovskite and its struc-

ture is presented in fig. 1.1 as an example of general perovskite structure.

The research into perovskites solar cells experienced a surprising increase
starting in 2009, when the first perovskite solar cell (PSC) using a hybrid
sensitizer with a perovskite structure and having an efficiency of 3.8% was
reported [4]. This work originated in the search for alternative materials for
dye-based solar cells (dye cells or Gritzel cells). The efforts made by the
scientific community in the decade and a half following this work, exploring
new architectures and new materials, have currently allowed the efficiency of
this type of PSCs to reach a value of 26.1% in single-junction architectures
equivalent to the commercial Si cells [5]. This is of great importance for the
photovoltaic industry, since it has been shown that the most efficient way to
reduce production costs of photovoltaic energy is through increased efficiency

[6]. An increase of this nature in energy conversion efficiency for a material

1
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Figure 1.1: Methylammonium Lead lodine perovskite crystal structure. Figure
from [3].

(or family of materials) has never seen before in history. This led to PSCs
using LHPs as absorbent materials currently being among the most efficient
technologies [7, §].

These studies have also provided deep insights into the optical and elec-
tronic properties of a wide variety of materials with the perovskite structure.
These properties include: a direct bandgap, which can be tuned in the visible
spectrum region using element substitution and quantum confinement effects
[1], a high optical absorption coefficient [9], a diffusion length of the order of a
micrometer for electrons and holes [10, 11], small values of the Urbach energy
and high values of the photoluminescence efficiency with narrow emission spec-
tra [12, 13]. Thanks to the discovery of these properties, LHPs have recently
begun to be used for the manufacture of other optoelectronic devices such as
lasers [14-17], light emission diodes (LEDs) [18-21], and radiation detectors
[20-22] among others. On the other hand, their properties also make LHPs
suitable for the manufacture of electrodes used to obtain Hydrogen from the

oxidation of water molecules [23, 24| and organic compounds degradation [25].

While these devices have been highly successful in recent years and show
very promising results that promise a future with perovskite-based devices on
the market, they are still in the early stages of development. This is mainly
because they still present stability problems that limit their duration [26, 27].
For example, PSCs show a rapid decline in their energy conversion efficiency,

so their current use in commercial devices is limited. These problems are



manifested in the PSCs of hybrid LHPs based on organic compounds. In prin-
ciple, this problem could be overcome by using completely inorganic materials
[20, 21, 26, 27]. One of the most studied inorganic LHPs has been C'sPbBrs.
This is the other perovskite that was study in this thesis.

Another major challenge facing new perovskite-based technologies is their
dependence on Pb to obtain devices with the desired properties. Pb is a highly
polluting and toxic element for humans [28, 29]. Although the final step in the
development of these technologies is a complete removal of Pb, this objective
still seems far away, since devices that use another type of cation, for example
Sn, have much lower efficiencies [30, 31]. With this in mind, this thesis also
presents our collaboration for the development of a new Pb recycling technique
for the manufacture of perovskites [32].

In this thesis, the degradation of MAPI perovskite samples will be studied
in depth through their optical properties dependence with temperature from
room temperature down to 15 K. In addition, full solar cells based on MAPI
and C'sPbBrs will be examined to analyse the impact of degradation on device
performance. A concerted effort will be given to analyse and model their
optoelectronic response across a wider frequency range than those previously
reported.

By addressing these aspects, the thesis contributes to a opportune stage in
perovskite research. A deeper understanding of degradation through optical
and optoelectronic characterization provides essential insight into one of the
main challenges limiting the long-term stability and technological deployment

of perovskite solar cells

1.2 Thesis Structure

This thesis is structured in seven chapters including this introduction chapter.

The second one is the Theoretical Framework, which contains the detailed
foundations of the knowledge necessary to understand all the subsequent re-
sults and conclusions of this thesis necessary for someone with a general knowl-
edge of physics. Some of the sections of this chapter contain long and complex
mathematical developments getting to the origin of the concepts. In this sense,
some sections have an abstract to emphasize the main conclusions. Here the
quantum mechanics and the Coulomb interactions that give origin to Wannier-

Mott excitons is presented as well as their interaction with light and phonons.



The second half present the p-i-n perovskite solar cell structure and a de-
tailed model for interpret intensity modulated photocurrent and photovoltage

spectroscopy.

The chapter three is the experimental methodology chapter with imple-
mentation details. Here a brief description of the samples synthesis is included
as well as the low temperature optical measurement experimental set up. Also,
the description of current-voltage curves, external quantum efficiency and in-
tensity modulated photocurrent and photovoltage spectroscopy measures is

presented here.

The chapter number four present the results and conclusions about the
dependence with temperature of the low temperature optical measurement on
Methylammonium Lead Iodine perovskite and its changes due to the degrada-
tion process. This results lead to three peer reviewed publications, two as first
author [32-34].

The chapter five presents the characterization of Methylammonium Lead
Iodine perovskite solar cells. Here the current-voltage curves and its evolution
under degradation are analysed. Its external quantum efficiency is presented
and the intensity modulated spectroscopies are analysed and modelled. For
this task, a new model is presented along with the one of chapter two. The
main objective of this analysis is to model the response of the cell to a mod-
ulated illumination. This is something for which there are not much studies
of this type of measures prior to 2017 in the analysed bibliography and in
all cases, they are limited to analysing a portion of the frequency spectrum,
either focusing on high-frequency electrons or low-frequency ions. This work
attempted to study a wider frequency spectrum and for this purpose differ-
ent models were implemented. Many attempts were made and not all were

successful but are presented here to explain the development of the research.

The chapter six present the characterization of Caesium Lead Bromide
perovskite solar cell. Here as in the previous chapter, along with current-
voltage curves, the intensity modulated spectroscopies are analysed with dif-
ferent models, although not all were successful, they are also presented to
explain the development of the research and how they lead to the final results

and conclusions.

Finally, chapter seven have the general conclusions.
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1.3 Publications

During this postgraduate studies the next peer reviewed papers were accepted:

e Enzo L Spera, Carlos J Pereyra, Yesica Di lorio, Mariana Berruet,
Marcela Vazquez, and Ricardo E Marotti. Charge dynamics in CulnSs
photovoltaic devices with In,S3 as buffer layer. Materials Chemistry and
Physics, 282:125871, apr 2022.

e Leunam Fernandez-Izquierdo, Enzo Luigi Spera, Boris Durdn, Ricardo
Enrique Marotti, Enrique Ariel Dalchiele, Rodrigo del Rio, and Samuel
A. Hevia. CVD Growth of Hematite Thin Films for Photoelectrochem-
ical Water Splitting: Effect of Precursor-Substrate Distance on Their
Final Properties. Molecules, 28(4):1954, feb 2023.

e Enzo L. Spera, Carlos J. Pereyra, Daniel L. Gau, Mariana Berruet, and
Ricardo E. Marotti. Excitonic optical properties of CH3NH3PbI3 per-
ovskite and its dependence with temperature. MRS Advances, 9(2):39-
44, jul 2023.

e Mariana Berruet, Matias A. Cérdoba, Enzo L. Spera, Ricardo E. Marotti,
Javier C. Pereyra, Analia V. Monti, and Kurt R. Taretto. Sustainable
up-cycling of lead-acid battery waste for hybrid perovskite solar cells.
MRS Energy & Sustainability, 11(2):606-615, 2024.

e Enzo L. Spera, Carlos J. Pereyra, Daniel L. Gau, Mariana Berruet, and
Ricardo E. Marotti. Temperature dependent optical properties of methy-
lammonium lead iodine perovskite: Influence of the initial degradation
process. Journal of Alloys and Compounds, 1027:180553, 2025.

1.4 Other Works

During the development of this thesis several measurements were carried but
they did not lead to promising results or were collaborations with other re-

search groups. Here is presented a list of them:

e Transmittance, photo-response and intensity modulated photocur-
rent spectroscopy measurements of 710y /Zn (0, S)/CulnSsy solar cells.
These cells were synthesized by Ph.D. Yesica Di Iorio from the National
University of Mar del Plata.



Reflectance, transmittance and photo-resistance measurements of BiST
and Bi19So7I3. These films were synthesized by Ph.D. Maia Mombri
from the Chemistry Faculty of the University of the Republic.

Current voltage curves and intensity modulated photocurrent spec-
troscopy measurements of dye-sensitized solar cells (DSSC) with antho-
cyanins as the absorber material. These cells were synthesized by Ph.D.
Fernanda Cerda from the Science Faculty of the University of the Re-
public.

Reflectance characterization of FTO coated glasses with nanoparticles
on Au. These films were synthesized D.Sc. Samuel Hevita from the
Pontifical Catholic University of Santiago de Chile.

Current voltage and intensity modulated photocurrent spectroscopy
measurements of haematite electrodes for hydrogen synthesis. These
films were synthesized Lic. Daniel Cerda from the Pontifical Catholic

University of Santiago de Chile as part of his doctoral thesis work.



Chapter 2

Theoretical Framework

2.1 Excitons

2.1.1 The Concept

When a photon absorption take place, an electron from the valence band make
a transition to the conduction band leaving a hole in the valence band. This
electron and hole are created in the same spatial region and because of that,
they can have a Coulomb like interaction. The negative electron feel an attrac-
tive force from the positive hole. This can create a bond between them which
is an hydrogen like bond with the electron and the hole orbiting each other.
This is known as a Wannier-Mott exciton. The Coulomb interaction link
the carriers together making them move together like a quasi-particle.

But this hydrogen like system will not have the same energy levels that an
hydrogen atom. To be able to apply the Bohr model, it must be considered
that the electron and the hole moves inside a medium with a dielectric constant
€sc [37]. But also must be considered the effective reduced mass p of the system
which is compose of the effective masses of the electron and the hole. This
masses are different of the mass of a free electron (mg) and depend of the
concavity of the band in which the carrier moves. As a result, the energy

levels as function of the quantum number (n) will be:

(D) e

being Ry the Rydberg constant (13.6 V). Because of the multiplying factor,

this energy levels are much smaller than those of an hydrogen atom, instead
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they are of the order of 1073eV (meV) just like shallow impurity states in
semiconductors. Another effect besides the reduction of the binding energies
is the increase in the Bohr radius because of the change in the effective masses

and the dielectric constant. This change is given by:

a* = (@) €se NPap (2.2)
o

as a function of the Hydrogen Bohr radius ag. This make the radius 100 times
bigger than those of an hydrogen like atom and also bigger than the lattice
constant.

All this makes the Wannier exciton a particle like system with an energy
a few meV below the conduction band in most cases easily to break. In the
solar cells case the excitons are separated by the electric field in the depletion
region. This Wannier-Mott excitons can be formed in most of the inorganic
semiconductors and can be dissociated by the thermal energy of the material
if their binding energy is small enough.

There is another kind of exciton formed in strong ionic and organic materi-
als in witch the electronic states do not form bands but instead have localized
discrete estates on each atom position. In this materials the crystal can be
seen as a set of individual atoms, each at a node of a periodic lattice. When
the extension of the highest occupied atomic state and the lowest free atomic
state are less than the lattice constant, an excitation of the crystal resem-
ble an excitation of isolated atom. Then an excited atom can be seen as an
electron-hole pair highly localized at one point in the lattice. In this case,
because of the Coulomb interaction between the exited electron and a hole on
the same crystal site a energetically favorable state is created. This is known
as a Frenkel exciton and in this case, it has a stronger binding energy of the
order of eV and its wave functions are shorter than the lattice constant [37].
Another Coulomb interaction with other energy levels in others crystal sites

delocalize it allowing it to move trough the lattice [37].

2.1.2 Wannier Excitons Characteristics

The concept of Wannier excitons relies on a few accepted ideas [37]:

(i) The full valence band with an empty state can be replaced by a single

quantum quasi-particle called hole, this particle have a positive charge



and a positive mass.

(i1) The valence hole and the conduction electron are taken with effective
masses my and m, respectively, both of which are different from the
bare electron mass, this difference coming from their interactions with
the periodic ion lattice. Appendix A can be consulted for more detail.

(i7i) Electrons interactions in semiconductors, although affected by the pe-
riodic ion lattice witch means that their mass decreases by a factor of
10, still keep the Coulomb potential of free electrons, namely, ~—, this
potential being simply reduced by the material dielectric constant €se
[37, 38].

(iv) Coulomb scatterings with zero-momentum transfer, (¢ = 0) are elim-

inated from the two particle interaction potential so it can indeed be

4me?
ESCLSQZ

¢ = 0 processes is achieved by properly choosing the average electron-

in 3D. It will be shown that the elimination of

taken equal to

electron potential in order to exactly compensate the long-range charac-
ter of Coulomb forces.

(v) All valence-band electrons are in the description of Wannier excitons.

None of these points are obvious. They must be established on strong

grounds. This is what will be done next following the developments of [37].

2.1.3 The Crystal Hamiltonian

Lets start with the Hamiltonian of N, electrons in a periodic lattice of N, fixed
ions. In a globally neutral system, we consider that each ion has a +|e| charge.

The system Hamiltonian then reads in first quantization as

1 ak e?
H= (23
ZZmO — = |7, - ,Z#]h“ —7“]| /Z;ﬁn’Rn_Rn”

where >/, denotes a double sum over (j',7), excluding j* = j been j the
index for the j-th electron. The first term is the kinetic energy of Ny free
electrons, my being the free electron mass in vacuum and FP; the j-th electron
momentum. The three other terms are, in order, the electron-ion, electron-
electron, and ion-ion potentials. Here n denotes the ion positions, 7; denotes
the j-th electron position and R, denotes the n-th ion position. The ion-ion

potential does not act on electrons but ensures the neutrality of the overall



system, as is necessary to cancel spurious singularities arising from the long-
range character of Coulomb forces [37]. At this stage, there is no semiconductor
dielectric constant in these potentials. It will appear later on when considering
Coulomb excitations between valence and conduction states. Here the ions are

consider as fixed, because there is no consideration about phonons here.

2.1.4 Splitting the Hamiltonian

First lets find an appropriate one-electron basis to describe semiconductors
in which Wannier excitons exist. For this lets introduce an average electron-

electron potential (V,_,)

Ve—e = Zﬁe—E(Fj> (24)

with T._(7) chosen at will for split the Hamiltonian in two parts
H = Ho + Voou (25)

been Hj, the one-body Hamiltonian
N,
Hy = ;%MQ:QZ;WQ (2.6)
v(7;) is the average Coulomb potential felt by al electron in a neutral system.
Neo

V(7)) = Te—e(75) + 2N.§: Rn| (2.7)

the Ny in the third term cancels out when adding in j. What is called the
“Coulomb potential” in eq. (2.5) is the two-body electron-electron potential

but subtracting from it the average electron-electron potential introduced in
HO:

V OU. e—e 28
ot = 2 CErle 29
Since we add and subtract V. . from the H Hamiltonian, this potential can be

chosen at will. Yet, for h(7) to have the lattice periodicity in order to possibly

10



use the Bloch theorem to obtain its eigenstate characteristics, V. . must have
this periodicity. In addition, its required that V, . to be such that Vi, can be
treated as a perturbation, that means, Vi, which governs the semiconductor
many-body physics, must bring contributions that are small compared to the
ones coming from Hy. So V.. must be choose such that it cancels the ¢ =
0 (zero momentum exchange case) term of the electron-electron interaction,

which is singular due to the long-range character of Coulomb forces.

The simplest average electron-electron potential is a constant. This physi-
cally means to taking V. as the Coulomb potential between one electron and
a sea of electrons, that is, to all the —N|e| electrons charge spread over the
whole sample volume. More elaborate average potentials can be used to get

better agreement with experiments, but this is enough for these calculations.

2.1.5 Bloch states

The Bloch states ‘n, lg> are eigenstates of the periodic Hamiltonian h

(h - CC:n,l;:‘)

n, /Z> —0 (2.9)

The eigenstates are characterized by a momentum k quantized in 27 /L for a
sample of size L, and a band index. The electron energies Enk form bands
which have a maximum and minimum. In samples with spherical symmetry
(so that the electron effective mass does not depend on crystal orientation),

enk can be expanded close to its extrema as

h2k?
2m,,

Eni = Enot (2.10)
m, is the electron effective mass of the band n (See appendix A). This mass is
negative for the valence band, n = v, which is the higher energy full band of the
semiconductor, while m,, is positive for the conduction band, n = ¢, which is
the lowest empty band. Usual effective masses in semiconductors are one order
of magnitude smaller than the free electron mass in vacuum. This physically
means that the lattice periodicity tends to lighten the electron, making it move

more easily in a semiconductor crystal than in vacuum.
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Notice that since ‘n, IZ> are eigenstates of h, they are orthonormal.

<n’ K

n, Ig> = 5n’,n§f€'/7i€’ (211)

2.1.6 The Hamiltonian with Bloch states Operators

For problems in which more than one electron are involved, it is convenient to
use the second quantization formalism. Lets write the corresponding creation

operator for the Bloch states as
‘n, 12> —al, |0) (2.12)

been |() the vacuum state. From here on the arrow indicating the vector nature
of k will be omitted in operators for clarity. So, the one-body part of the H

Hamiltonian will be
Hy = Z &tn,kaihkan’k (2.13)
n,k

Meanwhile, the two-body part of H in second quantization appears as

—

/ —r 7
1 n2k2 —(q anQ t t
VC’oul = 5 § 5 § § V . . anllk1+qa'n/2k2_q/an2k2an1k1

nyningne 4',q kke niki + 4 nmik

(2.14)
where V' is the scattering potential matrix. Since Coulomb interaction con-
serves momentum, the scatterings differ from zero for ¢ = ¢’ only. As ¢~ 0
processes come from large 7 Coulomb processes, the long-range character of
V. . would make the ¢ = 0 scattering diverge in the large sample limit. How-
ever, it is possible to eliminate this singular ¢ = 0 scattering, by choosing an
appropriate average Coulomb potential V. . like the one resulting from N,
electrons delocalized into a negative sea, as described above.

The scattering in the small momentum transfer limit can be approximated

as [37]

/ /

lim V T
g L3

(¢',q—0) (ny, k14 qlna, k) (nh, ke — q'|ng, ko)

niki+q mk
(2.15)
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Here (n), k1 + q|n1, k1) ~ 1 in this limit (¢ — 0) and for intraband process
(n} = ny). While this scalar product cancels as ¢ — 0 for interband processes,
n} # ny.

The intraband process are those in witch the interacting electrons stays in
their respective band. While interband process are those with one or more
electrons changing its band. As a result dominant processes are going to be
those in which the number of electrons in each band stays constant. Indeed,
Coulomb scatterings appear with an energy denominator which is equal to the
energy difference between the initial and final states of the considered Coulomb
process. The processes in which one electron changes band, bring an energy
change of the order of one band gap, while a processes bring an energy change
of the order of two band gaps if two electrons change its bands. Due to these
large energy changes, these processes can be safely dropped in many cases.

With only intraband processes the resulting effective Coulomb potential is,

in terms of valence and conduction Bloch states

4mre?
VCoul E L3 E E n1 k1+q n27k;2 qanz,kzanl k1 (216>
s 6sc

k1,k2 ni,n2

with n equal to ¢ or v. Note that this potential keeps the number of electrons

in each band constant.

2.1.7 Electron and Hole Operators

The next step to describe the Wannier excitons is to rewrite the Hamilto-
nian from conduction and valence electrons to electrons and holes. This is
achieved by transforming conduction and valence electron creation operators

into electron (a}) and hole (b]) creation operators along
al, = af, (2.17a)

app =0, (2.17b)

Here the phase factors induced by the spin and orbital degrees of freedom
of valence electrons are being neglected. These phase factors are crucial to
properly account for polarization effects such as a photon with o+ polarization
creating an exciton with the same polarization, that is, with total spin S = 1.

For completeness, lets mention the proper transformation of an electron with

13



momentum & and angular momentum (j,m) into a hole

O G (2.18)

J—m
This phase factor is unimportant in processes in which the number of valence
electrons stays constant, as in the effective Coulomb potential of eq. (2.16).
However, when this number changes, as for photon absorption or emission,
having the correct phase factor is mandatory to ensure polarization conserva-
tion.

The one-body part H,

This Hamiltonian from eq. (2.13) can be divided in conduction and valence

electrons
HO = Z 567kal’kac7k + Z 5U7kal7kav7k (219)
k k

with the hole operator from (2.17) and with the relation al}ka%k =1- av,ka;k

for fermion operators leads to
HO = Z Evk -+ Z €c,ka,tak + Z(_Ev,k)bltbk (2.20)
k k k

21.2 . . R
where ., >~ €.0 + % with m, > 0 close to the conduction band minimum
C

21.2 . .
and —e,; ~ €40 — —Z ﬂ’f with —m, > 0 close to the valence band maximum.
v

The Coulomb potential Vi,

Working with eq. (2.16) which is restricted to intraband processes between
conduction and valence electrons, with all scatterings identical and repulsive.
Some of these scatterings becomes attractive when turning to work with holes.
Lets divide it in three parts

(1) The Coulomb potential between two conduction electrons

1
Vee = 2 Z Va Z O by gty g ks O (2:21)
q#0  k1,ko

this simply become

1
Vee = 5 Z ‘/q Z aLHrqa'LQ*qakzakl = Vee <222)

q#0 k1,k2

(1) The Coulomb potential between a conduction electron and a valence
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electron is given by

— T i
V;U - Z V;I Z a’c,k1+qav,k27qavak2ac7k1 (223)
q#0 k1,k2

without the 1/2 prefactor because we can have (n; = ¢,ny = v) or (n; =

v,ny = c¢). Since for non zero momentum transfer czz,quam2 is equal to
—%,k;gal,b_q and by renaming I% = —(EQ —q),
Voo = = Z Yy Z a;ff1+qb£’2—qbkéak1 = Ve (2.24)
q#0 kl,ké

It can be seen that the repulsive interaction between conduction and valence
electrons turns into an attraction between electrons and holes, as expected for
holes seen as positively charged particles. This is the potential responsible of

the exciton formation.

(#4i) The transformation of the Coulomb potential between two valence
electrons,
1
Vo = 3 Z Vi Z aj}}kﬁqalm_qau@av,kl (2.25)
q#0  kik2

into the Coulomb potential between two holes is more complex. Indeed, for

q # 0, the relation al ky—qu ks = —a%kQal ks—q its still valid but ks can be equal
to k’l + Cf
T T _ T T
_av,kl—l—qa%]@av,kz—qavvkl - 5k1+q,k2 - av7k2av,k1+q 5k2—q,k1 - avyk’lav,kg—q

_ T T T T
- _5k1+q,k2 <1 - av,kZav,kl-l—q = Qo av,kg—q - avvk2av,k1+qav,kl a’v,kg—q
(2.26)

Using that g 4k, = Oky—qk, - As a result, the Coulomb potential between two

valence electrons splits into three terms:

Vo= =53 3 Vi + %kala””““lvkl 2 Vet Vi (2:2)

k1 ko#k1 ka#k1

The Vj;, potential comes from the last term in eq. (2.26). Now using

alkﬁqav,kl = —a%klal,kﬁq for ¢ # 0 and the hole operators, this last term
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can become .
_ T T
Vi =52 Va D bl gk sgbri iy (2.28)
G#0 K|k
where we have set k), = —(ks—q), and K, = —(ky + ¢). This Coulomb poten-
tial between two positively charged holes is repulsive, just like the Coulomb
potential between two valence electrons.
The first term of the valence-valence potential is a constant. It comes from
the Coulomb interaction between all the valence electrons, which is forgotten
when valence electrons vacancies turn into holes.

The second term in terms of hole operators is

> bk > Vi (2.29)
k

K £k

It brings an additional contribution »_,, 21, Vie—k to the hole kinetic energy
(—€ux) in eq. (2.20). This energy shift comes from the Coulomb interaction of
the valence electron k with all the other valence electrons, which is forgotten
in the electron-hole description of the problem. This term appears when the
k valence state is empty, that is, occupied by a hole, in order to compensate
for the Coulomb interaction between all valence electrons, as given by the first
term of eq. (2.27).

2.1.8 The electron-hole Hamiltonian

Leaving aside the constants in eq. (2.20) and (2.27) the Hamiltonian is rewrit-
ten as
H=H.+ Hp+ Vep, + Vee + Vi, (2.30)

which is call the electron-hole Hamiltonian. Here are present in order the term
corresponding to the free electron energy, the free hole energy, the interac-
tion between them that give place to the exciton formation and two terms
corresponding to the many-body physics interaction. The electron kinetic

Hamiltonian and the hole kinetic Hamiltonian are re arranged as

H, = Zg,(f)a,tak (2.31a)
k

Hy =Y e"blby (2.31b)
k

16



with a redefinition of the hole energy to take in to account the contributions
from eq. (2.27)

2.1.9 One-pair eigenstates

The correlated one-pair eigenstates of H., = H., + H, + V,, are the Wan-
nier excitons. Their spectrum consists of bound and extended states for the
electron-hole pair relative motion, the pair center of mass being delocalized as
a plane wave with momentum Cj over the sample volume L3.

The formal basis

In the absence of the electron-hole potential V,,, the one-pair eigenstates
of H, + H,, are the free electron-hole states.

Fes i) = af 0], 10) (2.32)

these states form a complete basis in the single-pair subspace, with a closure

relation as

K, Ek> <1€Ek( (2.33)

This basis can be used as a one-pair basis for the correlated pair state |i),

eigenstate of the Hamiltonian in the presence of Coulomb attraction:
(He+ Hp + Vo, — Ey) i) =0 (2.34)

|i) can be expanded in the one-pair basis

DEDY

E&Ek

i Ek> <1§ Ek‘z> (2.35)

Now it is possible to define a creator operator for the correlated pair
iy = B |0) (2.36)

This creation operator for excitons can be related to the free electron and free

hole creation operators as
B =3 dl bl <IZE;€‘Z> (2.37)
Eey’;k
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Since Coulomb interaction conserves momentum, the free pair states

]gea Ek>7
which are scattered by Coulomb processes and become the correlated pair
state |7), their total momentum Ee + Ky is conserved, this momentum being
the center-of-mass momentum Q; of the correlated pair |i); so, the double sum

can be reduced to one sum.

Because of this, it is possible to re write the momentum of the free electron

and the free hole as

hk, = p+ B.hQ; (2.384)
Rk, = —p + BuhQ; (2.38b)
Wlthﬁe—l—ﬁh—
22
(o) (h) h°Q
€P+,3eQi + g—p-ﬁ-ﬁth oM, + 2#% + Egap (2'39>

with M, = m. + my, the total mass, u;l = m;l + m,:l and Fyq, the semicon-
ductors bandgap.
With this changes for the momentum, the exciton creation operator can be

written as

V) t
quz Zf p+ﬁesz—p+6th (2.40)

where the prefactor SI()W) is the relative motion wave function of the electron-
hole pair forming the i = (Q;,;) Wannier exciton state with v; being the

relative motion state (solidary to the center of mass) taken so:

& = (0w (2.41)

p

The relative motion wave function of a Wannier exciton

If the interaction term between the electron and the hole that create the

exciton is considered:

(He + Hy + Vi) B, 10)

LA ( 2] j
N Z ( gap 2M ) 5 l Z V l P+55sz*p+/5th

970

0)
(2.42)

This shows that BTQi,w |0) is an eigenstate of the one-pair correlated Hamil-

18



tonian H,;, with an energy Egy,, + ZQJ\%Q + ¢,, and that the wave function {,(,Vi)

fulfills

2
S = DoV = e (243)
q#0
The above equation is nothing but the Schrodinger equation for the relative
motion of a hydrogen-like atom with effective mass p, in a medium having a
dielectric constant €,.. This result confirm the initial description of a wannier
exciton as an hydrogen like system with a much smaller binding energy.

The total energy of a Wannier exciton then has a contribution from the
hydrogen like system, the bandgap energy and the kinetic energy of the center
of mass of the exciton
R’Q? Ry

E,(Q,n) = Egp + oM, n2

(2.44)

The energy spectrum of a Wannier exciton is shown schematically in fig. 2.1.
This is a diagram of the energy of an exciton as a function of its center of mass
wavevector (K in the figure) for different values of its quantum number n. Since
the exciton is a two-particle state, its energy levels cannot be represented by
one electron energy levels. In the one-electron picture the ground state of the
semiconductor is represented by a filled valence band and an empty conduction
band. Since there are no electron—hole pairs in the ground state, this state is
represented by the origin in the two-particle picture. Because of this it is
not strictly correct to compare this with a band diagram. When the exciton
energy is above the free pair energy the exciton is ionized and we recover the

free conduction electron and the the free hole.

19



>

711

»Q

10>

Figure 2.1: The energy states of a Wannier exciton showing both its bound states
n = 1to 3 and the continuum states. F, is the bandgap and Rj}; the exciton binding
energy. Figure from [39]

2.2 Photocreation of a Wannier exciton

The exciton creation through the absorption of a photon is a complex process
that also involves a phonon as a mediator. The calculation of the excitonic
absorption spectra was first done by Elliott in 1957 [40]. The main results are
that as the exciton is an hydrogen like energy system, the absorption spectra
have a set of discrete energy levels with decreasing amplitude with the quantum
number and above them, a continuum energy set of states. This is because
for energies higher than the binding enerqgy, the exciton is ionized and leads to
a transition to an electron in the conduction band and a hole in the valence
band. But even this interband absorption behaves differently from a direct band
absorption because this process involve the creation of a high energy exciton that
then dissociates leaving a free electron in the conduction band and a free hole
in the valence band. This absorption process is much stronger than the direct
band to band absorption which make the materials with this kind of absorption
much better absorbers than other materials. A comparison of the excitonic

absorption and the direct band to band absorption can be seen in fig. 2.2

In principle, the absorption spectra of excitons can be calculated by in-
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troducing an interaction Hamiltonian between excitons and photons. Concep-
tually, however, the optical absorption by excitons is different from optical
absorption in the one-electron picture. When an exciton-photon interaction
(even a weak one) is introduced, the resultant eigenstates are linear combi-
nations of the photon and exciton eigenstates. Such a “coupled state” of an

exciton with a photon is known as an exciton-polariton.

In general, “polariton” is the name given to any coupled electromagnetic
and polarization wave travelling inside a medium. The polarization wave in
the present case is associated with the electric dipole moments of the exci-
tons (assumed to be non-zero). As excitons travel in the medium they radiate
electromagnetic waves. In turn, the electromagnetic waves can excite exci-
tons. In principle, there is no way to separate the exciton wave from the
electromagnetic wave. Thus introducing an exciton—photon interaction does
not necessarily mean that energy will be lost by photons inside the medium.
In this polariton picture energy is converted from photons to excitons and vice
versa. Suppose the sample is a thin plate and light is incident on the sample
from the left. Outside the sample there is only an electromagnetic field asso-
ciated with the photons. As it enters the sample the electromagnetic wave is
converted into a polariton wave. Unless there are other interactions that can
scatter the polaritons inside the sample, they will travel unattenuated to the
sample surface on the right. On exiting the plate from the right surface, the
polaritons are reconverted into photons with no loss except for those polari-
tons reflected back at the surface. Thus no optical absorption has occurred
inside the medium. In order for absorption to occur (that is, for energy to
be dissipated from the photon field that enters the sample) polaritons have to
be scattered inelastically, e. g., by phonons. After inelastic scattering some
polaritons will be absorbed and others eventually exit the sample and appear
in the form of emission (photoluminescence) at a different photon energy.

It is rather complicated to calculate the optical absorption using the
exciton-polariton picture since it is necessary to introduce energy dissipation
processes for polaritons via phonon scattering. One way to avoid this difficulty
is to assume that, as a result of scattering between excitons and phonons, the
exciton damping constant is larger than the exciton—photon interaction. In
this approximation one can replace polaritons by the photons and excitons
just interacting. Whenever a photon is converted into an exciton it will lose

its energy completely inside the medium via exciton damping processes. As
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a result, the rate of dissipation of energy from the photon field is completely

determined by the rate of conversion of photons into excitons [39].

This interaction between excitons and photons can be write using the linear

term of the field potential of the photons-electron interaction.

w="A.5 (2.45)
me
with g
A= =0 el@met) e 2.4
20, e +c c] (2.46)

Where @7 is the photon momentum, E, the electric field and c.c. stands
for complex conjugate. This interaction includes the annihilation of a valence
electron, the creation of a conduction electron and the annihilation of a photon.
But this also can be written as the creation of a hole and an electron with
the operators defined in eq. (2.17) forgetting phase factors linked to spin
and orbital degrees of freedom and restricting ourselves to the electric dipole
transitions.

W =3 9,00, 050, ina, (2.47)

Q~ P

Where aq, is the photon annihilation operator and Qg = A(Q,)|F.,| the
field potential amplitude times the transition matrix element which can be
approximated as a constant in the k — 0 limit. This means that this also can

be rewrite in terms of the exciton creation operator (2.40)
W=> Qq,aq,> Bh,. > (vl (2.48)
Q’Y 1223 P

The sum over p is calculated through a trick. Since the free electron wave
function in a size L sample is given by (r|k) = ¢*7/LP/2 where D is the space

dimension, we can replace 1 with L?/2 {p|r = 0). So,
> (wilpy = LPP2 Y wilp) (plr = 0) = LP7 (wi|r = 0) (2.49)
P P
Using this result its possible to write the potential as
W=>"Y 9 Blag, (2.50)
i Q
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where the coupling between an i = (Q);, ;) exciton and a @), photon is given
by
QQ'\/,i = QQWLD/Q <VZ'|7’ = 0> 6Q'yaQi (251)

The standard way to calculate photon absorption is through the Fermi
golden rule. Using it to calculate the optical transition probability per unit

volume from a state without excitons |I) to a final state |F') we get

= 205" FIWID) Po(Br ~ B) (2.52)

being Er the final state energy and E; is the initial state energy.

The contributions to the imaginary part of the dielectric function (¢;) due
to exciton absorption consists of two parts: one arising from the bound states
and the other from the continuum. For the discrete bound states, we have a

initial state |I) made of N, photons and no excitons so,
1) = [N,) @ [0) (2.53)

thus
W) =Y Qq,aq, |N,) ® Bl |0) (2.54)

Since a, |N,) = /N, —1|N,_), while |N,_;) ® Bl |0) is an eigenstate of
the exciton-photon interaction Hamiltonian with an energy (N, — 1)hw + E;
(defined in eq. (2.44)) we get, including the photon-exciton coupling (2.51) an

absorption coefficient

A= QN‘C”‘ LDZ|y|r:o>|5 E +h2@2 B (2.55)
hiw ' 9P M,  n? '

As is physically reasonable, the absorption rate is proportional to the light
intensity through the photon number N,. The absorption spectrum appears
as a set of delta peaks for photon energies hw, equal to all possible bound
exciton energies. The amplitude of these peaks scales as | (v;|r = 0) |?. Since
the square of the » = 0 wave functions for 3D bound states is nonzero only for
[ =0, only excitons with s symmetry can be optically excited. Using
the hydrogen atom wavefunctions with energy ¢, = —Ifb—%’, one can show that

the oscillator strength of the bound states with quantum number n decreases
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as n~3 so the absorption spectrum is dominated by the ground-state peak.

Then its possible to prove [38, 39] that the imaginary part of the dielectric

function is proportional to

|P.,|? 2w R}, Ry,

R aD Dl (e (2.56)
n=1

For the continuum states the exciton wavefunctions can be expressed in

terms of confluent hypergeometric functions. In this case its necessary to

recalculate the probability per unit of time for the exciton direct transition for

an incident radiation of density p(w) given by [39]:
R = |(FIW|I) P(E; — Ey — hw)p(w) (2.57)

here the initial state is the vacuum state as previously discussed but in this
case the final state is in the continuum states of excitons. This exciton wave
functions |F') are expressed in terms of the hypergeometric functions within
the hydrogenic approximation. These continuum wave functions can be de-
composed into the product of a radial wave function R(r) and the spherical
harmonic. R(r) have a dependency with the exciton kinetic energy E and

wave vector K and has the form:

T

R(r) = {ﬁ] D+ 1 — iz)|(2K7r) e 5 TR+ 1 — iz, 21 + 2, —2iKr)
(2.58)
In this expression [ is the usual angular momentum quantum number of the

exciton and V is the unit cell volume, x is a dimensionless quantity related to

the exciton kinetic energy E(K) = 22]\14(2 (M, is the exciton mass) and the R*

= (%)m (2.59)

' is the Gamma function and F is the confluent hypergeometric function [41].

exciton Rydberg constant

They are defined by an infinite series of the form:

1 2

et bz 2.
ST ST (260)

From this definition it is clear that b cannot be 0 or a negative integer. For

b > 0 the series will converge for all finite z provided both a and b are real. We
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are, however, only interested in direct and allowed excitonic optical transitions.
As shown in (2.51) the transition matrix element depends on the magnitude of
the final exciton wave function |F') at r = 0. For direct and allowed transitions

[ = 0. The radial wave function its simplified to:

R(0) = [Wfa 1)& ID(1 — iz)|F(1 — i, 2,0) -
{Vl/f(l - 1)!} (1 = iz)l

Now its necessary to calculate the magnitude of the Gamma function with a

complex argument. We will use the Gamma function properties:
I'(1+n)=nl(n) (2.62a)

F(n)[(1 —n) = for0<n<1 (2.62b)

sen(mn)

From the above results one can show that:
['(1 —ix) = (—iz)(—ix) (2.63)

and hence
—T

D(iz)D(—iz) = (2.64)

(iz)sen(ixm)
From the Weierstrass definition of the Gamma function we can show that the
complex conjugate of 1/I'(iz) is 1/T'(—iz). Combining these results together

we find the magnitude of the Gamma function with an imaginary argument:

T

T(1 - i) = | T(—ix)]? = (2.65)

senh(mx)

Finally, when we substitute this expression for |['(1 — ix)|?* into |R(0)* we

obtain:
™

wre

[R(0)]* = (2.66)

senh(mx)

For a given photon energy hw bigger than the energy gap £, the kinetic energy
is B =hw— E, and x = [R*/(hw — E,)]"/2.

The corresponding contribution of exciton absorption for a direct allowed
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transition to the imaginary part of the dielectric function is given by

| Py | (T — Eg)l/zwxe”
€; X
hPw?senh(mx)

(2.67)

Fig. 2.2 shows schematically the exciton absorption coefficient, including con-
tributions from both the bound and continuum states. The broken curve
displays the corresponding absorption coefficient when the exciton effect is
neglected. We note that the exciton effect enhances the absorption coeffi-
cient both above and below the bandgap. Instead of decreasing to zero at the

bandgap, the absorption coefficient approaches a constant.

n=1

Absorption coefficient

Eq Energy —>

Figure 2.2: Comparison between the absorption spectra in the vicinity of the
bandgap of a direct-gap semiconductor with (solid lines) and without (broken curve)
exciton effects. Figure from [39].

This previous, perhaps somewhat tedious, development was first carried
out by Elliott, which gave rise to Elliott’s model [40] for excitonic absorbance

in materials with permitted direct transitions, which will be used later:

*

=27 R
HZ$5<M—Eg+ H)+@(hw—Eg)
n=1

n2

T

P2
hw

e

a (hw) o

sinh (rx)
(2.68)

In practice, for the Elliott model implementation to fit experimental mea-
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sures, only the first peak will be considered (n = 1) and the Dirac delta ¢
distribution will be implemented as Lorentzian, Gaussian and Pseudo-Voigt
functions, and © is a Heaviside step distribution implemented as a sigmoidal

function.

2.3 Phonon Contribution to absorption

The absorption of a photon and the creation of an exciton is mediated by a
phonon through an inelastic scattering. This scattering implies the absorption
or emission of phonons associated to the photon absorption. This leads to a
broadening of the absorption peaks which otherwise would be sharp delta peaks.
This broadening process can be explained with a harmonic oscillator model with
a damping constant that quantify the life time of the phonon interaction. Using
the response function theory is possible to calculate the complex and frequency
dependent dielectric function of the material. The dielectric function, as will be
show next, have a Lorentzian shape for the imaginary part (associated to the ab-
sorption processes). This is the expected shape for an homogeneous absorption
and allow to relate the width of the absorption peak with the aforementioned

damping constant.

Previously it was discussed that the coupled state of polaritons made from
photons and excitons does not losses energy and that inelastic scattering with
phonons is necessary to explain the absorption process. We assume that when-
ever a photon is converted into an exciton it will lose its energy completely
inside the medium via exciton damping processes and we have been able to cal-
culate an absorption spectra leading to the Elliott model with delta functions.
In practice, no delta function absorption is ever observed. A real measure
have peaks with a width of tens of meV due to the inelastic scattering with
phonons. This can be taken into account considering that the polaritons do
not last forever but instead have a damping rate associated to a finite lifetime
7. This lead to the homogeneous widening of the absorption.

Its possible to explain with it a classical model where the absorption is con-
sidered like an harmonic oscillator with an eigenfrequency wq associated to the
energy of the transition with a damping rate I' = % that take in consideration
the inelastic phonon dispersion. Indeed, let us assume that the oscillator has

been excited in the past and is now performing damped oscillations. Clearly,
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the energy from the oscillator will dissipate with time. The equation of free

motion of a damped oscillator is:
mii + 20ma + mwju = 0 (2.69)
Solving for u, we obtain an oscillation with an envelope decreasing exponential.
i = ilge Hetiot (2.70)

defining @y = /w3 — I'? >~ wy for wy >>T.
Then for a single induced dipole moment p = —qu, the polarization of N

dipoles turns out to be:
P = —Ngijpe Tttt (2.71)

This would be the transient polarization in a material after turning off the
excitation. To show that this behaviour leads to the homogeneous widening of
the absorption, we will use the response function theory [42]. So, lets dedicate

a few paragraphs to explain it.

The polarization of the medium is caused by the external electric field
(disregarding ferroelectric materials). Due to the causality principle, the po-
larization at a given time ¢ depends on the field at the same moment as well
as at previous moments ¢, but not on the field behaviour in the future. We
therefore postulate the following general relationship for the polarization as a
functional of the electric field [42]:

P(t) = ¢ / t k() E)dt (2.72)
This postulates that the polarization at any time ¢ may principally depend on
the first power of the field at the current and all previous moments, as follows
from the integration interval that is chosen in correspondence with the men-
tioned causality principle. The specific way, in which the system “remembers”
the field strength at previous moments, is hidden in the response function
k(t,t"), which must be specific for any material. Eq. (2.72) is in fact the first
(linear) term of an expansion into a Taylor power series of E. As we hold only
the linear term of the series, all optical effects that arise from (2.72) form the

field of linear optics.

28



In general, when the materials are anisotropic, k(t,t') is a tensor. As we
restrict our attention here to optically isotropic materials, P will always be

parallel to E, so that k(t,t") becomes a scalar function.

Its possible to do a further simplification due to the homogeneity of time,
k(t,t") will in fact not depend on both times ¢ and ¢’ separately, but only on
their difference ( =t —t'.

—

Pt)=co [ wOB(- Qg (2.73)

Now, if we assume that the electric field oscillate harmonically with a frequency
w like E(t) = Ege ™!, then

—

E(t — () = Ege “tei< (2.74)

With this monochromatic field, the polarization would be:

—

P(t) = Eye ™', /000 K(¢)e™CdC (2.75)

We define the linear dielectric susceptibility x, complex and frequency-

dependent as expected, according to:

x(w) = e /000 k(Q)e™d¢ = e(w) — 1 (2.76)

This theory allows us to calculate the susceptibility and consequently the di-

electric function.

Let us return now to our transient polarization in eq. (2.72) and lets
calculate the response function assuming that the polarization is the response
to a delta peak of electric field. This would represent an incoming photon that

is absorbed.

—

E(t) = Eyd(t) = P(t) = eor(t)Ey (2.77)

Using (2.71)
= k() oc e Ttetieot (2.78)

Now, the response function is real and the polarization must be continuous so
k have the form:
K(t) oc e sen(@ot) (2.79)
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The susceptibility associated to this response function is calculated as

') ) [e'e) iwol __ ,—1iwoC )
x x / e‘r<sen<wo<>ew<d<=/ e (2—) edc (2:80)
0 0

This lead to two integrals

(W) = 21 [ / - el TCHI+a0)IC g / . e[rw(wwoncdc]
]
0 0 (2.81)

1 1 1
T2 [_—F—f-i(w—l—d}o) - —F+z’(w—a0)]

We multiply and divide by the conjugate to obtain the expressions we are

loking for

1 [(w+@0) —il il — (w —@0)1 (2.82)

F T2 (wt @2 | T2+ (w— )2
The first term of this expression for y is clearly much smaller than the second
and can be neglected, although it ensures the symmetry relationships of the real
and complex parts of susceptibility derived from the Kramer-Kronig relations.
The imaginary part of the susceptibility is equal to the imaginary part of the
dielectric function and show the Lorentzian behaviour we were expecting to see
for the homogeneous broadening of an absorption or emission process. This
was accomplished by taken into consideration the life time of the polariton

interacting with phonons.

This calculations were carried out considering the damping of the oscillation
amplitude with a decay rate of I'. As the energy is proportional to the square

of the amplitude, it will dissipate with double the decay rate ' = 2T".

Noticing that the imaginary part of the dielectric function is Lorentzian, is
easy to see that the Full Width at Half Maximum (FWHM) is indeed 2T.

In the case we have presented, a weak coupling between excitons and
phonons is assumed and then the line shape is Lorentzian, with half of the
width given by the reciprocal of the life-time of the exciton due to phonon
scattering. In the opposite limit of strong coupling, where the fluctuation of
exciton energy due to lattice vibrations is larger than the width of the exciton
energy band (that is, the transfer energy of an exciton between neighboring
lattice sites), the line shape is Gaussian, being determined from the Franck-
Condon principle applied to the adiabatic potential for the localized exciton

[43]. This is because electronic transitions are relatively instantaneous com-
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pared with the time scale of nuclear motions, therefore if a molecule is to move
to a new vibrational level during the electronic transition, this new vibrational
level must be instantaneously compatible with the nuclear positions and mo-
menta of the vibrational level of the molecule in the originating electronic

state.

2.4 Temperature dependent exciton linewidth
Model

As was presented before, the linewidth of absorption and emission of photons by
excitons is determined by the scattering with phonons. But each type of phonon
(i.e. optical or acoustic) interact different with excitons. In this section, the
characteristics of this interactions are analyzed to separate the temperature de-
pendency of the linewidth which are originated from the interaction with longi-
tudinal optical and acoustic phonons. This lead to an Bose-Finstein like and a
linear dependency respectively. A constant contribution to the linewidth its also
added because of the scattering of excitons with impurities and imperfections

i a crystal that as any other is not perfect.

The contributions to I' arises from the various phonon scattering mecha-
nisms which can be considered independent because we are considering con-
tributions from different optical and acoustic phonon modes.

The interactions of excitons with Longitudinal Optical (LO) phonons are
described by the Frohlich interaction. In a polar or partly ionic crystal with
two or more atoms per unit cell, the long wavelength LO phonon can induce
an oscillating macroscopic polarization, the interaction between an electron
and this macroscopic Coulomb potential is known as the Frohlich interaction.
Transverse Optical (T0) phonons can not induce a macroscopic polarization
because they involve atomic displacements perpendicular to the wavevector of
the phonon. This does not generate a macroscopic electric field because the
polarization remains neutral in the longitudinal direction.

This can be understood by considering that the divergence of the electric
displacement must be zero to ensure the charge neutrality V - D = 0. For a
harmonic field this means 5(13 . E) = 0. So, ether k- E = 0 i.e. a Transversal

wave or ¢ = 0 which doesn’t mean that E = 0 but instead E = —P /€0 meaning
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that this longitudinal field is macroscopic.

The processes involving the LO-phonon interaction are shown on the right-
hand side of fig. 2.3, where it is seen that the phonon can scatter the exciton to
the same bound state (intraband contribution), to higher-lying bound states,
and to continuum states.

In calculating the contribution to the exciton linewidth from acoustic
phonons, the deformation-potential is considered. The processes involving
acoustic phonons are shown on the left-hand side of fig. 2.3, where it is seen
that only intraband scattering contributes because of the small velocity of

sound which means low photon energy.

NN

N
I

O K

Figure 2.3: Illustration of the processes contributing to the phonon-induced life-
time of the lowest-lying exciton state. The solid lines indicate exciton-bound states,
the hatched area indicates continuum states, and the dashed lines show the polari-
tons dispersion branches. Processes involving LO phonons are shown on the right
hand side of the figure, and processes involving acoustic phonons are shown on the
left. Figure from [44]

To explain the shape of each contribution to the exciton linewidth lets start

by presenting an interaction Hamiltonian:

Hex—ph = Z Vi’il(Q)Bg’k+qBi/7k(ag + Cl_q) (283)

L
z?l ?kiq
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This Hamiltonian takes into account the state change of an exciton from i’
to ¢ and its change in momentum £ through the creation or annihilation of a
phonon of momentum ¢ represented by the creation an annihilation operators
a,. The interaction is mediated by the matrix element for exciton-phonon

interactions that can be written as [44]:
Vi) = [ @roi(n)nr) [uge o) — uhelinr i) (2:84)

where ¢(r) are the wave functions for the exciton, m, and m,, are the effective
masses of the electron and the hole that form the exciton and M is the total

mass of the exciton.
For the case of the Frohlich interaction [39, 44],

2
uz _ uZ _ |:27T€ thO (i . l):| q—l (285)

\%4 €so €0

being V' the cell volume, hwpo the phonon energy, ¢ its wave vector and €.,
and ¢y the high frequency and low frequency limit of the dielectric function re-

spectively. Meanwhile, for the deformation-potential interaction with acoustic

phonons [39, 44],
B\ 2
eh _ 1/2 D 9.
Uq q <2va) e,h ( 86)

where v is speed of sound, D, are the deformation constants, and the isotropy

of the elastic properties of the system has been assumed.

We will be taking into consideration only the 15 state for excitons with
energy Fig, witch makes sense because we have seen that the first exciton state
have the biggest amplitude and that only excitons with S symmetry can be
optically excited. So the contribution of each type of interaction to the exciton
linewidth is T'y4 [44],

Iy, = 27TVZ/

where E;(q) is the energy of any other state with wave vector ¢ and N(q) is

(;i‘;sN(q)\vi»“(q)y?a(Els = Ei(g) + hw) (2.87)

the Bose Einstein distribution for phonons:

N(g) = —w—— (2.88)



For the case of the LO phonon interaction, using the energy dispersion
of eq. (2.44) for excitons in the state 15, substituting (2.85) in (2.87) and

integrating over ¢, the contribution to the exciton linewidth is,

IS (Eys) = quz |vis,i(q) (2.89)
Here ¢ ; is given by
"G ot B E 2.90
on - wro + g — Ly (2.90)
C is,
9 1 1
C= NLo(T)e tho _— = — (2.91)
€0 €0
and

v15.4(q) = / dProt(r) o (r) [e(iq.r%) - e(—iq.r%} (2.92)

From this result, it is possible to separate the temperature dependent part
from the rest.
P =75 Neo(T) (2.93)

The ~ parameter can be calculated to see its dependence with the phonon
momentum and the contribution to it of excitons in the discrete and continuum
states. This calculations are kind of tedious and the v parameter can also be

estimated experimentally so this calculation will not be included here.

For the case of the deformation potential of the acoustic phonons, let’s start
by pointing out that for the 1.5 ground state of the exciton with momentum

k = 0, energy conservation for one-phonon absorption gives

where v is the averaged sound velocity. Substituting this equation and eq.

(2.86) in (2.87) and considering that for 7 > 10K the Bose factor for the

kpT

ies e can calculate [44]:

acoustic phonons can be expanded to give N, =~

Fdef M2

* - * _9212
kol m [De(l—i—aBZPz) > = Dp(1+ a5 Py 2} (2.95)

where P, = m;v/h, p is the density, and aj is the exciton Bohr radius.

Once again we reach an expression that gives the dependence with the
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temperature
[%f = 74 T (2.96)

Finally another constant term I'y should be added to de linewidth because
of scattering due to impurities and imperfections in a crystal that as any other
is not perfect.

Summarizing we have a temperature dependent expression for the different
contributions to the linewidth of the exciton absorption and emission peaks

known as the Segull expression
I'=To+ YaesT + v Npo(T) (2.97)

This expression will allow us to analyze the changes in the linewidth of the

absorption peaks when varying the temperature of the samples down to 10 K.

2.5 Gurioli Model for Free Exciton Thermal-
ization

In this section a model for the photoluminescence originated in the recombi-
nation of free excitons (free to move through the crystal) is presented. This
model, analyze the Stokes Shift defined as the difference between the excitonic
absorption peak and the photoluminescence peak energy position as a function
of the temperature. The model assumes that the Stokes Shift is due to a ther-
malization of the exciton gas in the lattice. Assuming the inverse generation
mechanism for the recombination it is possible to linearly relate the square of
the Full Width at Half Mazimum of the absorption peak with the Stokes Shift
times the temperature and the Boltzmann constant. When this behaviour is ob-
served, it 1s reasonable to assume that the proposed recombination mechanism

18 then correct.

When the excitonic absorption and the photoluminescence (PL) spectra
of different materials are compared, some PL peak show a red shift from the
absorption peak and others do not. This difference is called Stokes Shift (SS).
This is originated in the thermalization within the inhomogeneously broad-
ened exciton band. This inhomogeneity can be understood considering that

the exciton band is composed of sets of states due to the phonon contribution
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to the energy. The transitions between this states is not homogeneous but
instead is ruled by the Franck-Condon principle which states that an elec-
tronic transition is most likely to occur without changes in the positions of
the nuclei in the molecular entity and its environment. The resulting state is
called a Franck—Condon state, and the transition involved, is a vertical tran-
sition (without momentum change). The quantum mechanical formulation
of this principle is that the intensity of a vibronic transition is proportional
to the square of the overlap integral between the vibrational wavefunctions
of the two states that are involved in the transition. Fig. 2.4 illustrates the
Franck—Condon principle for vibronic transitions in a molecule with Morse-like
potential energy functions in both the ground and excited electronic states. In
the low temperature approximation, the molecule starts out in the v = 0 vi-
brational level of the ground electronic state and upon absorbing a photon of
the necessary energy, makes a transition to the excited electronic state. The
electron configuration of the new final state may result in a shift of the equi-
librium position of the nuclei constituting the molecule (dg). The transition is
indicated by a vertical arrow due to the assumption of constant nuclear coordi-
nates during the transition. The probability that the system can end up in any
particular vibrational level is proportional to the square of the overlap of the
vibrational wavefunctions of the original and final state. The electronic excited
state quickly relax to the lowest vibrational level of the lowest electronic exci-
tation state (Kasha’s rule), and from there can decay to the electronic ground

state via photon emission.

The free excitons created due to photon absorption, after momentum and
energy relaxation, populate the exciton states with a quasi equilibrium distri-
bution described by an effective temperature Tg. Then, if the inhomogeneous
broadening is small compared to the thermal energy kgTg, each exciton state
have essentially the same thermal population: the PL resemble the absorp-
tion and the SS is not observable. On the contrary, if the excitonic linewidth
exceeds the thermal energy, the low energy side of the inhomogeneous exci-
ton band is enhanced by the thermal population and a SS appears. Based on
this simple model, it is possible to find a general relation between the SS, the
photogenerated excitons temperature Tr and the absorption linewidth A.

The temperature Tg can be different from the lattice temperature 7, and
in general, has been shown that is higher [45]. This is because Tg is the

temperature of a quasiequilibrium state inducted by a continuous radiation
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Figure 2.4: Franck—Condon principle energy diagram. Since electronic transitions
are very fast compared with nuclear motions, the vibrational states to and from
which absorption and emission occur are those that correspond to a minimal change
in the nuclear coordinates. As a result, both absorption and emission produce

molecules in vibrationally excited states. The potential wells are shown favoring
transitions with changes in v.

flux. If it is taken off, the excitons will recombine and this temperature will

have no meaning.

Let discuss the effect of thermalization on the PL line shape. If the pho-
togenerated excitons are in thermal equilibrium at temperature Ty, the PL
spectrum will by given by [46]

E—EO)

Ioo(E) ~ a(E)e"Fa7s (2.98)

where the absorption spectrum «(FE) is multiplied by the Boltzmann distribu-
tion with the exciton transition energy F, taken as the inflection point for the
thermal distribution. Rewriting a(E) = ag(E)+a(E), where ag(E) is the fun-
damental (first) excitonic transition and @(FE) represent the higher excitonic
states including the continuum. Assuming also that «o(E) has a Gaussian

profile due to inhomogeneities in the material, 2.98 becomes
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_ 2
Ipr(E) ~ czo(Eo)e(_(EQ:;O) )J‘%) +5(E)e(—f;f§>
2 2 (2.99)
_(B=Eg+0°/kpTE) o2 ) _ (_ E—Eo)
= Oéo(Eo)e( 2 26876 ) 1 §(E)e\ F5Te

The dominant contribution to the PL is therefore a Gaussian band with the
same linewidth as the absorption, but peaked at the energy E}, = Fy—0?/kpTg.
From the hypothesis of thermal distribution and the assumption of a Gaussian
excitonic band, the SS (SS = Ey — E{j) between the absorption and the PL
lines is 2 A

= ~ 0.1
l{?BTE 0 8]€BTE

where A = 2v/2In20 is the full wight at half maximum (FWHM) of the Gaus-

sian absorption line.

SS (2.100)

Note that, assuming a Gaussian line shape, the only effect of the ther-
malization in the inhomogeneous band is the SS, neither the validity of the
thermal equilibrium hypothesis nor the value of the exciton temperature Ty
can be determined by the PL line shape analysis. Then it could be questioned

whether a Gaussian profile is a realistic assumption.

In any case, assuming an arbitrary line shape «g ((E — Ep)/A) for the
exciton band, the Stokes Shift will be determined by imposing Ej = Ey — S5,

this equalizing to zero the first derivative of Ip;, from (2.98)

1 SS 1 SS
—al [(222) - (=22 = 2.101
a ( ) kBTan ( ) 0 (2.101)

where af(x) is the first derivative of ay(z). Defining G(x) = «f/ay, the Stokes

Shift expression is

A
SS=-AG! 2.102
(i) (2.102)
which, for A < kgTr becomes
AQ Oéo(O)
SS = 2.103

where af(x) is the second derivative of ag(z). Therefore even if (2.100) is
only correct for a Gaussian line shape, it is found that, apart from the 0.18,

the predicted dependence of SS with both temperature and linewight are valid

38



independently of the exact absorption line shape.

As an example, if ag(x) were a hyperbolic secant, in the limit A < kgTg,
the Stokes Shift would be SS = 0.14A?/kgTe.

2.6 Steady-State Luminescence of a Localized-
State Ensemble

Here a model for the photoluminescence originated in the recombination of car-
riers in localized states is presented. An equation for the population density
balance of this states is used to analyze the carriers dynamic. It considerate
a generation rate due to the pumping light, an escape mechanism, a recapture
mechanism and an optically active recombination one. All this processes are
considered to have a constant rate. The model is complementary to others em-
pirical rules and tries to predict the behaviour of the peak position, the FWHM
and the integrated PL with the temperature. This results are summarized in
fig. 2.50.

Carrier localization is a common phenomenon in many material systems
such as semiconductor alloys, quantum wells (QWs), and self-assembled quan-
tum dots (QDs). It has profound effects on electrical and optical properties of
the materials. It has been known for long time that a number of anomalous
temperature-dependent luminescence behaviours are related to carrier local-
ization, including the “S-shaped” temperature dependence of the luminescence
peak position [47] and a reduction of luminescence linewidth with increasing
temperature [48]. In this section a distribution function for localized carriers
will be derived and a model for the luminescence of localized-state ensemble
(LSE) will be developed. The model suggests that thermal redistribution of
localized carriers within the localized states is the cause of the anomalies in
the temperature dependence of the luminescence peak. For a system with
localized electronic states having the density of states (DOS) p(F), the rate
of change of carrier population density N(FE,T) in the state at energy £ and
temperature 7 is given by [49, 50]

AN(E,T)
dt

%N/p(E) o N(E,T) o(E—Ea)/kpT _ N(E,T)

=G(E
G( )+ A Tir Tr

(2.104)

39



where F, is the energy position of a delocalized state to which the localized
carriers thermally escape. The first term on the right, G(F), represents the
rate of carrier generation due to optical pumping or electrical injection, which
is proportional to p(E) according to G(E) = kp(E) [49, 50], where k is a
constant. The second term on the right represents the number of carriers
re-captured by the localized states per unit time, in which ~, is the recapture
coefficient, N’ is the total number of carriers that are thermally activated away

from the localized states as given by

+oo
v [ (BT (=g o g (2.105)

o) Tir

in which n% is the attempt-to-escape rate of the localized carriers. A =
fj;o p(E")dE' is the total number of localized states. The third term on the
right-hand side of (2.104) gives the thermal escape rate of the localized carriers
and the last term describes the de-population rate of the carriers due to radia-
tive recombination. The term % represents the rate of radiative recombination.

For simplicity, 7, and 7, are assumed to be constants.

The solution of (2.104) under steady-state condition (2 = 0) is [50]

N(E,T) = AT)n(E,T) (2.106)
where

AT = (T T G /A (21072)

n(E.T) = <5 /’;gl — (2.107D)

In (2.107b), &(T) = fj;o n(E',T)dE'. Expressing n(E,T) as n(E,T) =
f(E,T)p(FE) a distribution function can be obtained

1
e(B=Ea)/kpT 4 1, /7,

f(B,T) = (2.108)

Note that n(F,T') essentially describes the shape of the luminescence spectrum

given by N(E,T)/7,., because A is a function of T only.

Consider a general case, i.e., a localized-state ensemble system with a

Gaussian-type DOS, which may result from defects or alloy composition small
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differences:
(E—Eg)?

p(E) = poe” 27 (2.109)

In the above, py and Ej, are the amplitude and peak energy position, respec-

tively, while o is the standard deviation of the distribution.

As mentioned earlier, n(FE,T') represents the “shape” of the luminescence

spectrum and the luminescence peak position can be found by setting % =
0. It was found that [51] at

n(E,T) reaches a maximum. The temperature dependent coefficient (7" can

be obtained by numerically solving the following equation [51]:

2
o Tir (ngleﬂ
— ] - — 2.111
<kgf) x]<7%)€ ’ .

It should be noted that the temperature dependence described by (2.110) is

only due to carriers thermal redistribution within the localized states. It is

zet =

known that the band gap of an idealized semiconductor material without
localized electronic states is itself temperature dependent, which is usually
described by the Varshni empirical formula for conventional tetragonal semi-
conductors [52]. There is a remaining discussion if this empirical model is
applicable for perovskites but after taking it into account this factor, the vari-

ation of the peak position of luminescence from LSE would be given by
2

0]
E=FE
torT

—z - kgT (2.112)

where « is the Varshni parameter and © the Debye temperature of the material.

The Full width at half-maximum height (FWHM) is an important param-
eter for a luminescence spectrum, which is also embedded in n(E,T). The
FWHM I(T') of n(E,T) can be obtained by numerically solving n(E,T) =
n(Epk, T)/2. As will be shown below, the variation of I'(T") with temper-
ature exhibits a "valley”, i.e., ['(T') decreases first and then increases with
raising temperature. Besides the variation in linewidth due to the thermal
redistribution of carriers within LSE, the broadening due to phonon and im-

purity /imperfection scattering should be taken into consideration. The ef-
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fective FWHM of the luminescence peak is determined by making convolu-
tion of n(E,T) and a Lorentzian function (or a Gaussian function). Us-
ing a Lorentzian function [4E? + (I 4 Ip)% " were Ty is due to impu-
rity /imperfection scattering and Ty, = YaeT + 7" Nio(T) due to phonon
scattering as presented in (2.97) [44].

The integrated intensity of the luminescence spectrum is proportional to

the total number of localized carriers, i.e.,

+o0 +oo
I(T) x N(E',T)dE = A/ n(E,T)dE' (2.113)

—0o0 —00

Using an integral approximation [50]:
2

/+OO T e VT (2.114)

- 1 +€a(x+b) L= 1 + e2-41bsind

where 0 = arctan(a/2.41). The equation can be derived as

(Eoy — Eo)kgTLn(t, /1) ~1
\/(kBT)2 +2(0/2.41)2 ] } (2.115)

I(T) {(1 + e )exp

For o = 0 (i.e., 6-functional DOS), the above expression is reduced to the well
known model describing thermal quenching of luminescence for a two-level
system. Indeed, for the case of ¢ = 0, no thermal redistribution takes place
and the system becomes essentially an equivalent two level system. This fact
thus further validates the current model, which is more general. Note that for
the two level system, FE, — Ej is in effect the thermal activation energy of the

carriers.

Figure 2.5a shows the calculated profile for N(E,T) using Fy = 1.185 eV,
E, = Ey+0.073 eV, 0 = 13 meV, 7, /7. = 0.027/250, . = 0.9. From
the figure, it is seen that the typical anomalies in the temperature dependent
luminescence are reproduced. Figure 2.5b.7 shows the peak positions of the
spectra as a function of temperature together with that predicted by Varshni
empirical formula using the Varshni parameter « = 0.48 meV/K and the
Debye temperature © = 270 K. The sum of the two contributions is given by
the solid curve, which is seen to agree excellently with the experimental data

for an Ing35GagesAs QD sample.

Figure 2.5b.77 presents the dependence of the FWHM on temperature, from
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luminescence peak position (i); FWHM (4);
and integrated intensity (%) for the case of
E, — Ey > 0 using the parameters given for
fig. 2.5a. The squares are experimental data
and the solid lines are calculated using corre-
sponding equations as denoted.

(a) Calculated population densities of local-
ized carriers N(E,T) for system which re-
semble luminescence spectra, as a function
of energy and temperature for the case of
E, — Ey > 0. The curves are shifted along
vertical direction for clarity.

Figure 2.5: Calculated spectra for different temperatures and experimental data
of an Ing35GapesAs QD sample. Figure from [50].

which it is seen that the reduction of FWHM in the luminescence spectra is
mainly due to the effect of redistribution of localized carriers. The effect of
phonon scattering broadens the spectra monotonously as the temperature in-
creases, whereas carrier thermal re-distribution results in a dependence show-
ing a valley as already mentioned earlier. The combination of the two effects
leads to the anomalous dependence of FWHM on temperature shown by the
solid curve in fig. 2.5b.7. In the calculations, the values of vy = 5.0 meV/,
Yaer = 10 peV/K, ¥*© = 18.8 meV and hwro = 36 meV were used. Finally,
fig. 2.5b.114 gives the integrated intensity of the luminescence. It can be found
that the calculated intensity agrees well with the experimental data.

The results presented above are for E, — Ey > 0. The value of £, — Ej

measures the mean thermal activation energy for the localized carriers. For the
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case of £, — Fy < 0, the calculated luminescence peak position as a function of
temperature will show a ”S-shaped” temperature dependence of luminescence
peak [53]. In fact, there are experimental data for InGaN/GaN QWs samples
that exhibit this behaviour. Then the anomalous temperature dependence
of the anti-Stokes photoluminescence peak can also be reproduced with the
current model.

Finally, a briefly discussion on the physical meaning of F, it is given. Like
the Fermi level in the Fermi-Dirac distribution function, F, in the distribu-
tion function derived above gives a energy level below which all the localized
states are occupied by carriers. Its relative position to FEy (the free states
beginning energy) essentially determines anomalous temperature dependence
of luminescent peak position. F, may be the quasi-Fermi level of samples,
which depends on concentration of carriers optically/electrically injected and
magnitude of the built-in electric field within the samples.

This model quantitatively describes the temperature dependence of the lu-
minescence spectra from localized carriers. It reproduces almost all the anoma-
lies observed for the luminescence of LSE systems and shows that the lumi-
nescence quenching model of a two-level system is simply an approximation of

the current model under certain limiting conditions [50].

2.7 Urbach-Martienssen Energy Tail

For a number of insulators including ionic crystals, semiconductors and organic
crystals, it has been found that the low energy tail of the fundamental optical

absorption follows the empirical rule expressed as [54-56]

_(Ey—F)

a(E) xage FsT (2.116)

at sufficiently high temperatures, where ay and Ej are almost independent of
the incident photon energy E and the temperature. This expression states
that the logarithms of the absorption coefficient can be well approximated by
a straight line with respect to energy F in the low energy tail, and that the
straight lines for various temperatures cross each other almost at one point
I = Ey which is called the Urbach Focus.

In view of the temperature dependence, it is almost evident that this expo-

nential tail originates in the exciton-phonon interaction. For a certain group
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of crystals such as alkali halides, the slope tends to a finite value as T'— 0, in
which case kg7 in (2.116) have to be replaced by the effective value defined
by

En
r_ P
kgT" = Uy coth <2k’BT> (2.117)

at low temperatures. Here Uy can be understood as a temperature-independent
contribution reflecting the level of static disorder [56] and the energy E,, is
on the order of phonon energy. This empirical rule was discovered by Urbach
for silver halides (indirect edge) [57], and established by Martienssen for alkali
halides (direct edge) [58]. Therefore its known by the Urbach-Martienssen rule
(U-M rule or tail).

Authors ascribe the U-M tail to the exciton-phonon interaction with two
approaches to the problem [54]. In the first one, higher-order perturbational
expansions with respect to the exciton-phonon interaction are performed. In
the second one, momentary trapping of an exciton by the local lattice de-
formation due to thermal lattice vibrations is considered. The former is the
approach from the mobile nature of exciton in the lattice, whereas the latter

is that from the localized nature of exciton.

As for the experiments, there are two types of crystals depending on the low
temperature behaviours of the low energy tail of the exciton absorption peak.
In CdTe which belongs to the first type, it has been observed the LO-phonon
sidebands on the low energy side of the exciton peak at low temperatures,
which grow up and are smoothed out, tending to the U-M tail as temperature
rises [54]. This situation at low temperatures can be understood with the per-
turbation theory as was analyzed by Segall [59]. Therefore, one can take the
U-M tail for CdTe as the many-phonon assisted optical creation of excitons
which is blurred by the overlap between many phonon sidebands. In alkali
halides which belong to the second type, the absorption spectrum of excitons
has a low energy tail of exponential form without any phonon structure even
at the lowest temperatures. One cannot understand this tail with the pertur-
bation theory because at very low temperatures there are no phonons to be
absorbed in creation of the exciton. It is known, however, the exciton in alkali
halides has states lower than the free exciton states in the undeformed lattice,
namely it becomes self-trapped by a local lattice deformation induced by itself
[60]. Tt can then be supposed that the optical transitions to various vibrational

states of the self-trapped exciton will give rise to the low energy tail of the,
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absorption peak of the free exciton even at 0 K [54].

It might be supposed that the first of the two approaches mentioned before
can be applied to the case where the exciton-phonon interaction is compara-
tively weak (crystals of the first type), and that the second to the case where
it is comparatively strong (crystals of the second type). However, in order
to describe the U-M tails in the two different types of crystals from a uni-
fied viewpoint, it seems necessary to take appropriate account of the localized
states of exciton in the phonon field. This is evident for the second type, no
so much, for the first type where the low energy tail seems to be understood
in terms of the many phonon processes of exciton absorption. It is more in-
telligible to describe this tail in terms of the exciton trapped momentarily by
local lattice deformation since many phonons associated with an exciton can
be interpreted by a local lattice deformation around it. Such trapped states
appear from place to place and from time to time during thermal lattice vi-
brations, although they require finite lattice energy and are not stable relative

to the free exciton states in crystals of the first type.

The calculation of the absorption lines for this model were made by Cho
and Toyozawa. They took the states of the composite particle of Frenkel
exciton plus phonons which are localized at the exciton site in order to take
explicit account of their localized nature and obtained the exciton absorption
spectrum at T= 0 K, which consists of a sharp peak due to the mobile exciton
with or without the low energy tail (approximately exponential) according as
the self-trapped state is stable (the second type) or not (the first type) [61].
Their treatment explains well the situation at 0 K on the low energy side of
the exciton peak. Although, in this case they use the Frenkel exciton model to
emulate the self-trapped exciton. Their treatment is not fully adequate since
the exciton is confined to the same lattice site as the lattice deformation. This
seems to result in drawbacks of the absorption spectrum obtained for energy
close to or above the exciton peak, since the exciton in this energy region can
be considered to move almost apart from the local lattice deformation. In
fact, in the absorption spectrum obtained by their first approximation, there
appears a broad Gaussian band, reminiscent of the bound exciton, on the high
energy side of the sharp exciton peak valid for the second type but not the first
one. The absorption spectrum of a self-trapped exciton has Gaussian shape,

while that of a free exciton has Lorentzian shape.
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2.8 Perovskite Cell Operation

The objective of this section is to explain the working principle of perovskites
solar cells and in a broader sense all the p-i-n type of cells. The main charac-
teristic of this devices is that the absorber material (in this case a perovskite)
is an intrinsic semiconductor (or lightly doped). This absorber is placed in
between two highly doped materials that act as selective contacts for each
type of photogenerated charge carriers in the active material. These layers
are commonly known as Hole Transport Layer (HTL) and Electron Transport
Layer (ETL). At least one of this layers, the one on the light incident side,

must be transparent so the light can reach the active layer.

However, the analysis of this technology’s working principles can be blurred
by substantial densities of mobile ions in these mixed ionic-electronic semicon-
ductors. In fact, mobile ions modulate the electric field and charge carrier
distribution within the perovskite absorber [62, 63]. Both quantities directly
affect the solar device optoelectronic properties (bulk/interphase carrier recom-
bination and transport), mechanical properties (compressive film strain), and
photovoltaic behaviour (reverse bias breakdown, photo-induced halide segrega-
tion, hysteresis, degradation, etc.). Understanding this technology, therefore,
requires an accurate band diagram that accounts for a distribution of electric

field in perovskite solar cells that is consistent with experimental results.

Two main features of the electric field distribution have been experimen-
tally unveiled in perovskite devices. The electric field is shielded in bulk and is
distributed asymmetrically within the absorber. The first evidence of this is the
observation of a negative photocurrent opposite to the photocurrent induced
by carrier extraction right after applying a forward voltage (i.e., a negative
field) to a device initially at equilibrium [64, 65]. To explain this observation,
it has been proposed that the positive built-in voltage drops at the contacts
and is zero in the bulk at equilibrium. Hence, the negative applied field creates
a net negative field in the bulk that drives most photogenerated carriers away
from their selective contacts and leads to a negative photocurrent. The second
experimental evidence is the observation of reverse bias breakdown currents
for relatively small reverse bias values (between -1 and -5 V) [66]. This be-
haviour has been ascribed to carrier tunneling from the perovskite into one of
the transport layers. This only occurs when most of the voltage within the ab-

sorber drops close to one of the contacts, allowing for a thin tunneling barrier

47



[66]. Most of the potential dropping close to one contact implies that the field
is distributed asymmetrically and suggests that the bulk is field-free at steady
state. The last evidence is that provided by Weber et alii [67]. These authors
revealed an asymmetric potential distribution within the perovskite absorber
using Kelvin probe force microscopy after applying 0.5 V in the dark. They
showed that after 700 ms, ~ 80% of the applied voltage drops close to the
ETL, and the remaining ~ 20% drops close to the HTL, leaving no voltage
drop within the bulk.

Let us start by establishing the general framework that will be used
throughout this section. First, we consider an intrinsic perovskite semicon-
ductor in the dark without any contact (Figure 2.6.A). All the ionic species
are distributed homogeneously in the film with a concentration Ny (in cm™3).
Then the film is contacted with an ETL on the left (x = 0) and an HTL on the
right (x = L). Both transport layers are assumed to be heavily doped so that
no voltage drops within the contacts. The built-in voltage resulting from the
difference in contact work functions drops linearly between the HTL and ETL
(Figure 2.6.B). The built-in field triggers the migration of positively charged
halide vacancies toward the HT'L. This is because to date, most studies suggest
that ionic transport is mostly mediated through halide vacancies (V) [68, 69].
This process induces the formation of a halide-vacancy-depleted region close to
the ETL containing an excess of anions (Figures 2.6.C and 2.6.D). Note that if
negatively charged mobile halides migrated instead of positively charged halide
vacancies, the halide-depleted region would be formed close to the HTL and
the halide-accumulation region would be created close to the ETL.

The following model assume that the field is governed by mobile ions only
given that NNy exceeds the carrier density under operational conditions (~
10%em=3). The volume effects are neglected due to large ion concentrations
at the interface (this includes double layer effects). We define w,, w_, V,,
and V_ to be the width and voltage drops within the vacancy-accumulation
(4+) and vacancy-depleted (-) regions. We choose the convention: V. > 0
and V_ < 0. We define Q;,, to be the total ionic charge (in C.cm?) in the

vacancy-depleted and vacancy-accumulation regions.
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Figure 2.6: Schematic energy diagrams of an intrinsic perovskite film in dark
equilibrium. (A)The film does not have contacts. (B) After the ETL and HTL
have been deposited on either side of the film, a built-in potential (V4;) is created
that linearly drops within the film and triggers the drift of mobile ions toward
the contacts. (C) Case where both cations and anions are mobile. Both ions are
symmetrically distributed. (D) Case where halide vacancies are mobile and anions

are immobile. This theory predicts an asymmetric ion distribution. Figure from
[63].
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2.8.1 Ions Charge Distribution

To calculate the ions charge we will present method called the ”surface polar-
ization” (SP) theory to semi-analytically solve the Poisson equation. In this
approach proposed by Richardson et alii [70-73], the ionic charge at the con-
tacts is obtained by analytically calculating the first integral of the Poisson
equation, with the condition that anions are immobile. This model predicts
that the ionic vacancy charge is distributed asymmetrically.

To do this first let’s analyse the ions current density j‘v; inside the material:

—

]V; = _quonvnvac + q2nvac,ulionE (2118)

Here ¢ is the ions charge D,,, is the ions diffusion coefficient, n,,. the ions
concentration per volume, g, the ions mobility and E the internal electric
field. As the ions are contained in the material the condition jv;g = 0 must be

imposed. And now assuming a concentration gradient only in the x direction

. . S - . . 99
and replacing the electric field with its dependency with the potential £ = —3%
we get:
OMyae 0p
Dion = TyacHion —a_ 2.11
Ox Hvacttion < 8x) (2.119)
using the Einstein relation (D;,, = plionksT)
OMiyae 0p
kgT = —QqNyge— 2.120
B2 o AMvac ( )
and now defining Vi = kgT'/q
a vac vac a
Moae _ _ Mvac 99 (2.121)

or  Vp Ox
This differential equation can be solved with the condition n..(¢ = 0) = Ny

—¢

Nac(z) = NoeVr (2.122)

Next, this cation concentration along with fixed Ny anions concentration

is substituted in the poison equation.

eVr —1

(2.123)

0x? €€o €€o

Po_ 2 ()

with €y and € are the dielectric constant of the vacuum and the material dielec-
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tric function respectively. Now, this expression is pre-integrated by multiplying

by dx and integrating. On the left sine the change of variable % = u is
used bsie) )
TR0 or 1 /8¢
du = - | =— 2.124
o Ox? 8:B /0 =g (6$) ( 2)
T/ e O V) =2
/ (eVT . ) 99 i _/ (eVT - 1) dé = —Vper — ¢+ Vp  (2.124D)
0 Ox 0
leading to
1(06\° aNoVr [ == ¢
(=) =221 — -1 2.125
2 <8:U) €€p e Vr ( )
which leaves us to
06 20NVr (2 6\
— =4y — (e +——-1 2.126
ox €€p * Vr ( )

Finally, using the gauss law applied to the infinite plane result we get the

charge per unit area related to the electric field

Tion = €€0 (—%) (2.127)

which leads to charge distribution proposed by Richardson et alii [70-73]. Here
we have change the sign of the potential to match the convention used by

Richardson.

o ¢ 1/2
Oion, — T 2q€€0NOVT <€VT - = — 1) (2128)
Vr

2.8.2 Potential profile in the cell

In this section we will model the potential profile in the cells interfaces. The
Poisson equation relates the electrostatic potential field, ¢, to the distribution
of charged species. As previously mentioned, the prevailing charged species
in the perovskite absorber are mobile vacancies with density n,,. that are
compensated by anions with density Ny. Hence, the general Poisson equation
already used reads: ,
==L uwe— Ny (2.129)
To find an analytical solution, in this case, it will be necessary to assume

that changes in ion concentration take the form of step functions rather than
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continuous functions previously presented. For a given field, vacancies migrate
toward the HTL to shield the applied field until a field-free region is created
in the bulk of the absorber (when the drift-diffusion current of these mobile
vacancies is zero). Simultaneously, the vacancy-depleted region grows wider
as vacancies drift toward the HTL. This leads to the asymmetric distribution
of figure 2.7.
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Figure 2.7: Schematic diagram of (a) the Ion Density, (b) Electric Field, and (c)
Electrostatic Potential Profile. Figure from [63].

Case w_+wy < L
Using these hypotheses, an analytical solution can be obtained in the va-

cancy depleted (-), neutral (0) and vacancy accumulation (+) regions.

O0E_

= = —E(;Lﬁn_ V. depleted region
9% — (0 Neutral region (2.130)
85;* = ?’Emr V. acumulation region

To obtain the electric field in each region, the equation (2.129) is integrated
for each region using the continuity of the electric field and the fact that the

field is zero in the neutral region:

E (z)= —% = —Ln_(z—w_) Vi depleted region
Ey(x) = —% =0 Neutral region (2.131)
E (x)= —% = Ini(r— L+wy) Vi acumulation region

The electric field profile is depicted in figure 2.7.B. The charge neutrality con-

dition imposes that the total ionic charge in the vacancy-depleted region must
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be equal to that in the vacancy-accumulation region:
Nyws =n_w- (2.132)

This implies that £_(0) = E,(L). We obtain the electrostatic potential by
integrating again, using the continuity of the potential and with the reference

potential in the neutral region:

¢ (1) =sLn_(z—w_)? V, depleted region

2ep€
¢o(x) =0 Neutral region (2.133)
¢4 (x) = —5Lny(z — L+ wy)? Vi acumulation region

The electrostatic potential profile is depicted in figure 2.7.C.
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Figure 2.8: (A) perovskite solar cell, where the band profile is determined by
the distribution of accumulating vacancies close to the HTL and the remaining
immobile anions in the vacancy-depleted region close to the ETL. (B) A p-n junction,
where the band profile is determined by the distribution of fixed ionized donors and
acceptors in the n and p semiconductors respectively. Figure from [63].

We can now use the electrostatic potential distribution given by equation
(2.129) and multiply it by the electron charge (—¢q) to plot the energy diagram
shown in figure 2.8.A. As expected, this energy diagram is highly asymmetric
and is featured by a field-free region in the bulk of the absorber. A direct
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analogy can be established with a p-n junction, as shown in figure 2.8.B.
In fact, the vacancy-depleted region in the perovskite solar cell would cor-
respond to a weakly doped p-type semiconductor in a p — njunction, while
the vacancy-accumulation region would correspond to a highly doped n-type

semiconductor.
Case w_+wy =L

This condition implies that the mobile vacancy concentration is too small to
fully shield the potential difference between the ETL and HTL and the field-
free region disappears. The critical vacancy concentration that determines
when the electric field is no longer screened in the perovskite bulk is found by
solving the equation w_ 4+ w, = L. For a 400 nm thick perovskite device with
a voltage drop of 1 V' and dielectric constant of 24, this condition is satisfied
when Ny = 5 x 10%¢m =3 [63]. Under this conditions, the mobile vacancies will
not fully screen the electric field in the bulk of the absorber. In this case, the
potential distribution is the sum of the potential due to mobile ion shielding
the potential, as defined by equation (2.133), and the part of the potential
that is not shielded that drops linearly within the absorber.

This model assumes the migration of one type of mobile ion that accumu-
lates at the HTL, in line with studies that show halide vacancies to be the
dominant mobile ion in halide perovskites. Note, however, that this model
does not consider the existence of other mobile ions with smaller concentra-
tions since these ions would not affect the electric field distribution. The model
predicts that if 1 V' drops within a 400 nm thick perovskite absorber with a

3. most of this voltage drops

mobile vacancy concentration > 5 x 10%cm™
within the vacancy-depleted region close to the ETL. In the case where nega-
tively charged ions would be mobile instead of positively charged vacancies, the
vacancy-depleted region would be formed at the HTL and the accumulation
region at the ETL. This simple model reproduces the field asymmetry and the
field-free bulk features discussed previously and can easily be used to extract
the mobile vacancy concentrations and the main band diagram features (Nj,
wy, w_, Vi and V_) from charge measurements (Q;o). It is worth mentioning
that this approach is valid to reproduce the electric field even under illumi-
nation given that the concentration of free carriers for a working solar cell

(< 10'em=3) [74] is negligible with respect to the ion concentration.
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2.9 1V curves

A photovoltaic cell works in the same way that a diode in dark conditions. But
under illumination, due to the absorption process the carrier concentration
changes. When light is absorbed a pair e~ - h™ is created and separated in
a depletion region in the same way that happen to the pair created due to
thermal agitation which give place to the saturation current. As a result, a
photo-current is generated in the same direction that the saturation current.
This photo-current is due to the photo-generated carriers and because of that,
it will only depend on the generation and recombination rates. Because of this,
we can considerate photo-current as an additive term to the diode current on

the Shockley diode equation.

qV.
](V) = Lsat (eﬁ - 1) - ]light (2.134)

The most common parameters reported for a photovoltaic cell can be seen

in figure 2.9 and they are:

i) The short circuit current I,., defined as the current when the applied
potential is zero.
i1) The open circuit voltage V,., defined as the voltage when the current is
Zero.
iii) The current I,,,, and the voltage V.4, corresponding to the point of
maximum power (P = V1) of the current-voltage curve.
iv) The Fill Factor (FF') defined as
Loz Vinax
FF = v (2.135)
it is the quotient between the maximum power of the cell and the max-
imum power of an ideal cell in which the IV curve is a rectangle. This

parameter is normally between 0.7 ad 0.85 for a S commercial solar cell.
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Figure 2.9: Typical curve of current vs voltage for a photovoltaic cell under illu-
mination. Figure from [75]

Knowing this parameters is possible to calculate the efficiency dividing the

max power by the incident power or:

L Vo FF
 AE,

Where A is the effective area of the cell and Ej is the global incident stan-

n (2.136)

dard spectrum irradiance on earth surface after crossing 1.5 times air masses
(Eo ~ 1000W/m?). This intensity is defined on a sunny day, with the sun at
48.19° degrees from the zenith and taking in consideration the dispersion and
reflections. This is the standard intensity used to report solar cells.

In practice, when characterizing photovoltaic cells there are factors that are
not taken into account by the model (2.134) like the internal resistance of the
semiconductor or the contacts which can be modelled as a series resistance Rg
[76, 77]. For voltages higher compared to V., diodes and cells show an ohmic
behaviour. The current leaks, the recombination outside the depletion region
and the possible short circuits on specific points of the junction can be modelled
as a parallel shunt resistance R,, The recombination lost in the depletion
region lead to changes in the behaviour observed in equation (2.134) can be
modeled with an ideality factor. This factor m goes in the denominator of
the exponential argument in accordance with Sah, Noyce and Shockley theory
[78]. The ideality factor is going to be 1 in the ideal case, meanwhile if the
recombination in the depletion region is mediated by the Shockley Read Hall

recombination process, the factor is going to be 2. Different values between
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1 and 2 are due to more complex process [79]. All this affects the Fill Factor
and in consequence the efficiency n. Taking all this into consideration, a better

model presented in figure 2.10 can be constructed.

Ilight

Ipy I,

0

L

Figure 2.10: Equivalent circuit for a real photovoltaic cell.

The photo-generated current is represented by the current source. The
Shockley model gives the I current through the diode taking in consideration
the voltage drop in the series resistance R,. The shunt current I, though the
resistance Ry, represent the loses and finally the current through the R, is
the total current from the cell. The current voltage relation is given by the

expression:

a(V—RsT) V — R,
I = IO (6 mkpT 1) + R— - [light (2137)
sh

This expression can only be evaluated numerically, but using Lambert’s W
function, which is defined as the inverse function of y = ze®(i.e. lamW (y) =

x), an expression for the current is obtained [76]:

o K i Rsh(-RsIlight + RSIO + V)

I =
Rs Rs(Rsh + Rs) 91
mky T qRs Iy R Rgpa(Rsljjgne+RsIp+V) ( ) 38)
+ lamW Sl e~ mRT(RsTRyp)
qu (Rs + Rsh)kaT

This expression depends on 5 parameters, Iy, ljjgne, m, Ry and Rg,. Besides
that, its difficult to separate the currents Iy e Ij;45; which normally have orders
of magnitude of difference. It will be convenient to simplify the expression
(2.138) for the current. To do this, equation (2.137) is evaluated in short circuit

and open circuit conditions (I =0y V = V). This lead to expressions for
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Iy y Ijjgne which help to eliminate variables in (2.138)

<]SC + Rslsg*Voc) 6773":1%0
sh
Iy = Tl Voo (2.139a)
1 —e mky T
Isc + RsIsc—Voc Voc
Light + Io = e + (2.139D)
1—¢e  mhT Rgp

With this, substituting in (2.138) the dependence with Iy e ;4 can be elim-
inated reducing to 3 the parameters.

On the other hand, a way to estimate this parameters is with an expression
for 4 obtained from (2.137):

dl Ilight +Ily+1— (V — R — mka/Q)/Rsh

R, (2.140)

From here it can be obserbed that for high voltages, the cell will have an ohmic
behaviour and the series resistance R, can be estimated as the slope of the plot

of V' vs I. meanwhile, in short circuit conditions, the approximation

av

- ~ R, R, 2.141
dl l1=15¢,v=0 ht ( )

can be made.

2.10 IMPS and IMVS Models

With every new solar cell technology great research efforts are made and per-
ovskites solar cells are not the exception. Consequently, a priority of current
research is the characterization of electronic parameters such as the electron
diffusion coefficient, D,,, and the electron recombination lifetime, 7,,. The life-
time of photogenerated charge carriers is one of the most important parameters
in solar cells, as it rules the recombination rate that defines the open circuit
voltage and the required minimum extraction time. Lifetime evaluation of
solar cells is frequently conducted via transient electrical methods like Open
Circuit Voltage Decay (OCVD) and transient optical methods when its pos-
sible like Photoluminescence Decay (PLD). This methods often lead to large
discrepancy between optically and electrically determined lifetimes. This is

because the assigned lifetimes are being severely influenced by capacitive de-
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cay rates of spatially separated charge carriers. These “lifetimes” have thus
very little in common with lifetimes relevant under steady state operational
conditions of the solar cell. The problem of lifetime determination via elec-
trical means arises from that the relaxation of such charges, being associated
with quasi-static capacitances of geometric type or from space-charge regions
in the device [80]. This is mayor issue in devices with a strong ionic behaviour
like perovskites.

But, a way to face this issue is to use frequency domain techniques instead
of time domain techniques. The frequency spectroscopic measurements show
features that distinguish the different processes and regimes that are present in
the devices according to their different characteristic frequencies. The Inten-
sity Modulated Photocurrent Spectroscopy (IMPS) and Intensity Modulated
Photovoltage Spectroscopy (IMVS) are two techniques for the study of carrier
dynamics that were first developed to study electrolytic cells but are applicable
to solid state cells [81].

The objective of these experiments is to measure the characteristic times
associated to the processes that occur inside the cells. For this, their optoelec-
tronic response to light whose intensity is modulated at variable frequencies
is studied. This is done using a LED/laser with a fraction of its intensity
modulated and the frequency response of the photocurrent is measured for
the case of IMPS, and the photogenerated voltage for the case of IMVS. By
doing this, currents or voltages are obtained and is useful to plot then on
Nyquist diagrams (real or in phase versus imaginary part or in quadrature of
the currents and voltages as the case) or Bode plots (Real, imaginary or mod-
ule and phase against its frequency dependence). From these measurements
the characteristic frequencies of the system can be obtained.

These measures were first developed with white light but an advantage of
using lasers is that it is possible to see different features associated with the
effects that each photon energy has on the device.

The result of this measures are similar to those of Impedance Spectroscopy
(IS), they also present semicircles in the complex plane which goes to zero
in the high frequency limit. The electronic diffusion effect is observed at high
frequency, far from the low frequency ionic polarization allowing the separation
of the effects. Therefore, it is important to find the spectral signatures of
diffusion. The diffusion effect is usually manifested as a 45° inclined line at

high frequency in the complex plane representation of the spectra. This is the
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Warburg impedance with the square root dependence on the angular frequency
as Z(w) o (iw)~2, clearly indicating the presence of a diffusion transport

resistance [82].

But, an enormous number of papers have analyzed the IS response of Per-
ovskites Solar Cells, and such a response has not been observed. The usual
reason to explain the absence of such an observation is that the transport
resistance it too small due to the large electron mobility/diffusion coefficient
and becomes absorbed in the series resistance. There have been also a number
of studies of Metal Halide Perovskites (MHP) using IMPS, but the spectral
observation of Warburg features has not been achieved. Often, the IMPS trans-
fer function in MHP shows the curious feature that the spectra turn to real
negative values (Third quadrant) at high frequency. This high frequency fea-
ture has been often explained in the literature as the effect of RC attenuation
[35, 83, 84], that is, the large frequency negative feature is associated with the
impedance of series and parallel elements in addition to diffusion. This type of
effect is obviously uninteresting for the observation of diffusion. In any case,
it provides a correction of the spectra by the impedance elements that can be
measured independently. However, another effect associates a negative spiral-
ing IMPS feature with the photocurrent created by carriers generated far from
the collecting contact. Interestingly, the excursion to the third quadrant, in
which the real part of the IMPS transfer function becomes negative, is found
in a configuration with a large perovskite layer that provokes a nonuniform
generation profile. In this case, the generation profile is that represented in
figure 2.11, where the generation of one kind of carrier is localized far away

from their collecting contact.

To understand these effects, a model is necessary to explain the behaviour
and the meaning of the measured characteristic frequencies. As can be seen
in figure 2.11, assuming that electrons are the carriers that go through the
material, we will consider their concentration balance in the absorber. In this
model it is assumed that the loss of electrons due to recombination is propor-
tional to the concentration of conduction electrons in the semiconductor and
that the diffusion current is proportional to the gradient of the concentration.
It is assumed that charge transport in the semiconductor is by diffusion, that
is, transport by electric field is negligible, and that the free and trapped elec-

trons are still in thermal equilibrium. This is reasonable considering to the
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Figure 2.11: Scheme of a p-i-n cell under illumination generating electrons far
from the collecting contact. G(z) is the exponential profile of generation dependent
on the absorption coefficient «. Figure from [85]

discussion of section 2.8. The transport equation is:

on

j(@) = aDnz (2.142)

Where n is the concentration of photogenerated electrons in the conduction
band, ¢ is the charge of the carriers and D, is the diffusion coefficient of the

electrons in the conduction band (CB).

Writing down a continuity equation with this current density: as in figure
2.11, considering an incident photon flux ® that arrives at the solar cell at
x = d. The equation for the excess electron density n is:

on . 105 0’n

= jwn = -2 t) — R(x,t) = D, ——
iwn + G(z,t) — R(x,t) e

= prom +G(2,t) — R(z,t) (2.143)

Where G(z,t) = a®exp(a(r — d)) is the injection rate of electrons from the
excited states of the absorber and R(z,t) the recombination term which is
assumed proportional to n with a rate 1/7,. For a light intensity sinusoidally
(e™') modulated, we get:

on 0*n

n
E = an —l— Oé@@a(z_d) — 7_— (2144)
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The solutions to this differential equations are [83]:
n(z,t) = [Ae® + Be In® + Celu®]e™! (2.145)

With L, = (D,7,)"? the diffusion length, Z = (1 + iw,)/? and A =
[aL?(¢/D,)/(Z? — a*L?)] e=®d. The parameters B and C are defined by the
boundaries conditions for short circuit and open circuit. These boundary con-

ditions under short-circuit are n(z = 0) = 0 and

on

= = 2.14
e 0 (2.146)

r=d

The photocurrent density 7 at the collecting contact at x = 0 is

on

=D,
J Oz

(2.147)

=0

The IMPS transfer function Q(w) = Q'(w)+iQ" (w) is obtained by the quotient
of the small modulated input/output

O(w) = —2 (2.148)
The result is:
1 — e od [eZd/L" + (KZQ — 1) sinh(f—f)}
2
[1 — (%) 1 cosh(f—j)

The shapes of the IMPS spectra generated by equation (2.149) depend on the

light absorbance mode and the diffusion-recombination features of the mate-

Qw) = (2.149)

rial. The physical parameters for absorbance and extraction affecting the form
of the spectra are the light absorption length, o=, and the diffusion length,
L, respectively. These parameters transform the spectral shape depending on
whether they are shorter or longer than the cell thickness d, and the different
kind of spectra that are obtained are shown in figure 2.12 (please note that in
these plots the sign of the imaginary part has been changed, this is something

common in papers for no apparent reason). In the spectra, its included the
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characteristic time constants for diffusion across the layer thickness

D,
and for recombination
27
Wree = — (2151)

n

Note the proportions between characteristic distances and frequencies

Y (%)2 (2.152)

wrec

—1/2 is obtained

A Warburg-like spectral feature at high frequencies (iw)
when the light is generated across the full thickness (! > d), either for short
or long L,, (top row of figure 2.12). In the bottom rows, it is noted that looping
spectra producing a negative real component ()’ at high frequency appear only
when the absorption length is much shorter than the cell thickness. Another
required condition for this feature is the diffusion length being longer than
the absorption. These conditions are expressed respectively as a~! << d and

a~t < L,. Then, loops appear in the a~!

< d < L, case and also in the
a ! < L, < d case. This analysis confirms that this loop is associated with
a collection of charges generated only far from the collecting contact. When
the light is absorbed in a distance comparable to that of the cell (second row),
no negative values of )’ are obtained but the spectra turn from Warburg like

into a semicircle as the L,, increases.

As was previously mentioned, it has been suggested in the literature that
the additional impedances in the solar cell can produce a negative loop in the
measured IMPS response, Qexp. The previous transfer function due to diffusion

only is modified as

Qeap(w) = Q(w)A(w) (2.153)
In the case of series resistance R, and geometrical capacitance Cy, the atten-

uation factor A(w) is
1

Aw) =17 iWwR,C,

(2.154)

The RC' attenuation can produce a considerable effect in high frequencies,
as can be seen in figure 2.13. The RC attenuation with high RC' values turns

positive theoretical IMPS responses into the )’ negative axis, as seen in figure
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Figure 2.12: Complex plane plots of the IMPS transfer function for several rel-
ative values of light absorption distance and diffusion length. Rows are for equal
absorption length and columns for equal diffusion length. Red points indicate the
characteristic time constant for diffusion, wy = D,,/d?, and the black ones are the
characteristic time for recombination, wye. = 27/7,. No RC attenuation is consid-
ered. Figure from [85]

2.13. This effect makes the loop and Warburg IMPS responses undistinguished,
whether light is completely absorbed or not. However, due to the fact that
the RC' values can be measured by the impedance spectroscopy technique, the
RC attenuation can be controlled and removed to obtain the pure diffusion

features.

For the IMVS case, the boundaries conditions are

on

or|,_,

0 (2.155a)
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Figure 2.13: Numerical calculation of the response of a cell applying the afford
mentioned model with the RC attenuation. The used parameters were ad = 4/3,
Tn = lps and Ly, = 450 nm.

on

onl o _ 2.1
or . 0 (2.155D)

Which means that there in no current coming out of either side of the absorber.
Now we have to consider the relation of carrier density to the voltage at the

selective contact. For the Boltzmann statistics, we have that
qV.

n(0,t) = nge *sT (2.156)

considering that the voltage due to increasing electron density is negative. For

a small perturbation of the voltage, we have with a Taylor expansion

. dn\
W(w) = — (ﬁ) 7(0,w) (2.157)
assuming that the derivative is constant, it is possible to write
W(w) o n(0) (2.158)

This lead to the transfer function for IMVS which has the form [86]
- et {efnty [ 2~ 1) sinn(£d) }

T ) Tz

(2.159)




Finally, a comprehensive classification of spectra by the sets of parameters
indicated in table 2.1 is shown in figure 2.14. It include a third characteristic
frequency w, = D,a? which is the diffusion over light absorption distance.
The cases for a short penetration of the light are particularly interesting (high
absorbance), as the spectra spiraling to the origin allow the determination of

electron diffusion coefficient and lifetime as shown experimentally.

fig.2.14.a | fig.2.14.b | fig.2.14.c | fig.2.14.d
D, 107 10° 107 10°
o 10/d 10/d 0.1/d 0.1/d
Wrec 9090 9090 9090 9090
Wy 10° 103 10° 103
Wa 107 10° 103 10
L,/d 3.31 0.331 3.31 0.331

Table 2.1: Values of Parameters Selected for figure 2.14. Distances in um, fre-
quency in rads~!, D, in pm?s~! and d = 10um for all cases.

As can be seen the cases with a low w, C and D show a single cycle for
IMVS and a straight line at 7§ for high frequency limit For the IMPS case. This
behaviour is known as as a diffusion limited case. This case can be represented
with a Warburg element in a equivalent circuit and represent charge-transfer
resistance and a double-layer capacitance. These cases also, are those with
a long absorption length (10 times the material length). The absorption is
taking place all over the material.

In the other two cases the absorption length is a tenth of the material
length. Now the absorption only happen on the side of the material where
the light goes in. Then the photogenerated charges have to travel through the
material to reach the other selective contact. This transport generate a delay
in the response which produce the capacitive effect observed in the plots A
and B.

Finally, the main difference between a and b cases is that the first one have
diffusion length longer than the material length and the other does not. The
short diffusion length is detrimental for the efficiency because it means that

recombination is taking place before the carriers can leave the device.
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Figure 2.14: Representation of @ and W for the generation-diffusion-
recombination model. For the used parameters, given in table 2.1, the three high-
lighted characteristic frequencies are: wye. (blue), w, (red) and wy (green). Figure
from [86].
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Chapter 3

Experimental Methodology

3.1 Sample Synthesis

The Methylammonium Lead Iodide (MAPI) perovskite synthesis begins with
commercial glass substrates, C'H3NH3I Methylammonium Iodide (MAI,
Greatcell solar), Pbl, (Sigma Aldrich, 99%), HCON(C Hs); Dimethylfor-
mamide (DMF Sigma Aldrich, anhydrous 99.8%),(C' H3)2SO Dimethyl sulfox-
ide (DMSO Emsure ACS, 99.9%), CsH5C! chlorobenzene (Merck, 99.5%).

The MAPI precursor solution was made with a preparation of DMF solu-
tions (50 weight %) containing 1.35 molL~" of MAI, Pbl,, and DMSO (1:1:1
mol %), respectively.

Glass slide substrates were cut in pieces of 25 x 25 mm followed by
cleaning with detergent solution and rinsed with distilled water. Afterward,
the substrates were sonicated for 15 min in acetone and mixed with 50:50
ethanol-isopropanol and dried in air. Then, the substrates were treated in a
UV—-03 chamber for 15 min. Immediately, the substrates were transferred to
a glovebox and heated at 100 °C for 5 min to evaporate residual humidity on
the surface. The perovskite precursor solution was spin-coated at 4000 rpm
for 50 s. During this step, DMF was selectively washed with chlorobenzene
just before the white solid begins to crystallize in the substrate. Afterward the
substrate was annealed at 100 “C' for 10 min [33].

3.1.1 Preparation of Photovoltaic Devices

Photovoltaic solar cells were prepared following the layer stack Glass/FTO /c—
TiOy/mp — TiOy/ M API/C, where the c- and mp- prefixes indicate compact
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and meso-porous titanium dioxide, respectively. The FTO serves as the front
contact, while a carbon electrode was chosen for the back contact. The 1704
serves as an electron transport layer (ETL) for photogenerated electrons, while
the corresponding photogenerated holes are transmitted directly to the carbon
back contact [32].

3.2 Low temperature Measurements

The evolution of the MAPI films optical properties (absorbance and Photo-
luminescence (PL)) with temperature were measured using the experimental
setup presented in fig. 3.1. The films were grow on glass or FTO (Flour doped
Tin Oxide) coated glass. As FTO is transparent in the visible region, the
absorbance and the PL can be measured by light transmittance. The sam-
ples were placed inside the vacuum chamber of a closed cycle cryostat (CTI
Cryogenics CRYODYNE) with quartz windows and the temperature was var-
ied from room temperature to 12 K with a ramp set at 1 K/min using a
LAKESHORE 321 temperature controller.

For the Absorbance measurements, an Ocean Optics HL2000 tungsten lamp
was used as light source and an Ocean Optics 52000 spectrometer (O0S2000)
was used to measure the transmitted light spectrum and the reference spec-
trum. The Elliott formula for absorption spectra of eq. (2.68) was used to
fit the measurements. This was done implementing the (§) Dirac delta dis-
tribution as a gaussian function, and the (©) Heaviside step distribution as a
sigmoidal function. An example of this fitting can be seen in the fig. 3.2.

For the Photoluminescence measurements, a 455 nm LED Thorlabs
M455F1 was used to stimulate the PL and the spectrometer OOS2000 as be-
fore was used to measure the outcoming light. A Newport FSR-OG550 550
nm long pass filter was used to remove most of the LED light after the film
and before coupling it to the spectrometer. To fully separate the remaining
transmitted light of the LED from the PL emission, the LED spectrum after
going through the 550 nm filter was multiplied by the transmittance spectra
of the film at each temperature and subtracted from the measurement. An

example of this separation can be seen in fig. 3.3.
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Figure 3.1: Experimental setup used for the low temperature optical measure-
ments. It is showed the cryostat coupled to the HL2000 lamp, the LED and the
00852000 spectrometer. Figure courtesy of B.Sc. Carina Cabrera.
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Figure 3.2: Example of a 20 K absorbance measurement (Black), Excitonic ab-
sorption peak (Green), Elliott sigmoidal model for interband absorption (Blue) and
the whole Elliott model for the absorption (Red).
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Figure 3.3: Example of a 50 K PL measurement with remaining LED light (Red),
Filtered remaining LED spectrum times the transmittance (Blue), PL after sub-

tracting the LED spectrum (Green).
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3.3 IV Measurements

The characterization of the cells were made by measuring the voltage (V) vs
current (I) curves in dark and under illumination. For this a solar simulator
with a Xe lamp (Oriel-Newport 69907) with a NEWPORT 69907 energy source
and a power controller NEWPORT 68945 was used. An air-mass filter 1.5G
was used to make the spectrum more alike the solar irradiation on the earth
surface with an 48.19 degree incidence from zenith, which is the standard
laboratory procedure.

A solar simulator must emit the same fraction of intensity that the sun
spectrum in six regions of 100 nm wide, ranging from 400 nm to 1000 nm. The
intensity emitted in each of the six regions is divided by the total intensity.
Then these fractions are compared with the fractions corresponding to the
standard spectrum and for it to be considered an adequate simulator there
must be less than a 25% difference in all regions. Fig. 3.4 shows the spectrum

of a solar simulator compared to the solar irradiance spectrum.

G T T T I f , ;

5L ——— Solar Simulator -
---=-AM 1.5 Global tilt

gl -
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A [nm]

u 3 ] 1 1

Figure 3.4: Solar simulator spectrum and standard solar AM 1.5 Global spectrum.

A Source Measure Unit (SMU) KEITHLEY 2425 is used to apply the
voltage over the cell and measure the current simultaneously. For each cell a
dark and an illuminated condition measure is made. Under dark conditions,
the cell behave as a diode. Under illumination conditions, the IV curve moves

to negatives current because of the photogenerated current is added. From
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the IV curve under illumination condition, the open circuit voltage, the short
circuit current, the series resistance, the Fill Factor, the efficiency and the

shunt resistance are estimated (see section 2.9).

3.4 Spectral Response

The spectral response consists in measuring the current produced in a cell by
each light’s wavelength. In principle, all photons with an energy higher than
the bandgap should be absorbed but not all this absorption leads to current
production. Because of that, this measures are important. It allows to see
which components of light are actually generating current. Also, comparing
the photocurrent for each wavelength with the incident photon flux allows to
calculate the external quantum efficiency (EQE) which is the ratio between
extracted carriers and the incident photons for each wavelength by unit area.

To do this measurements the cell is placed at the outcoming beam of a
monochromator and the current produced by each wavelength is measured
with the Source Measure Unit. For the EQE measurements a calibrated silicon
cell NEWPORT 91150V is used to determine the incident photon flux at each

wavelength.

3.5 IMPS and IMVS Measurements

Fig. 3.5 shows a diagram of the experimental setup for IMPS and IMVS
measurements. A laser is used to stimulate the cell with a constant power
(offset) and a modulated intensity component with a variable frequency. The
amplitude of the modulated component is 10% of the offset amplitude. A
frequency response analyser Moku:Go (FRA) is used to modulate the laser
frequency and measure the current or voltage frequency response. To assure
the open circuit for IMVS or the short circuit condition for IMPS during the
measure, a potenciostat/galvanostat Stanford Research System (SRS) EC301
is connected to the cell.

The objective is that the offset intensity places the cell on the working con-
ditions and the modulated component allows to analyse the charge dynamics

in the cell through the frequency response.
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Figure 3.5: Experimental setup using a frequency response analyser to modulate
a lasers amplitude and collect the frequency response of the cell from a potencio-
stat/galvanostat connected to the cell.
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Chapter 4

Dependence with Temperature

Measurements

4.1 Methylammonium Lead Halide Perovskite
Optical Properties

The temperature evolution of the optical properties (absorbance and PL) of
MAPIT films were investigated. The MAPI film was placed inside the vacuum
chamber of a closed cycle cryostat. The temperature was varied from room
temperature to 11 K with a ramp set at 1K/min stopping to stabilise the
temperature every 10 degrees.

The Elliott formula for absorption spectra presented in secction 2.2 was
used to fit the measurements. Only the first excitonic absorption peak (n = 1)
was consider. The Dirac delta distribution was implemented as a Gaussian
function and the Heaviside step distribution was implemented as a sigmoidal
function. The fitting were made using the least square method, first fitting
only the amplitude, the peak position, and standard deviation of a Gaussian
function in the peak proximity. This Gaussian function was subtracted from
the measurement and then the amplitude, the center or midpoint i. e. the
bandgap energy and the width of the Sigmoidal function was fitted. Finally,
these parameters were used as seeds for another fit using the whole Elliott
formula, with the previous mentioned parameters as seed parameters. The
tolerance factor for the sum of the square difference between the fitting and
the measurement was set to 1076 in all cases.

The PL emission peaks were fitted with a Lorentzian, a pseudo-Voigt and
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Gaussian functions using the least square method. The pseudo-Voigt converged
to the Gaussian and Gaussian function showed a smaller relative squared resid-
ual than the Lorentzian, i. e. the squared 2-norm of the residual divided by
the integration of the square of the fitted curve. In previous works it was
also shown that fitting with a pseudo-Voigt the PL fitted peak converges to
a Gaussian peak [87]. Physically this means there is a strong exciton-phonon
coupling [44], see section 2.3.

Fig. 7?7 shows 3D plots of both the absorbance spectra and PL spectra
for different temperatures. The low temperature absorbance spectra (fig. 4.1)
show the characteristic peak of excitonic absorption plus the interband ab-
sorption, described by Elliott formula (2.68). The PL spectra (fig. 4.2) shows
sharp emission peaks whose intensity increases as the temperature decreases.
However, both spectra present discontinuities in their tendencies close to 125
K originated in a phase transition probably from orthorhombic (cold phase)
to tetragonal (hot phase) according to [88] with a 100 meV absorption edge
reduction (fig. 4.1) in the colder to hotter phase transition. Moreover, in the
absorbance spectra (fig. 4.1 and fig. 4.3a), the absorption edge moves to lower
energies when increasing the temperature in both phases. The excitonic ab-
sorption peak becomes more intense and sharper at lower temperatures. The
PL (fig. 4.2) was only measurable under 200 K; a high energy peak is observed
from 200 K that increases its intensity as the temperature decreases until the
activation of a second wider low energy peak after the phase transition. As the
temperature continues to drop, the second peak gains intensity and the first
loses it.

Fitting the absorbance spectra with the Elliott formula was possible to es-
timate the energy position of the exciton absorption peak and the bandgap
energy for both phases. The results are shown in fig. 4.3a. Its observable
that the absorption edge moves to higher energies when increasing the tem-
perature in both phases contrary to the observed behaviour in other covalent
conventional semiconductors [89-91]. This behaviour can be attributed to the
influence of the expansion of the crystal in the bandgap energy or the influence
of the interaction with acoustic phonons [87, 92].

The exciton binding energy was estimated as the difference between the
exciton absorption peak energy and the bandgap energy. This energy, shown
in fig. 4.3b, diminishes from 32 meV at room temperature to 20 meV at 11

K. This decrement is more pronounced in the high temperature phase. The
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Figure 4.1: Absorbance spectra of MAPI film for different temperatures. The
perspective of these figures was chosen to better observe the characteristics of each
plot.

value of the exciton binding energy is almost continuous at the phase transi-
tion, increasing with the increase in temperature. This increasing behaviour is
consistent with the discussed model of an hydrogen like system. The binding
energy is related to the effective mass and the dielectric constant through the
equation (2.2). As the temperature increase the bandgap energy increases (see
fig. 4.3a), that is a widening of the bandgap. The widening in bandgap energy
may imply flatter bands (conduction and valence band). Flatter bands will im-
ply lower curvature of the energy bands and therefore higher effective masses,
as effective masses are inversely proportional to the energy band curvatures
[39, 92]. Therefore, as temperature increases p increases. On the other hand,
as the temperature increase there is an expansion of the material. Therefore,
the density of dipoles is reduced. As the dielectric constant is proportional
to the polarization (density of electric dipoles) [42], the dielectric constant e
would reduce as temperature increases. This effect tends to increase the exci-

ton binding energy. This dependency was previously observed in C'sPbl3 and
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Figure 4.2: Photoluminescence spectra of MAPI film for different temperatures.
The perspective of these figures was chosen to better observe the characteristics of

each plot.

CsPbBrs [87, 92].

The PL spectra in fig. 4.2 were fitted with Gaussian functions and the
results are shown in fig. 4.4a. This figure shows the energy position of the
PL peaks that moves to lower energy when the temperature decreases, but
not monotonically. Instead, an overshooting in the energy position of the
high energy PL peak can be seen close to the phase transition region. This
change in the PL behaviour start 25 K before the phase transition identified
through the absorption spectra. This behaviour was previously observed by
[93] and matches with a maximum of the amplitude of the PL peak intensity
shown in fig. 4.4b. This amplitude reaches a maximum and starts to decrease
below the phase transition while the lower energy peak starts to be measurable
(and increasing its amplitude) as the temperature keeps dropping. The second
peak rapidly overcomes the first one. The Stokes Shift (SS) calculated as
the difference between the exciton absorption peak and the PL high energy
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both phases of MAPI film as a function
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Figure 4.3: Bandgap energy and exciton absorption peak energy (a) and exciton
binding energy (b) spectra of MAPI film for different temperatures.

emission peak is shown in fig. 4.5a. It has a different behaviour for each
crystal phase, while in the high temperature phase it tends to increase with
the increase in temperature, at the low temperature phase the tendency is the
opposite. Figure 4.5b shows a plot of the SS x KgT vs (FWHM)?. For the
hot phase a linear behaviour is observed. For the cold phase, this plot showed a
completely different behaviour, and no linear trend was observed with neither
of the peaks (this plot can be seen in Appendix B). But for the hot phase
case plotted in fig. 4.5b, a linear regression by least square method shows a
slope of 0.25 £ 0.02 with a correlation coefficient of 0.973 close enough to the
theoretical value of 0.18 for a Gaussian profile (See section 2.5). This leads us
to think that the origin of the hot phase PL is free exciton recombination.
The origin of PL in the cold phase is more difficult to determine. First, it
should be noticed that the PL peak after the phase transition (From hot to
cold) does not follow the jump tendency of the absorption spectra. This lead
to an Stokes Shift of 160 meV” for the cold phase which is to high to be a SS.
In particular if its understood as a thermalization within the inhomogeneously
broadened exciton band. It would be expected to see the PL peak to follow
the exciton absorption peak tendency with a small energy difference due to a
SS but this is not the case. The PL peak position in fig. 4.4a starts to increase
close to the phase transition but it rapidly decreases below 110 K. There is a
change in the tendency there. This behaviour in the PL was already reported

for MAPI low temperature optical measurements. In fig. 4.6 it can be seen
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Figure 4.4: Energy peak positions (a) and PL (b) amplitude from the Gaussian
fitting.

the temperature dependent PL of a MAPI film measured by Wright et alii
[93]. Their measurement shows the same behaviour for the PL than ours.
Also, in their measurements is possible to see another PL peak between 60
and 110 K above the main peak, with less than 750 nm of wavelength. This
PL is energetically about 30 meV below the exciton absorption peak and that
value is what is expected for a Stokes Shift. This PL above the main peak
is not observable in our measurements because a 455 nm LED was used and
the region were this PL is locate is covered by the LED emitting tail. In
any case, this PL is weak because there is another PL emission mechanism of
lower energy photons that quenches it and that is the main PL source in our

measurements.

The previous discussion lead us to think that the free excitonic recombi-
nation in the orthorhombic (cold) phase is a quenched PL mechanism that is
not observable in the measurements. Instead, the PL is emitted from a lower
energy level that may be due to shallow states that trap the excitons. Observ-
ing the FWHM of the PL in fig. 4.7a can be seen that there is a strong change
of behaviour after the phase transition. The FWHM duplicates its value after
the phase transition and deceases with the deceasing temperature but at one
point around 30 or 40 K starts to rise as predicted by the Localized-State PL
model of section 2.6. If this model is compared with the peaks positions in
fig. 4.4a it is observable that both peaks of the orthorhombic phase behave

in accordance with the carrier redistribution model of eq. (2.110) without the
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Varshni empirical formula for the band gap temperature dependency under
110 K. This empirical model is well behaved in ideal tetragonal semiconduc-
tors and some III-V and II-VI but perovskites band gap behave contrary to
the traditional semiconductors [87, 92].

Finally, if we take a look to the integrated PL in fig. 4.7b its possible to see
a quench behaviour while decreasing the temperature. The high energy peak
rises as the temperature drop but as the low energy peak is activated, the high
one drops fast. The low energy peak integrated intensity follows the localized
state model of section 2.6 consistent with another set of shallow states below
the ones responsible of the high energy PL peak of the orthorhombic phase.

In conclusion the PL observable in the MAPI perovskite shows strong exci-
tonic optical properties with an exciton absorption peak visible even at room
temperature. It was possible to measure its energy position and the band
gap energy which shows an increase with the increasing temperature contrary
to the traditional tetragonal semiconductors. This behaviour was previously
reported for other perovskites [87, 92]. The phase transition was identified
through the jump in the optical absorption edge showing a 100 meV decrease
while going from the orthorhombic to the tetragonal phase.

The PL was studied and shows the same increasing tendency in the optical
absorption edge with temperature. The origin of the tetragonal PL phase was
associated with free exciton recombination due to its good agreement with

Gurioli’s model presented in section 2.5. The orthorhombic PL was associated
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Figure 4.6: Temperature dependence of steady-state PL. Colour plots of normal-
ized steady-state photoluminescence spectra of MAPI. Figure from [93]

with localized exciton recombination because, first, what would it be the cor-
responding Stokes Shift is too big to be a thermalization of inhomogeneous
broadened excitonic states. Second, there is evidence provided by other re-
searchers [93] of what could be the free excitonic recombination. And third,
the behaviour of the PL it is explainable with the Localized states model of Li
et alii [50]. This results are already published in [33].
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4.2 Comparison with recycled precursors syn-

thesis

In this section will be presented our contribution to another already publish
work on a novel synthesis technique for obtaining optoelectronic grade hy-
brid perovskites from lead-acid battery waste instead of commercial pure for
analysis lead precursors [32].

Our contribution consisted of a comparison of the absorbance and photo-
luminescence of the MAPI perovskites synthesized from lead waste and from
the commercial one. But first the purification process of the recycled lead will
be briefly described.

4.2.1 Lead Recovery and Purification
4.2.1.1 Recovery

The separation of lead from plastic and the reduction of volume is achieved
through a crushing process. The following step is melting it in a high-
temperature oven. This melting stage results in the production of metallic
lead and lead sludge in the form of cones. The subsequent step involves purifi-
cation of the contaminated metallic lead in a refining process. Sulfur is intro-
duced at 320-350 °C to remove the copper that emerges to the surface. After
the temperature rises to 640670 °C, calcium carbonate (CaCOj) is added to

remove Tin. In the following step, the antimony is removed by heating the
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mixture to 720-750 °C and by adding sodium nitrate (NaNOj3) and CaCOs.
Finally, the mixture is allowed to cool to 430 °C and a final cleaning is carried
out by incorporating NaNQOs and extracting the resulting material from the
surface. Samples are extracted from the lead cast for a final control, which,
once approved, proceeds to mold in ingots with a purity level of 99.9%. These
refined ingots are subsequently employed in the lead iodide (Pbl,) synthesis
process [32].

4.2.1.2 PbI; Synthesis

Lead nitrate (Pb(NOj3)2) is synthesized by placing 100 ¢ lead slices in a round
glass matrass and slowly adding 318.2 ¢ of concentrated nitric acid (HNOj)
over the lead. The mixture is heated gently until the lead dissolves completely,
forming a transparent solution of Pb(NOj3)s. In a different matrass, 165.6 g
of potassium iodide (KI) is dissolved in 500 mi of distilled water to obtain a
saturated solution of KI. The KI solution is slowly added to the Pb(NOj3),
solution while constantly stirring, resulting in a plum yellow color of Pbl,. The
precipitate is filtered and washed with distilled water to remove any reactive

in excess. PbI, is dried in a furnace at low temperature for several hours [32].

4.2.1.3 Pbl, Purification

PbI, from the previous step is purified by recrystallization in aqueous solution
to remove any impurities. For this the PbI; is dissolved at room temperature in
slightly acidified water to prevent hydrolysis, and KI is added to compensate
for probable iodide deficiency. Consequently, the process is summarized as
follows: at atmospheric pressure, 2 g of Pbly and 0.174 g of KI are dissolved
in 500 ml of deionized water (DI) with 0.5 ml of acetic acid (ACS reagent, >
99%). The solution is covered with Al foil to avoid light exposure and is heated
ensuring it does not boil for at least 60 min with continuous and vigorous
stirring until the Pbly dissolves. The supernatant is quickly transferred to
a preheated conical flask and allowed to cool overnight, precipitating Pbl,
crystals. The flakes of Pbl, are vacuum filtered, washed with DI water, and
dried in a vacuum oven at 60 °C for 24 h [32].

After this processes, the MAPI perovskite synthesis proceeds as described

in section 3.1.
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4.2.2 MAPI Films Optical Properties Characterization

The absorption coefficient spectra of MAPI films synthesized with recycled and
commercial Pbl, are depicted in fig. 4.8a and appears to be almost identical.
The Elliott equation can be used to obtain the exciton binding energy and
band gap through fitting. Both films exhibit identical exciton binding energies
of 38 meV. Furthermore, both films have the same bandgap energy of 1.69 eV,

suggesting that both exhibit identical optical absorption characteristics.

The PL spectra were divided by the integration time of the spectrometer
for each measurement to make them comparable and can be seen in fig. 4.8b.
The peak position for commercial precursors sample is 1.58 eV and for recycled
precursors one is also 1.58 e V. The recycled precursors sample has 91% of the
intensity of commercial precursors sample at peak position. The FWHM from
the Gaussian fits is 0.182 eV for commercial precursors sample and 0.175 eV
for recycled precursors sample. These findings suggest that both samples have
nearly identical photoluminescence characteristics, including the same energy
at which excitons recombine and the similar interaction between excitons and
phonons. The presence of a single clearly defined peak indicates good crys-
tallinity in both samples. More than one peak would indicate the presence of
trap states due to defects that generate exciton localized recombination along

with the free exciton recombination [33].
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Figure 4.8: Comparison of the absorbance and the photoluminescence of MAPI
films synthesized from commercial and recycled Pbls.
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4.3 Degradation Process

In this section it is presented the study of the initial degradation process of
MAPI thin films through its optical properties from room temperature to 13
K. The sample absorbance and photoluminescence spectra were measured as a
function of temperature using a cryostat on 3 different days, 6 days apart each
other. Out of the cryostat, before and after each measurement, the samples
were manipulated in an atmosphere with 40% relative humidity (RH) and
stored at low vacuum in the dark. As the measurements were done with a
strong (9.5 mW) blue 455 nm LED light and a tungsten halogen lamp, the
possible ambient factors of degradation were identified as the exposure time
in air and the blue light. From the results of Yang and collaborators it is
known that MAPI degrades due to moisture but not with dry air [94] and
that they also shown that in air with RH of 50% or less it takes many hours
to degrade a MAPI film. It reasonable to consider that for the time that
the sample was exposed to 40% RH air wasn’t probably the main source of
degradation. On the other hand, it has been shown that even in vacuum, blue
light and higher energy photons can decompose methylammonium in MAPI
films [95, 96] volatilizing the subproducts Hy and C' H3 N H, and creating cation

vacancies.

4.3.1 XRD Diffraction and Optical Images

Fig. 4.9a shows X-Ray Diffraction (XRD) of the MAPI films right after syn-
thesis. It can be seen a good crystallinity and the characteristic peaks of the
tetragonal phase [94, 96]. After the measurements, the XRD shows the pres-
ence of all the original tetragonal phase MAPI peaks and a small peak at 12.6°
corresponding to the (001) plane of Pbly as can be seen in fig. 4.9b [96]. This
is a sub-product of both the degradation due to humidity and blue light in
vacuum [96, 97]. This degradation involves the decomposition of methylam-
monium and the volatilization of its subproducts. This measurements were
done in different XRD equipments which explain the different noise levels.

In fig. 4.10 it is possible to see the sample before and after the optical
measurements on the cryostat. Besides some scratches due to manipulation,
the sample has a uniform black color even after the measurements. The degra-

dation of the sample is not perceptible to the human eye.
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(a) Immediately after growth.
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Figure 4.10: Optical images of MAPI sample growth on glass.
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4.3.2 Absorption

The absorbance spectra (see fig. 4.11) are adequate for identifying the phase
transition temperature because of the tetragonal to orthorhombic [88] phase
transition in MAPT implies a 100 meV blue shift in the bandgap energy [33], as
the temperature is decreased. This blue shift can be seen in fig. 4.12 where the
results of day one (fig. 4.12a), day two (fig. 4.12b) and day three (fig. 4.12¢)
are compared. The phase transition is easily identifiable, and the temperature
of the phase transition clearly moves to higher temperatures for the successive
measurement product of the degradation process. The first measurement lo-
cated the phase transition at 7170 K, the second at 125 K and the third one
at 140 K. This may imply that the tetragonal phase becomes more unstable
(the orthorhombic more stable) as the degradation process begins. This may
be due to the appearance of defect states by the degradation process, as it will
be shown below, when studying the dependence of photoluminescence with
temperature. Moreover, the absorption edge moves to higher energies when
increasing the temperature in both phases contrary to the observed behaviour
in other covalent conventional semiconductors [89-91|. This behaviour for the
bandgap energy span increases for the orthorhombic phase (low temperature)
with the advance of the degradation process but not for the tetragonal phase
(high temperature). As the bandgap energy dependence with temperature
in perovskites is due to lattice expansion (besides electron phonon coupling)
[87, 92], this may imply that the orthorhombic phase can accommodate a large

crystal expansion due to the presence of the defects.

The exciton binding energy is calculated as the difference between the
bandgap energy and the exciton absorption peak energy position. It does not
present changes for the successive measurements but it increases with temper-
ature from 22 to 38 meV (see fig. 4.13). It is expected that, as the temperature
is increased, the bands become flatter due to the bandgap energy increase (fig.
4.12), which would tend to increase the reduced relative exciton mass pu [39, 98].
Furthermore, the crystal would expand reducing the density of atomic dipoles,
thus reducing the dielectric constant € [42]. Both trends would increase the
exciton binding energy according to eq. (2.1). This increment is most evident
for the tetragonal phase. Although for the orthorhombic phase the tendency
is smaller, there is no significant change in the exciton binding energy across

the phase transition. However, it is very noticeable that there is almost no

89



change in the exciton binding energy for the successive measurements in the
different days. Nevertheless, the absorbance turns out to be less susceptible to

degradation than the photoluminescence, as will be seen below.

Absorban(;e (AU)

(c) Third day of measurement.

Figure 4.11: Absorbance spectra for each temperature.
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4.3.3 Photoluminescence

Fig. 4.14 shows the photoluminescence spectra, an increment in their intensity
after changing from tetragonal to orthorhombic phase is observed. On the first
day of measurement, it presents a narrow peak from room temperature to 13 K
and a second wider peak at lower energy, which is only present below 80 K. This
second peak quenches the intensity of the higher energy peak as observed in fig.
4.14a. On the second and third days of measurements, the narrow high-energy
peak reduces its intensity, and the broader low-energy peak increases it. The
second peak also becomes visible at higher temperatures as the degradation
progresses. For the second day, in fig. 4.14b, this peak appears at 110 K
and for the third day it appears at 120 K, increasing the quenching of the high
energy peak (see fig 4.14¢). By the third day, the high-energy peak is no longer
visible for temperatures below 80 K. This effect and the quenching effect are
clearer in fig. 4.15 where the integrated PL of each peak is plotted against
temperature for all three measurements. Here, the increase in PL intensity
is observed after the phase transition, as the temperature decreases, and it is
also observed how the intensity of the higher-energy peak is quenched after
the activation of the lower-energy peak.

When the peak positions are analyzed in fig. 4.16 it is observed that the
low-energy peak (blue circles) has two different behaviours. An increasing
energy position with temperature is observed for the first day and part of the
measurements of the second day. This coincides with the measurements where
the high energy peak has a considerable intensity. With the advancement of
the degradation and the quenching of the high-energy peak, the second peak
begins to be dominant, changing its behaviour and starting to reduce its energy
position with the temperature. On the other hand, fig. 4.16 shows that the
high-energy peak does not shift in energy as the bandgap energy does due
to the phase transition seen in fig, 4.13. This trend was already reported by
Wright et al. [93], and implies that for the orthorhombic phase the high-energy

peak has not the same origin.
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4.3.4 Full Width at Half Maximum (FWHM) of Exci-

tonic Absorption.

The dependence with the temperature of the full width at half maximum (I)
of the excitonic absorption peak is presented in fig. 4.17. It increases with
temperature and this behaviour was theoretically analyzed by Segall et al.
[44] showing that the exciton-phonon coupling is responsible for this growth.
This can be modeled with the Segall expression given by eq. (2.97). This
expression has been widely used to analyze the exciton-phonon interaction in
perovskites [87, 93, 99, 100].

In this case, it can be seen in fig. 4.17 that I' reaches a constant value
at low temperatures and grows exponentially with temperature, indicating a
low contribution of the acoustic phonons. This has been observed previously
for perovskites [87, 93] and other polar semiconductors [95, 101]. Moreover,
before and after the phase transition, I' follows the same behaviour and does
not change its value, so all the values were fitted together. It must be noted
that if the values for each phase were fitted separately, the results between
phases are almost the same (See Table B.1 in the Appendix).

After fitting the results, the parameter 4. s gives values five orders of mag-
nitude lower than .o (See Table B.1), as expected, so it was neglected [87].
The rest of the results are summarized in table 4.1. From the fitting results,
the contribution from the crystal disorder 'y has been reduced in successive
measurements. This could be due to a small change in crystallinity due to the
successive phase transitions. Meanwhile, the energy associated with optical
phonons decreases monotonously. Although the highest uncertainty associ-
ated with this measurement (5 meV) is half the value of the highest energy
shift (10 meV'), this decrement may indicate a weakening of the bonds asso-
ciated with the vacancy creation due to the degradation process [95]. Finally,
it must be noted that the PL FWHM for the tetragonal phase (when there
is only one PL peak) has the same trend that the FWHM of the exciton ab-
sorption peak. For the orthorhombic phase the PL. FWHM increases as the
temperature decreases (see fig. B.2 in the Appendix), which is an indication
of exciton localization according to Q. Li model [50], as it will be discussed

below.
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Day 1 |49+ 1 meV | 14734 eV | 3TE£5 eV

Day 2 | 471 meV | 130£26 eV | 36 £4 eV
Day 3 | 39£1meV | 92£15eV | 27£3 eV

Table 4.1: Results for the fitting of I' for the three days of measurements with eq.
(2.97)
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4.3.5 Origin of the Tetragonal Phase Photolumines-

cence

To identify the PL origin, the Stokes shift, multiplied by the thermal energy,
was plotted against the square of I' in fig. 4.18. This plot shows a theoretical
linear behaviour for a PL originating from recombination of thermalized free
excitons as calculated by Gurioli, ideally with a slope of 0.18 [45]. In this case,
the slope of the linear fittings was 0.22 for the first day, 0.28 for the second day,
and 0.20 for the third day. This linear behaviour confirms the free excitonic
recombination nature of the high-energy PL peak in the tetragonal phase. On
the other hand, the peaks in the orthorhombic phase show a different behaviour
without any linear trend (see fig. B.3 in the Appendix) indicating a different

origin for this photoluminescence (vide infra).
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Figure 4.18: Stokes shift times thermal energy vs I'? for the tetragonal phase.
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4.3.6 Origin of the Orthorhombic Phase Photolumines-

cence

The cold phase PL peaks are attributed to localized exciton recombination
because none of them show the expected behaviour of the Gurioli’s model.
Moreover, the difference between the excitonic absorption peak energy posi-
tion and that of the PL reaches about 250 meV, which is above what it may be
expected for a Stokes Shift. This indicates the presence of states in the forbid-
den region for the orthorhombic phase, above the Fermi level, allowing them to
capture the excitons. This also suggests that the phase transition moved the
conduction band to higher energies. This recombination mechanism inhibits
the free exciton recombination which should be close to the exciton absorp-
tion energy position. It must be stated that although perovskites are defect
tolerant for deep states, shallow states are allowed [102]. Also, the observed
behaviour of this PL peaks is consistent with the model proposed by Li et alli
[50] presented in section 2.6.

The second peak observable at lower energy is only measurable at low
temperatures when the Fermi level is low enough to leave these states empty.
Furthermore, the change in the intensity from one peak to the other, shown
in fig. 4.15, indicates that the PL emission mechanism of the low-energy peak
is inhibiting the PL emission mechanism of the high-energy peak through the
thermalization of the excitons to the lower localized states. This behaviour
was previously observed in Cesium Lead Halide perovskites [103]. They also
show the same trend for the peak position observed in figs. 4.16.b and 4.16.c.
This behaviour is not observed in fig. 4.16.a probably because the degradation
is in the early stages and the localization is not the dominant mechanism.

The changes with degradation in the PL spectra show an increase in the
low-energy emission peak at the expense of the high-energy peak for the or-
thorhombic phase, and an increase in the deactivation temperature of the
low-energy peak. Both behaviours indicate an increase in defect concentration

that may be due to the creation of vacancies due to degradation.

4.3.7 Urbach energy

The Urbach energy is related to the disorder in the lattice material. This dis-
order has two contributions, one independent of temperature originating from

the intrinsic crystal disorder and another temperature dependent originating
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from the excitation of the phonon modes [55, 56, 104]. The thermal energy
dependency presented in section 2.7 increases monotonously with temperature
as can be seen in fig. 4.19. This is a consequence of the increase in the carrier

phonon interaction [56].
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Figure 4.19: Urbach energy as a function of the temperature from the absorption
measurements. (a) First day of measurement. (b) Second day of measurement. (c)
Third day of measurement.

The parameters Uy and E,, extracted from the fits in fig 4.19 with the
model of secction 2.7 show that Uy has values of 8.6 +0.2 meV, 6.94+0.1 meV
and 5.8£0.2 meV for day 1, 2 and 3 respectively. This decrease could be related

to a change in crystallinity due to the successive phase transitions experienced
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by the sample through the cooling and heating process as observed in table 4.1
for Segall model. Meanwhile, the E,; energy is reduced from 36.8 &= 1.7 meV
to 26.9 £ 0.5 meV and to 21.4 + 1.0 meV for day 1, 2 and 3. These values are
close to the values reported in Table 4.1, and show the same reduction with
successive measurements. This reduction is in good agreement with the LO
phonon energy observed from the Segall equation fitting of the FWHM of the
exciton absorption, although in this case, the observed shift is much higher
than the uncertainties of the measurements. The reduction in the energy of
the LO phonon modes could be due to a weakening of the bonds associated
with the increase in vacancies concentration resulting from the degradation

process.

4.4 Conclusions

The absorbance of samples shows a strong excitonic behaviour even at room
temperature that was fitted with the Elliott formula. The photoluminescence
presented different behaviours for each crystal phase indicating different ori-
gins. Using the Gurioli and the Li models was possible to associate the high
temperature phase (tetragonal) photoluminescence to free excitonic recombi-
nation and the low temperature phase (orthorhombic) photoluminescence to
localized excitonic recombination.

The measurements of the absorbance and photoluminescence spectra for
different temperatures of a sample of methylammonium lead iodide over dif-
ferent days and samples show changes due to degradation. This degradation
originates mainly due to the irradiation with blue light in vacuum which de-
compose methylammonium. The absorbance spectra are less susceptible to the
initial degradation process, remaining almost unchanged compared to photo-
luminescence. This may be because photoluminescence involves many more
processes and is therefore more sensible to degradation. The phase transition
moves to higher temperatures, indicating an increase in the stability of the or-
thorhombic phase. The photoluminescence changes from a sharp free exciton
emission in the tetragonal phase to a lower energy localized exciton emission
which does not follow the absorption edge movement of the phase transition. It
also shows a lower and broader emission peak with increasing deactivation tem-
perature, all this indicating an increase in the defect concentration associated

with degradation. This is supported by the observed reduction in the optical
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phonon energy of both the exciton absorption peak width and mainly the Ur-
bach energy. This can be attributed to the weakening of the bonds associated

to the creation of vacancies from the decomposition of methylammonium.
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Chapter 5

MAPI Cells Characterization

This chapter presents the results of the characterization of solar cells made with
MAPI as the active layer. The description of the cells structure is in section
3.1.1. The cells electrical contacts were made using a graphite paste, four
different measure points on each sample were made to control the uniformity
of the cell. An image of a cell can be seen in fig. 5.1, over the perovskite there
are the four graphite contacts for holes extraction and on a side, the perovskite
was removed to contact the FTO with also graphite to extract the electrons.
The cells were prepared under the same conditions and a similar behaviour
between then is expected . Part of this study focuses on the usefulness of
graphite as a contact material because it has already been shown that with
Ag and Awu contacts the degradation, accentuated by the ambient humidity
generate a migration of I ions from the active layer through the selective layer
to the contact metallic layer [105-107]. Graphite have a good charge mobility
and it is easer to deposit contacts which were done by Doctor blade deposition.
Which is a method for applying thin films by spreading a solution or paste onto

a substrate using a blade.

During a research internship at INTEMA (Instituto de Investigaciones en
Ciencia y Tecnologia de Materiales, Mar del Plata, Argentina), two sets of cells
were made, from this sets, six were selected to continue the analysis in Uruguay.
Over these cells successive Current-Voltage (I-V) Characterization were made
observing changes due to degradation. Also, spectral photoresponse measure-
ments were carried out to determine their External Quantum Efficiency (EQE)

which is the ratio between extracted electrons and incident Photons.

Finally, Intensity Modulated Photocurrent and Photovoltage Spectroscopy
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Figure 5.1: Photovoltaic solar cells of structure Glass/FTO/c — TiOz/mp —
TiO2/M API/C, where the c- and mp- prefixes indicate compact and meso-porous
titanium dioxide, respectively.

were carried out of the cells showing multiple cycles in the Nyquist diagrams.

All these results are presented next.

5.1 Current vs Voltage Characterization

The cells were measured on the four point, each time, showing similar results on
all of them. This can be seen in fig. 5.2 were the four I-V curves of cell number
six after synthesis are plotted. This cell presented the highest efficiencies going
from 2.79 % on the point 1 to 3.26 % on point 3. This difference in the efficiency
come from the short circuit currents variations mostly while the open circuit
voltage remind practically the same for the four points.

The series resistance (Rs) and the shunt plus the series resistance (Rs+ Rsp,)
are extracted from the slope ‘% at the high voltage limit and at short circuit
point respectively. For a good solar cell a small series resistance an a big shunt
one is expected according to the model of fig. 2.10 [108]. And as can be seen in
table 5.1, there is an order of magnitude of difference between the resistances.
Still, the series resistance is to big and the photocurrent is low to make a highly

efficient photovoltaic device. But it is a solar cell with 3.26 % of efficiency with
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many options to improve (like adding a hole transport layer). This shows the

capacity that perovskites have to revolutionize the photovoltaic technologies

with its simple synthesis processes and high light absorption capacities. Also

shows that the graphite contacts are adequate for the purpose and no Schottky

barrier is formed at their interfaces. Otherwise, it would be expected a s-shape

in the current-voltage curves [109, 110].
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Figure 5.2: Current vs voltage for cell number six measured after synthesis.

Cell Point | (%) | Isc (mA/em?) | Voo (V) | FF | Ry(Q) | Ry + Ren(Q)
1 2.79 7.081 0.84 | 047 | 317 3153
2 2.94 8.336 0.85 | 0.42| 312 4145
3 3.26 8.725 0.85 | 044 | 284 1109
4 2.87 7.376 0.85 | 046 | 358 2735

Table 5.1: Parameters extracted from the Current vs voltage curves of cell six.

5.1.1 Degradation

The next stage was to study the stability of the cells. Current voltage curves

under illumination were measured on different days for many cells on all of the
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four points. After the indoor illumination measurements the cells were stored
at low vacuum in a desiccator. Still, changes due to the degradation of the cell
become observable.

In fig. 5.3 there are plotted three current vs voltage curves on cell number
eight and the corresponding extracted parameters are summarized in table
5.2. The first one, were made in INTEMA after making the graphite con-
tacts. The other two were done in Uruguay. Even stored in our best possible
conditions and extracting them only for measurements is possible to see that
the degradation make important changes on it. From this plot it can be seen
that the cell starts with the shape that is expected for a good solar cell. This
cell presented an efficiency of 1.40% for the fist day of measurements but it
decrease to almost a third of that for the last measurement. The successive
measurements present higher open circuit voltages and short circuit currents.
Although, they have a more ohmic behaviour with a poorer performance. All
of this lead to a fill factor that drastically decrease from one measurement to
another and also the efficiency. The successive measurements show an increase
of the series resistance, but the shunt resistance presented the bigger changes
indicating that the cell is increasing its resistance with the degradation to the
point that the applied model of fig. 2.10 is no longer valid. The new behaviour
of the cell in the fourth quadrant is consistent with the s-shape reported by
Cheng et alii [111]. They made MAPI cells with different concentrations of
Pbl, within it by changing the deposition technique. The cells with Pbl, had
lower efficiencies and their I-V curves become more alike the degraded ones in
fig. 5.3 while the Pbl; concentration increases. This is an indication that the
MAPI in our cells is degrading to Pbl,.

Dates | n(%) | Isc (mA/em?) | Voo (V) | FF | Ry(Q) | Ry + Ra(Q)
27/9 | 1.40 5.02 0.75 0.37 | 107 28282
17/10 | 1.03 5.19 0.90 0.22 | 649 1579
1/11 | 0.56 5.45 0.90 0.11 439 422

Table 5.2: Parameters extracted from the Current vs voltage curves of cell eight.

Another important change is observed in the reverse breakdown voltage.
Perovskite devices have a small reverse breakdown voltage compared to other

semiconductor devices [63, 66]. This breakdown occurs via tunnelling rather
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Figure 5.3: Current vs voltage for cell number eight measured three different days.

than avalanche multiplication. The applied biases are too low to cause impact
ionization and tunnelling could be allowed by mobile ions accumulating at
the contacts [66]. This tunnelling occurs due to the fact that the depletion
regions are formed at the interfaces of the perovskite with the hole and electron
transport layers as presented in section 2.8. This depletion regions are made
of accumulation and depletion of iodine vacancies so the built-in potential is
shielded in the bulk and concentrated at the contacts. There is a band bending
effect in the interfaces (fig. 5.4.a) and when a reverse potential is applied, the
band bending is more significant. When the reverse bias is large enough, holes
can tunnel from the transport layer to the valence band of the perovskite
absorber producing current (fig. 5.4.b).

It is possible to see in these measurements that the reverse breakdown
voltage moves closer to zero and even almost reaching it for the third day
of measurements. This could be explained by a depletion layer that become
thinner due to an accumulation of ions at the ETL interface which facilitate the
tunnelling effect. For this to happen the rearrangement of ions have to become
irreversible perhaps due to a chemical reaction that create a new phase with
a different ion mobility.

Addressing to that, it is known that the photo-catalytic effect of 79Oy ETL

introduce a problem as it can start a degradation process at the interface with
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Figure 5.4: Band diagrams of the perovskite solar cell (a) in dark equilibrium at
0 V (b) applying a reverse bias (-1 V), and after ions have migrated to the contacts
to equilibrate with the applied reverse bias. As ions accumulate at the contacts in
reverse bias, the barrier to tunnelling becomes narrower and allows holes to tunnel
from the ETM (also known as ETL) to the perovskite absorber. Figure from [66]

the perovskite [97, 112-114]. The TiO have a band gap of 3.2 eV that allows it
to absorb the UV part of the solar spectra. This absorption creates holes that
migrate to the perovskite. Then photo-generated holes in mp—T70, react with
oxygen adsorbed at surface oxygen vacancies, which then become deep traps
leading to charge recombination. As 74O, is commonly used as a electrode
in dye-sensitized solar cells because it acts as a photo-catalysts extracting
electrons from organic materials and from iodide anion (/7). Therefore, the
extraction of electrons from I~ by T@O, was assumed as the driving force of
degradation [115].

Some authors have concluded that the process starts with the emergence
of Iy [112, 116]. They have shown that the electrons in the CB of 7O, could

induce the oxygen adsorbed on the vacancies of 7O, into hydroxyl radicals
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and H,O under UV light soaking, leading to a loss of C H3N H5", as shown in
Equation (5.1) and (5.2). Meanwhile, both hydroxyl radicals and holes could
oxidize I~ into I, as shown in Equation (5.4) and (5.3).

CH3NH{ + Hy,O — CH3NHy + H307" (5.1)
3¢” + 0y +3H" — H,O + OH- (5.2)
2t + 217 — I (5.3)

2] +20H- — I, +20H™ (5.4)

As a result we end up with a photo-catalysis process as in (5.5) where the

hydrogen ions will form water with the oxygen of the 7O,

There are other proposed photo-catalysis degradation mechanisms that lead
to the formation of HI but in all cases Pbl is formed [117, 118].

This photo-catalysis degradation creates Pbly at the ETL/MAPI interface
which would explain the change in the shape of the I-V curve (with the fill
factor and the efficiency loss) and, the rearrange of the bands energy levels
could explain the creation of a thinner depletion region through which the
carriers can tunnel easily.

In fig. 5.5 can be seen that this effect is repeated for all the cells when they
degrade.

In summary the degradation probably started at the TiOy/M API inter-
face by the formation of Pbl; and later the volatilisation of methilamine and
I,[107]. This is a mayor issue because this catalysis problem is not resolved
with encapsulation. But a UV filter is necessary to avoid it. Also, the I5(g)
is highly corrosive and it is able to potentially destroy the encapsulation. The
degradation process of the perovskite due to UV radiation is probably also
present but the photo-catalysis degradation process have been reported as a
faster mechanism [114, 118, 119].
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Figure 5.5: Cells number six and twelve measured on different days showing the
changes due to the degradation.

5.2 External Quantum Efficiency

The cells spectral photo-response were measured with a mask that allow to
measure later the photon flux through this area using a calibrated Si cell with
the same mask. This measures allow us to calculate the external quantum effi-
ciency (EQE) as the ratio between extracted carriers and the incident photons

for each wavelength by unit area.

This was calculated for the cells number six, seven and eight and the results
are presented in fig. 5.6. This measurement were done in Uruguay so probably
the degradation was already started and probably because of that the cell with
the initial highest efficiency is not the one with the highest EQE. Observing
the EQE plots in fig. 5.6 it can be seen that above 800 nm the photons do not
produce current. This is expected since this photons do not have enough energy
to excite carriers in the MAPI perovskite. The observable structure between
700 and 800 nm is consistent with the excitonic absorption behaviour and have
the same shape that the absorbance of fig. 4.8a. The three measurements
present the same behaviour than the absorbance, it is growing toward the UV
region. After that, a decrease of the EQE is observable which could be due
to the absorbance in the T@O, layer which start in the UV region. But also
could be associated with the drop of the response of the Si cell and beyond

this point the measurement is no longer valid.

The EQE of the three cell is quite similar something experted for cell with

the same synthesis and corroborates the uniformity of the samples.
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Figure 5.6: External quantum efficiency measured for cells six, seven and eight.

5.3 Intensity Modulated Photocurrent and
Photovoltage Spectroscopy

Intensity modulated spectroscopy measurements were done on four cells. For
each one, the frequency modulated short circuit current produced by a mod-
ulated 633 nm laser were measured applying four different DC powers. The
open circuit modulated voltage were also measured for the four same situa-
tions. This frequency dependent measurements were carried out from 200 Hz

to 200 kHz and the results are presented below.
IMPS measurement for each of the four cells are presented in fig. 5.7. They

presented a really interesting behaviour with two lops which not only made it
to the third quadrant in the Nyquist plot but also reached the second one. This
behaviour was not seen before by us and was not found in the bibliography

neither. Because of this, the possibility of being an experimental artifact was
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considered. A model for this was implemented and later discarded because
it does not suit the different measurements. We will present it later in this
section.

To model this behaviour one of the options was to took into consideration
the ionic dynamic in the cell discussed in section 2.8 and how this affect the
electronic currents. This lead us to the consideration of different models that

will be presented in this section.
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Figure 5.7: Intensity modulated photocurrent spectroscopy measurements.

Some of the Intensity modulated photovoltage spectroscopy measurements
for each cell are presented in fig. 5.8. In this measures is observed a cycle
that in all cases is already started at 200 Hz indicating that the characteristic
frequency of IMVS is smaller than the IMPS ones. There is also a high fre-
quency structure present in all the measurements. This structure is observable
in the inset of the plots of fig. 5.8. In this case, there is an structure that
revolves around the origin also but at a lower amplitude. It was not possible

to fit this structure but indicate the presence of other processes in addition
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to the main loop. We will present later adequate models for understand this

measurements.
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Figure 5.8: Intensity modulated photovoltage spectroscopy measurements.

5.3.1 Measurements considering the reference electrode
impedance and the potentiostat parasitics resis-

tance

Every measuring equipment have intrinsic characteristics that have to be con-
sidered when are used to do a measurement. As an example, the input resis-
tance of a voltmeter have to be at least three orders of magnitude higher than
the output resistance of what is desired to measure otherwise you may have a
considerable error in your measurement.

When performing Impedance Spectroscopy (IS) or other measurements

that involve a potentiostat, the impedance of the equipment as well as the
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cell impedance have to be considered at least to discard artefacts in the mea-
surement. High impedance cells are more sensitive to capacitive artefacts while
the low impedance cells are more sensitive to inductive and resistive artefacts.
Artefacts are even more important as the frequency of analysis tends to cross
the megahertz boundary. Ignoring these artefacts can lead to misinterpretation
of the results [120].

An instrument is made of real, hence imperfect components. At high fre-
quencies, most of the artefacts comes from the input stray capacitances. A
model of the instrument is shown in fig. 5.9 which includes the four stray
capacitances between the counter and the reference electrodes, the reference
electrode and the ground, the reference and the working electrodes, and the
working electrode and the ground. A sinusoidal signal is generated and ap-
plied to the cell over a wide range of frequencies. The working electrode voltage
versus the reference is measured by the voltmeter V5. The current is calcu-
lated using the voltage V; measured across the precision resistor R,,. For an

impedance measurement:

Z=-"2=_2R, (5.6)

CE

REF

!
0 e T
:

Figure 5.9: Equivalent model of the potentiostat with simplified artifacts. Figure
from [120]

The influence of the stray capacitances of the reference to the working and
of the working to the ground are canceled by the calibration of the instrument
at the factory. To calibrate the instrument, standard devices are connected at
the terminals of the standard cable and the instrument is adjusted (through
computation/data storage) so that it measures within the specified accuracy.

An example of an impedance Z measurement can be seen in fig. 5.10
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plotted in blue dots. The same experiment is now performed with a 10 &€
resistor mimicking a poor reference electrode (modeled in fig.5.11) is plotted

in red dots.

-l Z)/0hm

0 1000

Re(Z)/Ohm

Figure 5.10: Measured impedance with poor reference electrode (red dots) and
expected impedance diagram shown in Fig. 6 (blue dots). Figure from [120]

The measured impedance, represented in red in the Nyquist diagram is far
from the previous one in blue. The equivalent measured impedance can be

obtained from the Kirchhoff’s laws:

Z(l + jCURmCQ>(1 + jWRO4) — ju}RRm03

A=
M 1 + ij(Cl + C3 + 04) + ijm(CQ + ij0103 + ijCQ(Cl + Cg + 04))
(5.7)

It can be noted that if R is zero, the measured impedance Z,; equals the

effective impedance Z.
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Figure 5.11: Model of the potentiostat with an additional resistor mimicking a
poor reference electrode. Figure from [120]

This model for stray capacitances was considered to explain the otherwise
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strange measurements of fig. 5.7. This model of a bad reference electrode was
implemented as an explanation of the measurements considering Z as our true
measurement.

The problem with this model is that to have this same behaviour in a
measure that only goes to 200 kHz, capacitances of 1 mF or more are needed.
This was tested numerically with the model. Also, when trying to fit this model
it did not converge well and led to different values for each measurement. All
this combined with the measure of our reference electrode resistance of 3 2
and the fact that no other measurement done with this electrode led to this
behaviour before led us to the conclusion that the measurements were not
affected by this kind of artefacts.

5.3.2 Jon Dynamic’s Effects

In this section we will discus the ionic behaviours that may lead to an expla-
nation of the measurements. In figure 5.7 is visible that there are two different
processes with different dynamics being measured.

Perovskites apart from being semiconductors, they additionally show ionic
conductivity. This is observable in their slow response times, reversible degra-
dation, transient behaviour and hysteresis in the current-voltage characteristics
of solar cells [62, 70]. In section 2.8 we have discussed that ions in perovskites
migrate inside the material screening the electric field and creating depletion
zones in the perovskite close to the ETL and HTL layers. The voltage drops
is concentrated in these regions leaving the rest of the material free of macro-
scopic electric fields and governed by diffusion current.

It was also discussed that the reverse bias breakdown for small bias values is
explained by carrier tunnelling which implies that the main voltage drop occur
close to one of the contacts, allowing for a thin tunnelling barrier [66]. This
was experimentally confirmed by Weber et alii [67] and provide evidence of
that the ionic dynamics of perovskites are governed by one type of ion [62, 63].
To the date, most of studies suggest that ionic transport is mediated through
halide vacancies (V) [68, 69].

The only analytical expression available in the literature to measure this ion
concentrations is that proposed by Richardson et alii [70-73]. These authors
developed a method called the "surface polarization” (SP) theory to semi-

analytically solve the Poisson equation. In this approach, the ionic charge at
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the contacts is obtained by analytically calculating the first integral of the
Poisson equation, with the condition that anions are immobile. This model
predicts that the ionic vacancy charge is distributed asymmetrically (section
2.8.1):

SP — sign(V,) LT (exp(—2) — -2 — 1 (5.8)
LD VT

Where V; is the voltage drop in the accumulation region, Vi = 26mV at room

temperature and Lp is the Debye length.

This model correctly predicts the asymmetry in the band diagram of fig.
2.6 and states that the vacancies depletion has an exponential profile with a
dependence on the internal voltage across the interface. This indicates that the
ion dynamics is more susceptible to applied voltages rather than incident light
[62]. This ions dynamics and their dependence with voltage are responsible
of the hysteresis observed in cyclic voltammetry under illumination [64, 65].
Meaning that is more important the applied voltage and the variation rate
rather than the light intensity [62].

Under this situation, when a potential is applied or a current is generated a
rearrangement of the ions is produced. This lead to charge or discharge process
in this ion vacancy region. Associated with this interface charge Q,(V;) of eq.
(5.8) (renamed for simplicity) there will be a current Q,(V;). The potential
in this region (Vj) is an internal surface polarization voltage associated to
the vacancy-accumulation layer that results from the ionic displacement, and
compensated by electrons in the contact layer side of the interface. This give
place to a capacitance

dQs(V5)

Co= =g (5.9)

The presence of ions at the interface implies that the build up and recovery
of the equilibrium distribution is severely impeded by the rate of ion migration.
Thus the internal voltage V; cannot follow the external voltage instantaneously
but reacts slowly to achieve the condition imposed by V. This characteristic

behaviour can be described by a relaxation equation of the type

v, V-V,
at T

(5.10)

where V is the difference between the external and the built-in voltage. The
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relaxation kinetic constant 7, is determined by the rapidity of ion displacement

at the specified illumination, voltage and temperature [121, 122].

This model allows also to define a ionic conductivity g;,, from the capaci-
tance of this ion charge region and the ion relaxation time [123].
Gion = %% (5.11)
This polarization current (j,) associated to this charge is indeed necessary
to explain the evolution of the transient responses, hysteresis effects and the
impedance spectra, of perovskites. Since we have presented this current as the
charge variation in a surface capacitance with a conductance associated with
this ion charge motion. It is possible to imagine it as a parallel current to the
others in the cell and represent it, under small perturbation conditions, as an
interphase capacitance Cy in series with a resistance giﬁ that vanishes in dc
conditions due to its ionic origin, playing a key role at medium time scales
[121-124].
This ionic charge accumulation also affects the electronic current through it.
On steady state conditions with an applied voltage for example, the electrons

would flow through it as a current jg,.; with an associated conductivity

— d jstat
Gstat dV

(5.12)

But when the ions are on the moving, the electronic current through the in-
terface gets affected by the ionic rearrangement. An ion-modulated electronic
current is generated under a perturbation (j4). Its response is slowly and de-
layed with a response time 7, in contrast with the external voltage change.

Thus the changes in this current can be represented as

djd _ jstat - jd
dt Td

(5.13)

The dynamical behaviour of the current j;, models the process that establishes
an additional conductivity channel causing the memory effect by a slow recov-
ery of relaxation time 7, in response to the external stimulus V' [121, 122].
In effect, metal halide perovskite devices commonly undergo a transformation
in the dynamics of the slow current components, related to ionic-controlled

recombination processes via surface polarization effects [123-125]. Since eq.
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(5.13) states that this current have a delay response time, its possible to rep-

resent is as an inductor
-
Ly = 4 (5.14)

Gstat

The kinetic properties at long time scales are modulated by slight variations
of the characteristic time constants (7, and 74) that determine the dominant
relaxation response (eq. (5.10) or (5.13)) at different voltage regions. In eq
(5.13), jsar the stationary value of the delayed current, is assumed as governed

by an exponential dependence with voltage V' [124].

Note that we have presented the ion dynamic divided in two effects, the
charge and discharge of the ions in an interface which have a delayed response
to the voltages changes then having a capacitive effect and a second conduction
channel. A delayed electronic current slowly responding to changes in the
current due to the ion movement, having then an inductive behaviour [121—
125].

Keeping this line of work, with the aim of presenting an equivalent circuit
to model the above ionic dynamic and include it in the model of a solar cell
lets model a recombination current in the same way we presented the shunt
resistance in fig. 2.10. Recombination depends of the concentration of carriers

n and a certain rate k..

jrec - krecnq (515>
The bulk electron density is n(V) = ng exp (%), where 7 is an ideality
factor. Hence the recombination current in transient condition is
) ) qV
rec — Jreco €T 5.16
j Jreco €D (77 kBT) (5.16)

This recombination current have a dependency with the voltage but obviously
is affected also by an increase in the carrier concentration if the cell is illumi-

nated. The associated conductivity is defined as

o djrec
grec - dV

(5.17)

Finally, a geometric electronic capacitance C, in parallel with the recombi-
nation resistance should be added to consider the electronic charge rearrange-
ment. Putting together all this elements, we end up with the equivalent circuit

of fig. 5.12 which is an impedance model superimposed on a cell diagram indi-
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bottom contagt

Figure 5.12: Equivalent circuit derived from the transient responses and the
schematic of the layer structure composing the perovskite device. Figure from [124]

cating where processes occur. This shows that some of the involved processes
are surface processes and are represented on the interface because of that. It
has been recently used to explain the hysteresis and impedance spectroscopy
measurements on perovskites solar cells [123, 124]. This models explain the
inductive effects observed in impedance measurements and negative currents
in transient photocurent measurements [123, 124]. We can see that the current

has four contributions

dQs

=0, et dat
J= Jrec Jd dt

9 dt

(5.18)

a displacement current that charges the geometrical capacitance C, of the per-
ovskite material; conduction channels in which the current may be extracted
from the cell instantaneously via recombination processes .J,... or slowly with
an ion-modulated current j4; and an interfacial current in the sense of a cor-

responding charge ).

To the date and as far as we know, this equivalent circuit has not been used
for IMPS and IMVS measurement interpretation. With this goal in mind, we
add to the model 5.12 a current source representing the photo-generation (jyn)
as is presented in fig. 5.13. Now for the IMPS response Q(w) we need to
calculate the short circuit current as a function of j,,. The purpose of this is

to calculate the function Q(w), in the understanding that the response of a cell
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Figure 5.13: Electrical equivalent circuit representing the electronic and ionic
dynamics in an operating perovskite solar cell.

to a modulated voltage or the generation of current by modulated illumination

can be represented as follows [86]

F=YV +Qjn (5.19)

Here Y is the admittance of the cell and the photocurrent j,, have a sinu-
soidal dependency with the photon flux and the absorbance of the cell. With
this representation, the IMPS response function can be calculated under short
circuit conditions (meaning V = 0) as

0= jj—h (5.20)

On the same way, the IMVS response W can be calculated under open circuit

conditions (meaning j = 0) as

z| <2
2
2

W=—=-QY (5.21)

ph

)

Now we have to calculate each of the currents of fig. 5.13 to substitute then
in eq. (5.18) and add to it the photogenerated current. Using the Kirchhoff

law we can see that under short circuit conditions, the voltage on each branch
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of the circuit (v) is opposite to the series resistance voltage jRg. Using this is

possible to write each current of eq. (5.18) as a function of the main current.

jrec = UGrec = _,szgrec (522&)
) dv , ‘ ‘

Jg = Cga =Cyviw=—jR,Cy iw (5.22b)

. — R
Js = T — 1 (5.22¢)

YGion iwCs

. —J R,
= 5.22d
M T oL, (5:22d)

Jstat

Where 72 = —1 All this currents will be substituted in eq. (5.18) including the

photogenerated j,, current

: o dQs
+ Jrec + Jd + i + Jph (523)

] dv
I=Cogy dt

9 dt

After the substitution, the @ function can be obtain

- 1
~ ] . Ry Ry
Q= Ni = |14+ RsGrec + szSC’g + I T ;

Jph Gion | iwCs gstat +iwlq

(5.24)

The last two terms of this expression can be rearranged to be written using

Ts = Cs/gion and Td = Ldgstat-

~ -1

A ionRs sta Rs
Q== = |14 Rygrec + iwRsC, + Lonls | Jstal
Jph 14 1 + wWTy

TWTs

(5.25)

This way as the series resistance is common to almost all the terms, the con-
ductances ¢;,, and g4 can be interpreted as amplitudes of those currents.
Therefore, the model has a total of two memory variables that interchange the
governability of the response at long time scales in the current-voltage curves of
perovskite solar cells due to the non linear ionic-electronic dynamic complexity
of this material. However, the slow kinetic properties in perovskites, based on

ionic-controlled surface recombination processes, are commonly regulated by
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a single relaxation time [70, 126, 127]

S

~ Ldgstat (526)

Thun ™ Gion
due to the characteristic memory-based coupling of these materials whose phe-
nomenological consequence is that 7, ~ 74 [128, 129]. In essence, this identi-
fication means that the slow current and surface polarization are both caused
by a single variable, as reported experimentally [130].
The next step is to calculate the IMVS response function W.
In this case, we impose j = 0 and write every current as a function of the

voltage which is V' in this case because there is no current through R

Jree = Vree (5.27a)
. dv ~
Jg = Cga =C, Viw (5.27b)
vV
o= ———— (5.27¢)
gllon + iwlc’g
vV
- 5.27d
Jd Y iwly (5.27d)

Then the transfer function W is

WV

]ph

Gion wCs Jstat

-1

1 1
rec + WC, : 5.28
Grec +wly + — 1 +L+de] ( )

or using the time constants as in eq. (5.25)

- v
W:—f:

]ph

rec T 1wWC . 5.29
e T T T S T T, 2
yn

-1
Gion + Gstat ]

Now this model has been presented, we will plot it for different values and
discus it. For that, calculations were done in Matlab in the same spectral
region as our measurements which is 100 Hz to 200 kHz. The parameters are
in table 5.3 where can be seen that R, g,.. and C, were fixed. This way we

can see the changes that produce the different ionic related parameters.
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Figure 5.14: Simulations of IMPS and IMVS responses of the equivalent circuit of

fig. 5.13 for the parameters of table 5.3



Config. 1 Config. 2 Config. 3 | Config. 4
Ry 10 © 10 10 Q 10 ©
Gree | 0.03Q71 0.03 Q7! 0.030Q71 | 0.030Q7!
Cy 0.1 mF 0.1 mF 0.1 mF 0.1 mF
TDyn 0.001 s 0.0008 s 0.0004 s 0.0008 s
Jion 107t 0.50°¢ 0.5Q71 0.507!
Gstar | 0.0001 Q71 | 0.0001 Q71 | 0.0001 Q! 107t

Table 5.3: Values of the parameters used for the simulations of figure 5.14.

As can be seen in the fig. 5.14 with this model is possible to obtain two
loops both in IMPS and in IMVS responses. The configurations 1, 2 and 3 show
similar behaviours to the MAPI cells measurements of fig. 5.7 and 5.8. The
configurations 1,2 and 3 have small changes in the parameters 7p,, and g,
and also a very small g, conductance. This could be the case of our MAPI
cells measurements. The configuration 4, has a higher ¢y, conductance and
because of that show a low frequency inductive behaviour which is not present
in our MAPI cells measurements but can be in other kind of perovskites cells.

The main difference between these simulations and the MAPI cells mea-
surements is that this model does not simulate the high frequency shift to
the third quadrant or the spiral of the IMPS. This behaviour is due to the
delay introduced by the migration of carriers through the perovskite. As is
explained in the rates model of section 2.10, in the cases when the material
is a very good absorber the generation is done close to the light incident side
of the material and the carriers have to migrate through it. This generate a
delay which is traduced in a phase shift which this equivalent circuit model
does not considerate. Because of its origin, this effect phase shift affects more
the higher frequency points of the plot.

To help to visualize this, in fig. 5.15 it was added ad hoc a phase shift to
the first configuration of parameters for the IMPS model. This was done by
multiplying the equivalent circuit model by a pure imaginary exponential with
different frequency dependent functions inside. The black curve its the original,
the red one have a phase added that increase linearly with the frequency and
the blue one have a sigmoidal increase of the phase. Even if this phase has no

meaning to this equivalent circuit model, allows to visualize what happen if
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phase is increased non uniformly and how it resembles the IMPS measurements
for the MAPI cells. The equivalent circuit model try to explain ions influence
on the response which the rates model of section 2.10 does not include. But
can not model the transport effects through the material which the rates model

of section 2.10 does include it.

— T T Config. 1

] == |inear phase added
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Imaginary Photocurrent (Arb. U.)

Figure 5.15: Simulated equivalent circuit model adding a phase shift to visualize
the effect of carriers diffusing through the material.

Because of this phase shift, it is not possible to fit the IMPS measurements
with this model but it partially explain the observed behaviour. We get to the
conclusion that there are two conduction channels in the MAPI measurements
as the equivalent circuit model states but also a phase shift due to the delay
in the transport through the material.

On the other hand, the model of section 2.10 can model the delay explained
here but does not consider the effect of ions in a perovskite as the equivalent
circuit model. After noticing from the simulations that there is not inductive
effect in the MAPI measurement, we propose to model the both loops effect in
the same way than the electronic current is modelled in the section 2.10. To
do this, we will use a second rate equation. One will be used to model the low
frequency loop and the other one to model the high frequency loop.

In the case that the ions are responsible of the loop, the time constant of
eq. (2.144) will represent a response time instead of a lifetime. Meanwhile, the
exponential term would be a change in the ions charge Q) of eq. (5.8) which

also have an exponential profile.
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The data fitting was made in a two step procedure. In the first step each
of the loops of the IMPS MAPI measurements were fitted separately and then
using this results as seeds a second fit with the whole measurement with two

loops simultaneously were made.

5.3.3 IMPS Measurements of MAPI Cells

This IMPS measurements show two clear cycles associated to two different
transport process with different rates. This was the initial motivation to im-
plement a model that considerate the ions as the model of the equivalent circuit
of figure 5.13. But this model does not consider the diffusion effect that was
previously discussed. Because of that, a model that consider two rates equa-
tion was implemented to fit this measurements. To do this, first was fitted
one of the cycles and the result was subtracted to the measurement. Then the
second cycle was fitted from this and finally, using the results of this fits as
initial parameters the whole measurement was fitted with two added equation
as the eq. 2.149.

This fitting process were done using 450 nm as the MAPI thickness which
was obtained from a profilometry measurement and the absorption coefficient
was estimated from this measurement and the transmittance measurements.
This lead us to the results of fig. 5.16. It can be seen that the two process model
is adequate to fit this measurements. The rest of the fits can be consulted in
the appendix B.4.

The fitted curves in fig. 5.16 may be difficult to interpret because it lack the
frequency dependence and is the result of the overlap of two complex functions.
So, to better appreciate this fits we include in fig. 5.17 the imaginary part
of each fitted cycle as a function of the frequency and the addition of both
along with the measurement imaginary part. Here is easy to visualize the
contribution of each cycle and its different frequency regimes.

The fitting of both cycles separately presented phase shifts associated with
the transport of carriers through the material. Those shifts ended up added
and being responsible of the whole shift observed in the measurements. Each
of the cycles fitting gives a diffusion length and a characteristic time. This
parameters have to be interpreted and to do that they are presented in fig.
5.18. In this figure there are the two time constants 73,4, and 70, for the four

cells and the four laser powers and the two diffusion length for the four cells
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and the four laser powers.

Each of the cycles is associated with different processes which have three
orders of magnitude of difference in the time constants and about one order of
magnitude in the diffusion length. There are not big differences between the fit
results among the cells which is expected as the cell were made equally. There
is not a clear tendency with the power. The assignment of this processes is
tricky. There is the possibility that we have measured two different electronic
processes such as electrons and holes dynamics. On the other hand, we have
discussed a model that uses an equivalent circuit to model the ionic dynamic in
the cells and although is not applicable to this measurements it is not because
it is incorrect but because it is incomplete. It lacks to model of the phase shift
due to the delay of ions to move through the material. But the time scales
presented by the time constant 7, of fig. 5.18.a may be consistent with the
ionic time scale [123-125]. This could mean that we are actually measuring
the ion dynamics. Meanwhile, Fig 5.18.b shows a much shorter time constant
Thigh that is consistent with the life time of electronic carriers in perovskites
[85].

The figures 5.18.c and 5.18.d show the diffusion length for the carriers in
each of the cycles. The length of fig. 5.18.d is reasonable for a hole or electron
in materials in general but is little shorter than the expected for a perovskite
[85]. On the other hand, the diffusion length of 5.18.c appear to be rather
long for been ions, but ions in perovskites are almost free to move. There is
also a possibility that because of the tricky of this fittings, some of the phase
shift from one cycle is model by the other one generating uncertainty in these

values.
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To help to elucidate this, the diffusion coefficients were calculated from the

lifetimes and the diffusion length as:

D= — (5.30)
The diffusion coefficients are presented in fig. 5.19. These parameters
calculated for the high frequency cycle present a reduction tendency with power
with the exception of the cell six. While for the low frequency cycle there is
a clear growing tendency with power. The coefficients have for most of the
cases less than one order of magnitude of difference. A greater difference
would be expected if it were electrons and ions. This difference would indicate
that carriers movement have a similar behaviour indicating the same type of
carriers. If this is the case it indicates an electronic behaviour. The association
would be electrons to the high frequency cycle and holes to the low one. This
is because the carriers are generated close to the 790, layer and the electrons
are close to its selective layer but holes have to travel through the material. It
would be expected then a faster transport for electrons than for holes. So we
would be seeing the effect of the holes moving in our measurements as a slower
process. Also, a slightly higher diffusion coefficient would be associated to a
lighter effective mass. In this case the effective mass reported for electrons
is lighter that the one for holes supporting our assignation of the processes
[131-133]
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Figure 5.19: Diffusion Coefficients calculated with eq. (5.30) for both cycles.
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5.3.4 IMVS Measurements of MAPI Cells

The IMVS measurements of the MAPI cells were fitted using both models, the
equivalent circuit of eq. (5.29) and the rates model of eq. (2.159). When using
the rates model, only one cycle was considered because as can be seen in the
measurements of fig. 5.8 there is a second process present in the measurement
but is concentrated in the high frequency limit and have a small amplitude
to be able to fit it. But it was possible to fit this second process using the

equivalent circuit model.

In fig. 5.20 there are presented the results of using the rates model on
the IMVS measurements. It can be seen that cells number 6 and 8 fit better
although they do not have a particular difference with the other and actually
they are from different batches. They main characteristic is that they go
further into the third quadrant and have a twist in the high frequency limit
(see inset) probably due to the second process observed more clearly in the
other cells. Another particularity is that cells 1 and 7 which are from the same

batch, have a wider real part compared to the imaginary one.

From these fits the parameters from fig. 5.21 were extracted. On then it
can be seen that they are in the scale of the ms and pm meaning that this
cycle correspond to the low frequency of the two from IMPS measurements
and the structure from the high frequency limit correspond to the high fre-
quency of IMPS measurements as someone would expect. This support the
idea that there are both electronic processes since it is not expected that the
cell response in IMVS is dominated by ion dynamics, especially reaching such

high frequencies.

In this case we can see a more clear tendency in the fitted parameters which
decrease with the light intensity. This behaviour is expected because if they
are holes, a decrease in their time constant and diffusion length would come
from an increase in the concentration due to the increase in the generation
associated to the higher light intensity. In the same way, an increase in the
carriers concentration would generate an increase in the potential causing a
faster moving of ions but a reduction in its diffusion due to the increase in the
moving ion concentration. The diffusion length of cell 7 is much bigger than
the others but as can be seen in fig. 5.20 is the case where the fit deviates
further from the measurement adding uncertainty. The rest of the fits can be

consulted in the appendix B.4.
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This time constant although related to the low frequency cycle of IMPS
have a smaller value which is unusual. Because IMPS measurements have a
superposition of recombination, transport and extraction process. Meanwhile,
in IMVS measurements there is no extraction, only recombination. This would
be ascribed to the uncertain in the IMPS fits exemplified in fig. 5.18.a were
there is no clear tendency.

The tendency observed here may not been observed in the IMPS mea-
surement perhaps because the difficulty of the fittings due to the presence of
the partially overlapped two cycle structure. In that sense, the IMPS measure-
ments offers more resolution allowing to distinguish processes that are not clear

to see in IMVS measurements. Although this increases the fitting difficulty.
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Figure 5.21: Time constant and diffusion length fitted from the IMVS measure-
ments.

Once again we calculate the diffusion coefficient with eq. (5.30) and present
it in fig. 5.22. Here the diffusion coefficients of the cell 7 fits were excluded be-
cause they end up much bigger than the others. This came from the estimated
diffusion length of fig. 5.21b which result to be higher than the rest which
traduces into a much higher diffusion coefficient but also is the cell where the
fit deviates further from the measurement adding uncertainty. The rest of the
parameters have similar values to those of the low frequency cycle of IMPS

supporting the idea that is the same process.

136



14000 d T T T d T d T T T d T

12000 | % g
r m  Diffusion Coef M1

NQ 10000 e Diffusion Coef M6 .
E I v Diffusion Coef M8 ]
£ 80001 ]
% 6000 - i -
51 i " T
= I

g 4000 * J
& L

S 2000 | . ® e

v, v v v

20 30 40 50 60 70 80 90
Laser Power (uW)

Figure 5.22: Diffusion Coefficients calculated with eq. (5.30) for IMVS fitted
parameters.

Now, we move to the equivalent circuit model. To be able to fit with this
model it was necessary to do a proper handling of the constraints because
two partially overlapping cycles may model the curve but does not considerate
the high frequency structure which means that we are reducing the difference
between the measurement and the fit but the result is not representing the real
situation. So, to improve this region fit we leave some of the low frequency
points out of consideration. The result can be seen in fig. 5.23. The rest of
the fits can be consulted in the appendix B.4. As can be seen, cells 6 and 8 are
adequately fitted but the fits lack the shift to the third quadrant. Meanwhile,
it was possible to reproduce the structures in the high frequency limit of the
IMVS measurements of cells 1 and 7. Although lacking some phase shift as is
observed in the insets of figures 5.23.a and 5.23.c.
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The results from the fitting with the equivalent circuit model are presented
in tables 5.4, 5.5, 5.6 and 5.7. The first to notice from this tables is that the
parameter g4 is remarkably small for all the cells. This is as expected for a
measurement without any inductive behaviour.

The next that captures the attention is the previously called geometric
capacitance. The results have values too high for the geometric capacitance
of a small solar cell. The explanation for this is that its not actually the
geometric capacitance what we have here but a parameter that only have
meaning together with the g,.. conductance give place to a time constant.
Must be remembered that this capacitance and the conductance are parallel
elements of the circuit in fig. 5.13 so they quotient of Cy and g,.. originates
the time constant 7,, which is also included in the tables. Clearly this time
constant is associated to the slow process observed in the measurements and
is in reasonable agreement with the values in fig. 5.18.a.

Then we observe the time constant 7p,, which was introduced as an ex-
pected to be big time constant associated to a slow ionic processes. But in
this fitting it converge to the small time constant. We have to keep in mind
that we are fitting a measurement with two processes in different time scales
and that this time constant came from an RC series branch of the circuit and
must be interpreted as such. So, it’s a small time constant and it is associated
with the parameter g;,, which acts as an amplitude. This amplitude is bigger
for the cells 6 and 8 in which it looks like the two cycles of the model are
overlapped or only one is responsible of the shape. Meanwhile, for cells 1 and
7 gion 1s smaller and in this cases is where we can see another structure over
the high frequency limit. In this cells besides, the time constants are closer
between each other.

What we are seen then is that the RC series branch of the circuit is re-
sponsible for representing the high frequency process and the parallel RC is
taking care of the low frequency process. The original meaning of each of the
parameters has not been preserved and only the time constant of each RC
branch have a meaning as such although they do not maintain their original
meaning. While the time constant 7,4 is consistent with the previously pre-
sented IMVS fits and a higher time constant 7p,, seems to represent te time
constant associated to the high frequency cycle of IMPS. That is to say, it lost
its original meaning, which was to represent the ions dynamic.

This shows that the equivalent circuits can be useful to analyse the effective
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response of a devise but depends on a strong and careful interpretation of the

results.

Cell 1| gstar (071 | Gion (7Y | Toyn (8) | Grec(27Y) | Cy(mF) | Tg(s)
28.9 uW | 4.9971e 14 1238 3.59¢7° 61.11 20.096 | 3.288¢2
42.7 uW | 3.8369¢ 14 1630 3.35¢7° 70.37 19.389 | 2.755¢ 2
63.2 uW 1.1e713 1884 5.56e° 109.15 15.973 | 1.463e2
827 uW | 4.78¢13 3025 | 4.23¢75 | 135.80 | 25.726 | 1.894¢2

Table 5.4: Parameters obtained fitting the IMVS measurements of cell 1 with the

equivalent circuit model.

Cell 6 | gstat (271) | Gion (7)) | Toyn (8) | Grec(Q71) | Co(mF) | 7ig(s)
28.9 W | 5.11e ' 4639 | 2.56e7° | 59.12 7.521 | 1.272¢72
42.7 uyW | 3.75¢714 5266 | 2.72¢7° | 89.24 8.327 | 9.33¢7!
63.2 W | 1.14¢13 3744 | 5.07¢™® | 14555 | 6.280 | 4.31le”!
82.7 uW | 1.52¢713 5511 | 5.39¢™° | 244 8.270 | 3.39¢7!

Table 5.5: Parameters obtained fitting the IMVS measurements of cell 6 with the

equivalent circuit model.
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Cell 7| Gatat (271) | Gion (271) | TDyn (5) | Grec(27) | Cy(mF) | 7y4(s)
28.9 W | 5.49¢ 1 55.04 | 3.21e™* | 25.06 19.8 | 7.901e~2
42.7 uW | 4.65¢7M | 145.08 | 1.97e* | 35.62 19.9 | 5.587e72
63.2 W | 2.53¢7¥ | 23657 | 1.52e7* | 45.57 19.9 | 4.367e2
82.7 uW | 2.41e™ | 404.05 | 1.42e7* | 81.18 38.2 | 4.706e2

Table 5.6: Parameters obtained fitting the IMVS measurements of cell 7 with the
equivalent circuit model.

Cell 8 | Gatat (271) | Gion (271) | Toyn (5) | Grec(271) | Cy(mF) | 7y4(s)
28.9 W | 3.25¢ 1 4715 | 2.39e™ | 48.68 | 7.5062 | 1.542e72
42.7 uW | 5.42¢714 3891 | 3.82¢7° | 74.36 | 6.0994 | 8.20e!
63.2 W | 3.62¢71 5943 | 3.46e7° | 123.26 | 8.9629 | 7.27e!
82.7 uW | 6.50e 1 5807 | 5.86e™> | 204.88 749 | 3.66e

Table 5.7: Parameters obtained fitting the IMVS measurements of cell 8 with the
equivalent circuit model.

5.4 Discussion

We have presented a series of characterizations of methylammonium lead halide
perovskites solar cells. This is a prototype design in which the graphite con-
tacts are being tested not only for the connection with the external circuit but
also as a hole selective contact layer. The four cells whose results we present
here were synthesized the same way to show repetitiveness.

The

measured efficiency is acceptable for this kind of test devices and show that

The current-voltage curves shows that the structure is functional.

the fill factor have to be improved probably by reducing the high series re-
sistance. Meanwhile, the open circuit voltage shows good and stable values,
the photocurrent result are too small for a commercial device. This indicate
a place to work. The current is something to improve and future tests with
another hole selective layer should be carried to test their interaction with the
graphite contacts.

We have to keep in mind that this particular perovskite may not end in
commercial solar cells mostly because the rapid degradation of their organic

components. But is a good perovskite to test new structures and complemen-
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tary materials. Another reason to work with it is that its fast degradation
allows to study in hours processes that in other perovskites takes more time.
With this in mind, the degradation observed here shows that the S-shape is
one of the first effects that appear in the cells as well as reduction of the
already small reverse breakdown voltage. This two effect were linked to the
decomposition of the perovskite and the formation of Pbly associated to the
decomposition of the methylammonium through different processes which in-
clude a negative interaction with the 7705 as the electron selective layer. It is
clear that this organic cation is not the best to ensure durability and proba-
bly another similar organic cation like the formamidinium, which is also used
in this kind of perovskites solar cell would face similar problems. Inorganic
cations are also considered and studied to this purpose and show better dura-
bility.

The external quantum efficiencies show a profile similar to the absorbance
of the material indicating that there are not current limiting process and any
particular energies and show a maximum efficiency for the generation between
the blue and UV light. After these energies, we have a drop of the efficiency
because of the light’s energy reaches the 7705 band gap and also the equipment
resolution limit may be reached.

The analysis of the intensity modulated photocurrent and photovoltage
spectroscopy result quite challenging. These measurements have at least two
clearly different frequency processes. The possibility of this being an instru-
mental artefact was considered and disproved. Two different models where
presented and discussed. The first one presented in section 2.10 which con-
sisted in a rates equation that considered the generation, recombination and
diffusion of carriers through the cell. The second model, is an equivalent cir-
cuit model derived from previous impedance and hysteresis models presented
in section 5.3.2 which consider the ions dynamics in the cell but it lack the
phase shift due to the diffusion effect.

These two models where used to fit the IMVS measurements but only the
rates model could be used for the IMPS measurements. For this last case, two
added rates equations were used to model the two observed processes. From
this two characteristic times and diffusion length were obtained in which one
of the time constant is to big to be a recombination time.

Meanwhile the diffusion length associated with each cycle have an order of

magnitude of difference and values which could be electronic carriers. To help
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to elucidate the diffusion coefficient were calculated and show similar values
that could indicate the same type of carriers. If this is the case it indicates an
electronic behaviour. The association would be electrons to the high frequency
cycle and holes to the low one. This is because the carriers are generated close
to the TiO5 layer and the electrons are close to its selective layer but holes have
to travel through the material. It would be expected then a faster transport for
electrons than for holes. So we would be seeing the effect of the holes moving
in our measurements as a slower process.

The IMVS measurements fitted with the rates model show values consistent
with the lower frequency IMPS cycle. The diffusion coefficient here calculated
is also consistent with the IMPS Diffusion coefficient. This plus the fact that
it would not be expected that the cell response in IMVS is dominated by
ion dynamics, especially reaching such high frequencies supports the idea that
there are both electronic processes.

When the equivalent circuit model fit results are analysed, we see that some
of the parameters does not behave as the physic effects they originally pretend
to represent. But an equivalent circuit is a solid model with the adequate
interpretation. It allows to model two parallel processes and to extract two
time constants even in the cases like the IMVS measurements in which one of
then is quite small and concentrated in the high frequency limit. This model
lacks the phase shift associated to the diffusion of charge carriers and after the
time constants are obtained they are subject to interpretation. It also does
not provide any estimation about the transport parameters but results to be
a very good starting point to fit modulated spectroscopy measurement and
impedance measurements.

After analysing the results of the two mentioned models we can certainly
conclude that we have two clearly distinguish processes with about three times
orders of magnitude of difference. This processes are two electronic processes.
But from the results from impedance measurements carried out by the master’s
candidate Nicolas Molina, we can confirm that only one cycle is observed in the
impedance measurements under dark conditions while two cycles are observed
when the impedance measurements are carried under illumination (see B.2).
this indicate that one of this cycles is a light inducted effect. Specifically, the
high frequency cycle indicating that the low frequency one is probably also
an electronic effect and that the ionic effects are probably observable at lower

frequencies.
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5.5 Conclusions

These cells allow to conclude that the graphite contacts are a suitable option
for contact perovskite solar cells. Although the cells have room for improve-
ment, these showed comparable results with cells contacted with Au and Ag,
and unlike these metals, graphite can act as a hole selective layer. Further-
more, applying graphite is much easier and cheaper than evaporating metals
as contacts. Also, we have seen that repeatability can be achieved between

samples in both their efficiency and their response.

The degradation of MAPI has been extensively studied in recent years and
although it will probably not be used in commercial devices due to its rapid
decline in efficiency, it allows us to understand the mechanisms that act in the
degradation of organic components and different anions. These measurements
allow us to see how these processes affect the performance and response of
the devices. In particular, changes in the breakdown voltage and the change
in the shape of the voltage-current curve to an S-shape could be attributed
to degradation originating mainly at the 7¢O interface. This is because it
is known that the 770, have photo-catalytic effect due to the absorption of
UV photons. This photo-catalysis induces degradation that creates Pbly at
the ETL/MAPI interface which would explain the change in the shape of the
[-V curve (with the fill factor and the efficiency loss) and, the rearrange of the
bands energy levels could explain the creation of a thinner depletion region
through which the carriers can tunnel easily.

Spectral photo-response measurements proved to be quite challenging to
interpret. This is probably why there are no studies of this type of measure-
ment prior to 2017 in the analysed bibliography and in all cases, they are
limited to analysing a portion of the frequency spectrum, either focusing on
high-frequency electrons or low-frequency ions. This work attempted to study
a wider frequency spectrum and for this purpose different models were imple-
mented. This allowed us to conclude that IMPS measurements offer greater
resolution regarding the different processes occurring in the material. Mean-
while, IMVS measurements indicate that they are dominated by one of these
processes, the slower one.

Although the possibility of ionic effects being observed was considered, this
was ruled out and it is concluded that the two processes observed are electronic

processes. The association would be electrons to the high frequency cycle and
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holes to the low one. This is because the carriers are generated close to the
T70, layer and the electrons are close to its selective layer but holes have
to travel through the material. It would be expected then a faster transport
for electrons than for holes. So we would be seeing the effect of the holes
moving in our measurements as a slower process. This was concluded because
the modelled processes show similar diffusion coefficients and also, It is not
expected that the response in IMVS is dominated by ions up to such high
frequencies.

The equivalent circuit model failed at represent the physical effects origi-
nally assigned to each of its elements. It became clear that a resistor cannot
represent recombination losses because it lacks a frequency dependence. The
geometric capacitance lost its meaning and assumed the role of giving place to
a time constant along with this resistance to model the observed behaviour.
Meanwhile, the time constant 74, whose original purpose was to represent
ion dynamics, took on another role allowing the high frequency process to be
represented.

Finally, these results do not mean that ion dynamics is not present or is
not significant in these cells. But rather that they effect is probably observed
at lower frequencies, and this should be taken into account in low frequency

and time resolved measurements.
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Chapter 6
('sPbBry perovskite solar cells

Finally, we present the characterization of a solar cell with another type of
perovskite as the active layer. It is a C'sPbBrs perovskite which have Cae-
sium, an inorganic cation replacing the Methylammonium and Bromine as the
anion instead of Iodine [134]. This cell was synthesized at the University of
Valparaiso. It is part of a batch with differences in the precursors concen-
tration. We analyse the results of the one with the higher efficiency. This
perovskite have a much longer stability and a band gap of 2.43 eV, with a
exciton binding energy of about 40 meV [135-137]. This band gap energy is
not the optimal value for a solar cell but it is still good to absorbing the light
beyond the yellow color. We can see the cell in figure 6.1, the yellow layer is
the perovskite and the black colour is the graphite.
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Figure 6.1: CsPbBrs perovskite solar cell.

The structure of this cell is composed of a glass substrate coated with
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floured doped tin oxide (FTO) with a 790, compact layer grown by pyrolytic
spay. Then a mesoporous 770, layer was grown to increase the surface area
and to act as electron transport layer. A mesoporous ZrO; and a mesoporous
graphite layers were grown after, the ZrO, acts as a support material and
the graphite as hole selective layer. The C'sPbBr; perovskite was grew above
this with a two step process as described in 3.1 using CsBr and PbBr, as
precursors. The idea of the structure is to enhance the surface area to improve
the transport properties.

We will present the current-voltage characterization and intensity modu-

lated photocurrent and photovoltage spectroscopy measurements next.

6.1 Current Vs Voltage Characterization

In this case the cell have only one spot to connect and measure so only one I-V
curve were done for this cell. The cell I-V curve is shown in fig. 6.2 and like
other perovskites have a high open circuit voltage. The short circuit current
is a bit higher than those of the MAPI cells and have an efficiency of 3.29%.
This cell also have a low fill factor of 0.424. We also estimate the shunt and
series resistance from the slope % at the high voltage limit and at short circuit
point respectively. The values are Rgepies = 188.7 Q and Rgpunttseries = 1518 €2
with an order of magnitude of difference, they are not so bad but it would be

desirable that the series resistance to be smaller and the shunt bigger.
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Figure 6.2: CsPbBrs perovskite solar cell s current vs voltage curve.

6.2 Intensity Modulated Photocurrent and
Photovoltage Spectroscopy

The intensity modulated photocurrent and photovoltage spectroscopy mea-
surements were carried using a 455 nm blue led. This was because the 633
nm red laser have photons with an energy below the band gap and would not
excite carriers in this perovskite. This measurements were done from 10 Hz to
200 kHz and using three different powers.

In this case, we observe in the IMPS measurements one cycle that spin
around the origin in the high frequency limit (see fig. 6.3a). This curve is
wider in the real axis than the imaginary one, which could be an indication
of the overlapping of two different processes. The IMVS case showed in fig.
6.3b present a more round cycle which also enters the third quadrant at high
frequency and have in the low frequency limit a cycle in the first quadrant
resembling an inductor or a negative capacitor. As this is a cycle in the low
frequency limit, we use the model presented in section 5.3.2 to fit it. We also
use the rates model of section 2.10 to model the high frequency behaviour of
the measurements. The implementation of these models is the same as in the

previous chapter.
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Figure 6.3: CsPbBrs perovskite cell’s IMVS and IMPS measurements for 29.5 uWW
laser power.

6.2.1 Photovoltage Spectroscopy

Lets present first the results of the IMVS fits. We can see in fig. 6.4a that the
equivalent circuit model provides a good fit with the IMVS measurements, be-
ing the high frequency limit the region were its depart more from the observed
behaviour. This issue was already pointed out in the previous chapter. This
model allow us to model the low frequency cycle and the results are presented
in the table 6.1 . In this case, the conductance g4, become relevant as it is
associated with the low frequency, first quadrant cycle. The time constant as-
sociated to this cycle 7p,, is quite close to I s and is way more clear that it is
the ion response to the electronic rearrangement under slow power modulation.

Once again, the geometric capacitance present values to high to be actual
capacitances. But instead we consider it together with the conductance g,
as the representation of a dynamic process and the associated time constant
Tr¢ is presented also in the table 6.1. This characteristic time represent the
main cycle and have values consistent with the carriers lifetime. Once again, it
would be expected that this carriers to be holes because the absorption occur

close to the ETL, the TwOy and ZrO, mesoporous layer.
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Figure 6.4: C'sPbBrj; perovskite cell 's 29.5 uW power IMVS fitted with the equiv-
alent circuit model (a) and with the rates model (b).

CsPbBrs || gstar (271) | Gion (Q7) | Toyn (5) | Grec(Q7Y) | Co(F) | Trg(s)
9.8 ulW 14.6 6.5 0.227 40.2 | 0.0293 | 7.29¢~
17.4 uW 40.8 17.8 0.0678 | 116.2 | 0.0574 | 4.94e*
29.5 uWw 123.1 43.8 0.0875 286.7 0.0976 | 3.40e~*
Table 6.1: Parameters obtained from fitting the IMVS measurements of the

CsPbBrs cell with the equivalent circuit model.

In 6.4b we have the fitting results using the rates model which allows us to
also estimate the diffusion length. For this case, we estimate a short absorbance
distance compared to the thickness of the absorbent material when we apply
the rates model. This results are presented in table 6.2 and we can see that
the recombination time obtained from the model are in good agreement with
the values obtained with the equivalent circuit model. The diffusion coefficient
was also calculated and included in this table showing values consistent with
electronic carriers.

Both models present similar characteristic lifetimes that are reduced with
the power. This could be explained because the higher optical power generates
higher carriers concentration which leads to faster recombination. Finally,
the diffusion length present values of about one pm which is high for most
of semiconductors but is close to what is expected for a perovskite device
[10, 11, 89].

The first quadrant, low frequency cycle would be assigned to the ions dy-

namic because its characteristic frequency is low enough to be consistent with
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it, it does not dominates the cell behaviour and also only the ions model of

section 5.3.2 predicts this behaviour.

CsPbBrs || TIMVS(s) Lé%}/s(um) Diff. Coef.(um?/s)
0.8 W | 5.8e* 1.27 2.78¢%

17.4 uW 3.8¢74 1.27 4.24¢3

2.5 uW | 2.8¢4 1.18 4.97¢

Table 6.2: Parameters obtained fitting the IMVS of the CsPbBrjs cell with the
rates model.

6.2.2 Photocurrent Spectroscopy

Now we present the results of the fitting of the IMPS measurements.

In fig. 6.5.a the result of using the equivalent circuit model of fig. 5.13
is presented. The fitted curve have the shape of an RC response having a
higher imaginary part in the middle and also departing from the measurement
in the high frequency limit. In table 6.3 the parameters resulting from the
fitting are presented. Using the conductance g,.. and the capacitance Cy we
can get time constants 7,4, presented in this table which do not depart from
the findings of the IMVS measurements. The conductances gg.; and g;o, are
low enough not to affect the result. Although, one of the values of g, is
comparable to g it must be notice that the time constant 7p,, is at the
lower frequency limit and in this particular case is beyond that value meaning
that this conductances have no influence in the shape of the curve. In fig. 6.5.c
is presented the imaginary part of the fitted curve showing that there is no
observable contribution from the any second cycle in the fit. This also allow
to clearly see that the RC model is sharper than the measurement although
it have the same position for the peak indicating that the characteristic time
should be correct.

In light of these results, in fig. 6.5.b we implement an equivalent circuit
model with just one process and in this case using a constant phase element
(CPE) instead of a capacitor. A CPE is an idealized electrical circuit element
commonly used in electrochemical impedance spectroscopy and other areas
of physics and engineering to model non-ideal capacitive behaviour [138]. Tt

generalizes a capacitor by allowing a constant phase angle in its impedance
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response, regardless of frequency. This impedance element is implemented as:

Zopp = (6.1)

P(jw)"
Here P is a frequency-independent constant (its units depend on n; not always
a capacitance) and n is the phase exponent, with values between 0 and 1.
When n = 1 it behaves like an ideal capacitor — Z = 1/jwC meanwhile when
n = 0 it behaves like an ideal resistor — Z = 1/g. This element flattens the
imaginary part of the plot as the number n is reduced. It is normally used
to model the effects of surface roughness of electrodes, inhomogeneous current
distribution, porous materials, non-uniform diffusion paths and distribution of

relaxation times among other effects [138].

In this case, probably a non-uniform diffusion process is responsible of
this behaviour. Also, there is a possibility that there are actually two over-
lapping processes in the measurement. The parameters obtained from this
fitting are summarised in table 6.4. Once again the obtained parameters only
have meaning if they are correctly interpreted. The CPE constant and the
resistance obtained here have no actual physical equivalent but together the
obtained time constant represents the response time of the device. This time

constant 7cpg was calculated as
TCPE — (RP)l/n (62)

and is included in the table. This results are very similar to the obtained from
the previous model as expected. Finally, the n parameter of the CPE acts like
an ideality factor and the lowest is 0.852 which do not depart too much from
1. In fig. 6.5.d the imaginary part of this fit is plotted. Here is observable that

the change in the exponent make the fit wider and shorter.

The main harvest from this models is that the time constants are in very
good agreement between each other and with the recombination times obtained

from the IMVS measurements.

Next we use the the equation (2.149) to model the measurements and the
first problem doing this was that this model create loops with higher imaginary
parts that do not resemble the measurements. The variation of the recombina-
tion time and the diffusion length was not able to model the system. Because

of this we change one of our work hypothesis which was that the absorption
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Figure 6.5: (CsPbBrs perovskite cell’s IMPS fitted with the equivalent circuit
model (a) and with the CPE model (b). Its correspondent imaginary parts as
function of the frequency (c) and (d) respectively.
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CsPbBrs || gstar (071) | Gion (27 | Toyn (5) | Gree(71) | Co(F) | Trg(s)
0.8 W 0.399 22.16 1.25 56.49 | 0.024 | 4.25¢
174 uW || 0.0638 0.7249 | 0.177 | 14.12 | 0.00837 | 5.93¢*
20.5 uW 0.165 1.73 0452 | 17.50 | 0.00776 | 4.44e~"

Table 6.3: Parameters obtained fitting the IMPS measurements of the C'sPbBrj
cell with the equivalent circuit model.

CsPbBrs || R (Q) | P (FY™) | n (adim) | Trp(s)
9.8 uW || 0.00019 2.62 0.925 2.69¢4
174 0W || 0.00172 | 0441 | 0852 | 2.18¢*
29.5 pW || 0.00129 0.358 0.893 1.83¢74

Table 6.4: Parameters obtained fitting the IMPS measurements of the C'sPbBrj
cell with the CPE equivalent circuit model.

length is much short than the thickness of the absorber. Until now we have
been working using a fix value for a which is big enough to consider axd >> 1.
In this regime, the contribution of the terms in eq. (2.149) which depend on
this product are fixed. Analysing the behaviour of this function when the ab-
sorbance is reduced it is observed that the imaginary part is reduced compared
to the real part. This variation is represented in fig. 2.12. Because of this we
start from a smaller initial value and we let it vary to also fit its value. We
also decided to include a capacitive behaviour because this also contribute to
twist around the origin and increase the extension to the third quadrant in
the high frequency limit. To do this, we include the multiplicative term of
eq. (2.154) in the IMPS model. We start with the reasonable values of 10 §2
and 1 puF. Although there are not impedance measurements of this cell, this
values are reasonable for a cell of this characteristic and comparable to those
of the previous chapter. But decided to also let the capacitance vary anyway
because there is no measurement of it for this particular cell.

In fig. 6.6 we use the equation (2.149) with the equation (2.154) included
to model the measurements and in this case we have to estimate four variable
parameters in addition to an amplitude. Here we present the fitting results
after fitting with slightly different initial o values. As can be seen in tables 6.5

and 6.6 the absorbance have converge to a much smaller value than the 2¢? 1/m
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originally used in the IMVS fittings. On the other hand the capacitance did not
change considerably from the initial value of 1 pF'. This is because lower values
would move the RC' time constant to a higher frequency beyond the measured
region making it not noticeable and higher values would be unrealistic but also
would move the contribution of this term to lower frequencies overlapping it
with the already high imaginary part of the middle. We present in fig. 6.6
the result of two different fits that try to model the measured behaviour. To
do this, the model of eq. (2.149) was implemented with 5 variables; The time
constant, the diffusion length, the absorbance and the capacitance besides an
amplitude. This model was used to fit the measurements and two of the best
were selected and included here. The main difference between them is that one
have smaller absorbance and higher capacitance while the other have higher
absorbance and smaller capacitance. This is because in this region of values,
both contribute to increase and twist the high frequency limit.

It should also be noted that although the recombination time is consistent
with the IMVS and the previous IMPS fits, the diffusion length converge to
smaller values. Nether the diffusion length or the absorbance obtained here
are consistent with the IMVS fits.
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Figure 6.6: C'sPbBrs perovskite cell s IMPS fitted with the rates model including
the capacitive factor.
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CsPbBry || TIMPS(s) Lfl%fs(um) a(l/m) | C (uF)
9.8 uW 6.05—4 0.31 1.60€8 2.01
17.4 yW 6.06e~4 0.54 1.21€8 2.01
29.5 uWw 5.23¢~4 0.51 8.35¢5 1.52

Table 6.5: Parameters obtained by fitting the IMPS of the C'sPbBrs cell with the
rates model including the capacitive factor. Parameters corresponding to the fig.
6.6a

CsPbBry || TIMPS(s) Lé%fs(um) a(l/m) | C (uF)
9.8 uW 6.02¢=4 0.376 9.28¢5 4.85
17.4 yW 6.04¢~4 0.714 5.74€d 4.38
29.5 W 5.97¢4 0.602 6.09¢5 4.70

Table 6.6: Parameters obtained by fitting the IMPS of the C'sPbBrs cell with the
rates model including the capacitive factor. Parameters corresponding to the fig.
6.6b

After observing this discrepancy in the model of IMVS and IMPS we plot-
ted in fig. 6.7 the result without the capacitive contribution. Clearly the main
contribution to the high frequency region is the RC term and the rest of the
model departs from the measurement. Going back to fig. 2.12 we can see
that we depart from our original working region. If we calculate ad (using
d = 700 nm) we obtain 0.62 and 0.43 and for L;/d we obtain 0.73 and 0.86
for each of the plotted results respectively. The model have departed to match
from the reasonable conditions of high absorbance and high diffusion length
for a perovskite. With this considerations plus the fact that the CPE model
(fig. 6.6b) show a non ideal behaviour we came to the conclusion that these fit
are not modelling correctly the measurements and also that in the same way
that the MAPI cell present two electronic processes, here there also may be

two processes but more overlapped.

156



—u— Experimental Measurement =— Experimental Measurement

~ —u— Rates Model Fit _ —=n— Rates Model Fit

<1 , —=— Rates Model Fit without RC contribution <1 —=— Rates Model Fit without RC contribution
2, z

- =

] “ s

15} [

—_ -

— e

= =

51 o

S =}

= =

1) =]

= =

o A 5

21 z

< <
£ £

20 &0

< <
£ ; . ; £ ; ;

0 4 8 12 0 5 10
Real Photocurrent (pA) Real Photocurrent (nA)

(a) Rates model with higher absorbance and (b) Rates model with lower absorbance and
lower capacitive effect higher capacitive effect

Figure 6.7: C'sPbBrs perovskite cell ‘s IMPS fitted with the rates model excluding
the capacitive factor.

Finally we apply a model of two processes composed of a rates model
without the capacitive term to fit the high region part and an equivalent circuit
model with a resistance and a CPE to model the low frequency region. The
aim is to discern if two different processes are present. The reason why this
model was used and not two rates model as in the previous chapter is because
if there are indeed two processes they would be much more overlapped and
a two rates model would have more uncertainly in the parameters. This way
there are only a extra time constant that help to discern if there are or not

two processes.

To implement this we divide the measurement and first fit each of the
models separately in their application regions. Then we use this results as the

initial values to fit with a function with the two models simultaneously.

Now we plot in fig. 6.8 the fitting result for a measurement showing that it
fit better with this two processes model (the rest of the fits can be consulted
in the appendix B.5.). We also include each of the used models separately and
the imaginary part as function of the frequency to better appreciation. It is
possible to see that the rates model have the expected shape. In table 6.7 we
present the parameter obtained from this fits. We can see that the lifetime
and the diffusion length are now in much better agreement with the IMVS fits.
There is also a time constant which would be associated to another transport
process and an ideality factor which now is closer to the ideal 7 value. The
characteristic times obtained from both overlapped models show close values.

This may indicate that there are not two different processes but only one with
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a non-uniform diffusion process which is responsible of this behaviour.
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Figure 6.8: CsPbBrjs perovskite cell 's IMPS Nyquist and imaginary part fitted
with the double processes model. It includes each of the models separately.

CsPbBrs || 7)2!P5(s) | LY (um) | Dif f. Coef.(um?/s) | 7cpp(s) | n (CPE) (Adim)
9.8 uW 5.15¢74 1.30 235 4.2¢74 0.85

174 pW 5.31le? 1.31 845 4.01e74 0.92

29.5 uW 5.09¢~* 1.32 607 3.16e~4 0.93

Table 6.7: Parameters obtained fitting the IMPS of the C'sPbBrjs cell with the
double processes model. It include the results from the rates model and the time
constant and the ideality factor from the CPE model.

6.2.3 Discussion

We have presented the characterization of a C'sPbBrs perovskite solar cell.
From its current-voltage curve we estimate a 3.29 % efficiency with a 1 V
open circuit voltage and a short circuit current of 7.5 mA/cm?. The fill factor
have a low value of 0.424 which is closely related with the high series resistance
and low shunt one. This could be related to the interface resistances and the
lack of a hole transport layer.

When the performance of this perovskite cells is analysed it must be consid-
ered that for the band gap of this material the theoretical maximum efficiency
according to the Shockley—Queisser limit [139] is 20 %, a limit that surely could

never be reached due to be an upper limit, as a Carnot efficiency limit.
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From the intensity modulated photovoltage spectroscopy measurements it
was possible to observe in the low frequency limit an ion related inductive like
behaviour, which was introduced in the previous chapter but was not observed.
This behaviour is related to the ion movement in the cell as a response to
variation in the electronic current in the cell. As expected this characteristic
time is close to 1 s.

The result from the equivalent circuit fit shows one clear cycle. This is
an indication that at least the open circuit voltage is dominated by one main
process. This model lacks to model the third quadrant behaviour in the high
frequency limit as expected. To take this problem into account we used the
rates model of eq. (2.159) which is, to the date, the best or more complete
model to explain the electronic dynamic in a solar cell. Excepting the low
frequency limit behaviour which is ion related and is not considered by this
model, it provides very good fitting with the measurements and take in to
account the high frequency limit behaviour. It leads to a time response of
some hundred ps with a decrease with power and a long diffusion length of
approximately one um stable with power. This high values are consistent with
what is expected for a perovskite and explain its moderate high efficiency.

The intensity modulated photocurrent spectroscopy also show the high
frequency twist and the beginning of what looks like a inductive behaviour
in the low frequency limit but this last effect was not possible to fit. This
measurements were substantially harder to model. Its wider real part span in
comparison to the imaginary one make it differ to the expected shape from the
models.

The implementation of two different equivalent circuit models show that
although the measurement behave like one cycle/process the RC equivalent
circuit does not fit it properly. The implementation of a model with a con-
stant phase element in parallel with a resistance show that the measurement is
effectively flatter than a single process cycle. This is an indication of a prob-
able superposition of processes, or a non ideal diffusion or a distributed set of
lifetimes. Anyway both fits shown that the time constant associated to the
main process is of the same order of magnitude of the IMVS fits.

Next, the rates model of eq. (2.149) was implemented to fit the measure-
ments. This model also presented a wider imaginary part span than the mea-
surements. The inclusion of a RC effect and the variation of the absorbance

(which was assumed considerably high until this point for being a perovskite)
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was also considered to try to improve the quality of the fits. This end up lead-
ing to the results in fig. 6.7. Where although similar values to those expected
for the lifetime were obtained, the diffusion length and the absorbance con-
verged to values much smaller and not consistent with the IMVS results. This
also lead us to a different regime of work in which both the diffusion length and
the absorption length are shorter than the estimated thickness of the absorber
material. This result is in strong discrepancy with the IMVS results which are
better fitted and consistent with the knowledge of perovskites. This problem
come from the RC term which partially compensate the difference between
the model and the measurement. The inclusion of this term is based in the
expected value of the capacitance of 1uF'. If the real capacitance is smaller,
something possible for this kind of cells, its effect would not be observable.
The lack of a dark impedance measurement leads us to estimate this value but
the results indicate that the capacitance is not responsible of this observable
response.

Finally, we implement a model which combine the model of eq. 2.149 and
a constant phase element model. This allow us to better fit the measurement
with the superposition of two cycles associated to similar time constants. The
high frequency region was model with the eq. 2.149 and this time it leads
to values consistent with those expected and with the IMVS fits. The low
frequency region, fitted with the constant phase element circuit model allow
us to present a model with the same shape than the measurement but this
whole model needs an interpretation.

The wider real part of this measurement may be the result of the super-
position of two processes with similar rates or the result of a distributed set
of transport paths with differences in its diffusion coefficients. It is difficult
to distinguish this two scenarios. If two electronic processes are superposed
as seems to be the case with the cells of MAPI it could be an indication of a
common double transport effect in perovskites.

The widening observed could also be a non discrete but continuous distribu-
tion of diffusions paths. This would affect and increase more the low frequency
region, while the distribution of lifetimes would not affect significantly the low
frequency region, and also, in a situation of overlapping recombination times,
the fastest would dominate and determine the observed effects. A model of
this variations can be consulted in the appendix figs. B.7a and B.7b.

The possibility of that the widening is due to the ions dynamic is discarded
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because it would be associated to a lower frequency of tens of Hz as high not
to a characteristic frequency of more than 1000 Hz. Although, ions have a
contribution that is observed in the low frequency limit they would not be

responsible of this widening in this frequency region.

6.3 Conclusions

Although C'sPbBrs have a non ideal band gap it prove to be useful as a solar
absorber material. It would also be useful as a complementary material for
a tandem cell. Its non organic composition make it more stable making it
more suitable for commercial applications. Also, the graphite contacts prove
to be a good option to replace evaporated metal contacts. This is because its
deposition is simpler and cheaper while it shows good results as a contact and
even as a hole transport layer.

The intensity modulated spectroscopy measurements allowed to measure a
response time of the order of us and a diffusion length of ym. The photocurrent
measurements result quite difficult to model. From the final applied model we
obtain two close time constants which indicate that we are measuring a non
ideal transport process rather than two separated ones.

The photovoltage measurements present a more clear cycle dominated by
a more ideal process. This indicate that the dominant recombination process
is responsible of the main behaviour here while the IMPS measurements is
influenced by the transport and extraction process leading to an extended
response time. This support the idea that IMPS measurements offers more
resolution while IMVS measurements are dominated by one process. If this
is the case, similar extraction and recombination times would explain the low
efficiency. The structure of the cell is such that absorption occurs close to
the electron transport layer, meaning that holes have to travel through the
absorber. Because of this, the observed dynamic is associated to the holes.

Finally, the IMVS measurements allow us to measure a ion related process
in the low frequency limit. Something we had not been able to achieve before
and was the original goal of the equivalent circuit model. This process prove
to be slow and unobservable if the measurement do not go down to at least 10

Hz. This shows that ion dynamics can be important in low frequency regimes.
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Chapter 7

Conclusions

7.1 Low Temperature M API Measurements

The temperature evolution of the optical properties (absorbance and photo-
luminescence) of methylammonium lead iodine (MAPI) perovskite with tem-

perature were investigated.

The absorbance of samples show a strong excitonic behaviour even at room
temperature that was modelled with the Elliott formula. The photolumines-
cence presented different behaviours for each crystal phase indicating different
origins. Using the Gurioli and the Li models was possible to associate the high
temperature phase (tetragonal) photoluminescence to free excitonic recombi-
nation and the low temperature phase (orthorhombic) photoluminescence to

localized excitonic recombination.

The measurements of the absorbance and photoluminescence spectra for
different temperatures of a sample of methylammonium lead iodide over dif-
ferent days and samples show changes due to degradation. This degradation
originates mainly due to the irradiation with blue light in vacuum which de-
composes the methylammonium. The absorbance spectra are less susceptible
to the initial degradation process, remaining almost unchanged compared to
photoluminescence. This may be because photoluminescence involves many
more processes and is therefore more sensible to degradation. The phase tran-
sition moves to higher temperatures, indicating an increase in the stability of
the orthorhombic phase. The photoluminescence changes from a sharp free
exciton emission in the tetragonal phase to a lower energy localized exciton

emission which does not follow the absorption edge movement of the phase
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transition. It also shows a lower and broader emission peak with increasing
deactivation temperature, all this indicating an increase in the defect con-
centration associated with degradation. This is supported by the observed
reduction in the optical phonon energy of both the exciton absorption peak
width and mainly the Urbach energy. This can be attributed to the weakening
of the bonds associated to the creation of vacancies from the decomposition of
methylammonium.

The MAPI photoluminescence has proved to be highly susceptible to degra-
dation in a perovskite with many degradation mechanisms, some of of which
are not easily solvable. Most of this fast degradation is related to the organic
components of this perovskite. This organic component is also responsible for
the phase transition at low temperatures.

MAPI optical properties are similar to those of other perovskites, such
as its strong excitonic absorption and its photoluminescence, also of excitonic
origin. These characteristics common to most of perovskites and have not been
observed in other materials at room temperature at least. Because of these, its
rapid degradation allowed us to obtain information that could be extrapolated
to other similar perovskites with slower degradation times. In this way, it
is expected that other inorganic perovskites will change little their excitonic
absorption with the appearance of defects but these defects will rapidly affect
the photoluminescence. Sufficient defects could also cause localized exciton
photoluminescence to appear and quench the free exciton one. Defects would
also be responsible, as in here, of generating instability in certain perovskites
phases. Something of particular importance in perovskites of more complex
compositions.

Although the lead dependency is still present, we have contributed to the
validation of a new lead recycling process from recycled car batteries obtaining
the same purity as commercial lead precursors. The work presented here have

lead to three peer reviewed publications, two as first author.

7.2 Perovskite Cells Characterization

In chapters five and six the characterization of solar cells made from two dif-
ferent perovskites were presented. Both type of cells, were made with the
structure n-i-p and with graphite as the hole transport layer and as contact

material. The obtained results, allow to conclude that graphite contacts are
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a suitable option for contact perovskite solar cells. Although the cells have
room for improvement, these showed comparable results with cells contacted
with Au and Ag, and unlike these metals, graphite can act as a hole selective
layer. Furthermore, applying graphite is much easier and cheaper than evapo-
rating metals contacts. Also, we have seen that repeatability can be achieved
between samples in both their efficiency and their optoelectronic response.

Both perovskites give place to cells with comparable efficiencies of ~ 3%.
It is notable that the C'sPbBrs perovskites have a suboptimal gap but much
greater durability. This makes the latter a good material for tandem cells.

The intensity modulated spectroscopy response of the MAPI cells showed
two cycles for their photocurrent response. Therefore, the association would be
electrons to the high frequency cycle and holes to the low one. This is because
the carriers are generated close to the 7705 layer and the electrons are close to
its selective layer but holes have to travel through the material. Is expected a
faster transport for electrons than for holes. So we would be seeing the effect of
the holes moving in our measurements as a slower process. Meanwhile, IMVS
measurements indicate that they are dominated by one of these processes, the
slower one. This allowed us to conclude that IMPS measurements offer greater
resolution regarding the different processes occurring in the material.

A dynamic model was proposed to consider the contribution of ions to
the cell response. This model consisted of an equivalent circuit in which the
different elements represent the different ionic/electronic processes within the
material. By using this model in the MAPI cell measurements, the different
elements lost their original meaning. This occurred because the measurements
did not have an ionic influence as they were not measured below 200 Hz. But
they also have two cycles, which gives them greater complexity than the part
of the circuit that models electronic dynamics.

We conclude from this that while the model places great emphasis on mod-
elling ion dynamics, it is not adequate for modelling the electronic component
of the measurements. This component is modelled by a parallel RC which may
be sufficient for the impedance of a simpler cell. But it is not enough for this
type of cells in which more than one electronic process is visible. As future
work, we could try to combine the ion model proposed here with the electron
carrier balance model also presented in this thesis.

Modulated spectroscopy measurements for C'sPbBrs showed a non-ideal

cycle for the photocurrent, which can be attributed to a distribution of trans-
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port processes. Meanwhile, the photovoltage measurements present a more
clear cycle dominated by a more ideal process. Once again, IMPS measure-
ments have a higher resolution to the processes occurring in the cell, which is
probably why they are so difficult to fit and interpret.

Finally, the IMVS measurements allow us to measure a ion related process
in the low frequency limit. Something we had not been able to achieve before
and was the original goal of the equivalent circuit model. This process prove
to be slow and unobservable if the measurement do not go down to at least 10
Hz. This shows that ion dynamics can be important in low frequency regimes.

All cells showed that the IMVS measures are easier to model because they
are dominated by one process, while the influence of several processes can be

seen in the IMPS measurements.

7.3 General Conclusions

MAPI perovskite has shown to have many degradation mechanisms and some
of then are still not easily solvable problems that make it unsuitable for com-
mercial applications. On the other hand, C'sPbBr; have better stability and
have proven to be also a good absorber making it suitable for a tandem cell
for example.

Besides this, perovskites have proven to have remarkable properties and
its study has grown enormously from zero in less than eighteen years. In this
time, perovskites devices have reach efficiencies comparable to the traditional
Si solar cells. But they still lack the necessary stability for its technology
spread over the world. The study of they properties even those with the
lowest stability contribute to understanding then as a whole. The knowledge
of the fast degradation ones, as MAPI, allows to extrapolate the degradation
mechanisms and its consequences.

Here we have studied the excitonic origin of optical properties of MAPI but
this is something transversal to perovskites. The quench of the photolumines-
cence observed because of the defects creation allow us to know more about
excitons and also, it probably can be extrapolated to other perovskites.

We have contributed to the validation of a newly recycling process of Pb for
MAPIT optical grade synthesis and have tested several times and with different
perovskites the viability of graphite as a contact material and also as a hole

selective layer. Furthermore, applying graphite is much easier and cheaper
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than evaluating metals.

The spectral photo-response measurements proved to be quite challenging
to interpret. This is probably why there are no studies of this type of mea-
surement prior to 2017 in the analysed bibliography and in all cases, they are
limited to analysing a portion of the frequency spectrum, either focusing on
high-frequency electrons or low-frequency ions. This work attempted to study
a wider frequency spectrum and for this purpose different models were imple-
mented. This allowed us to conclude that IMPS measurements offer greater
resolution regarding the different processes occurring in the material. Mean-
while, IMVS measurements indicate that they are dominated by one of these
processes, the slower one. Also, we have seen that ions can have influence in
the low frequency regime not only in impedance spectroscopy measurements
but also in the intensity modulated ones.

Furthermore, we have been able to see two electronic processes in MAPI
cell which were related to the electrons and holes dynamic. This is something
unobservable in impedance spectroscopy because only one kind of carrier is
injected in this measures. This demonstrates the value of intensity modulated
spectroscopies. Clearly, although they proved to be difficult to interpret, they
are a valuable source of information. And a tool to be applied in any perovskite
device characterization, a task in which this work has certainly contributed.

Finally, this thesis lead to three peer reviewed publications, two as first
author [32-34].

7.4 Perspectives

The study of perovskites still has a long way to go, and we hope to continue
contributing to it. In this regard, the study of optical properties at low tem-
peratures has shown that it can yield a great deal of knowledge, and this
technique can be applied to other perovskites and materials in general that
exhibit photoluminescence.

On the other hand, and continuing the international collaborations that led
to this thesis, we hope to continue characterizing solar cells with perovskites. In
the future, we will also investigate those synthesized with recycled Pb, looking
for differences and similarities with those made with commercial Pb.

The modulated intensity measurements proved to be a window into the

charges dynamics in perovskite cells and much remains to be done. New sets
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of cells would allow us to corroborate whether the two cycles observed in the
measurements made on the MAPI cells are also observed in other cells with
variations in the synthesis. In addition, measurements should be made reaching
mHz to obtain more information on ionic dynamics. Although recognized for
years, ion dynamics in perovskites has had few studies, and even fewer have
been conducted using this intensity-modulated spectroscopic technique. A
model that considers the ion balance within the cells can be developed in a
similar way to that already used here for the electronic balance.

There is still many possible contributions to understand the lead halide
perovskites dynamics and its degradation mechanisms in which we can con-
tribute.
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Appendix A

Dynamics of a Bloch Electron

The Bloch functions are the solutions to the Schrodinger equation for the
electrons taking into account the crystal potential. These functions have the
shape:

U i(7) = €T 1 (7) (A1)

with w, (") having the periodicity of the potential [140]. Lets notice that
the wave vector k introduced by the Bloch function is a quantum number
with three components which is not related in a simple way to the momentum
operator p = —thV, unlike in the case of plane waves. That would be the case,
for example with a constant potential for the crystal. In that case the solution

to the Schrodinger equation would be a plane wave function like:
Ui(F) = Cet*T (A.2)

with C a normalization constant. In that case, the mean momentum would
be:
FoR(F) = —ihV (ceik"’) = Iy (7) (A.3)
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But for Bloch functions:
(Foa) = (. K|p|n.F)
= [ il (-in9) b’
_ / i (7) (B = 0 ) (Pl (A-4)

= hk — ih / o (F) Vg (7)dr®

£ hk

In a crystal there is no simple relation between the mean value of the
momentum in a Bloch state and the wave vector & which defines the state.
However the vector hk plays a very important role. We call this vector the

crystal momentum.

A.1 Group Velocity

Lets see that the mean value of the momentum is related in a simple manner

to the behavior of the dispersion relations of the energy bands E, (k). Using a

first-order Taylor series we write the energy at the point k+ q as:
En(k+q) = E (k) + q- ViE, (k) + ... (A.5)

this second term can be calculated by perturbation theory. Now, the hamilto-

nian that the bloch functions are eigestates is

1

H
k 2m

(h/Z - z’hV>2 + V() (A.6)

Similarly, at the point k+ q it will be

2

I h
Hk+q:Hk+q-%<k—zV>+ (A7)

242
2m
We see that for small |g| the second term is small and the third is negligible.
We can thus obtain E,(k + ¢) from E,(k) by using first-order perturbation
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theory, which gives

E (k+ @) = E. (k) + / (F)—q < - zV) N o (F)dr® + ... (A.8)

or equally

Eu(F+ ) = Enf /wnk (7)- (——zv) Gk PS4 (A9)

Comparing with eq. (A.5) is possible to see that:

)

ViBn(F) = 2 {ph, (A10)

Meanwhile, Ehrenfest’s theorem gives the group velocity as

L d(Te) 1
U=—2==— <p>nk (A.11)
Combining this
= ﬁVkE L () (A.12)

In fact the motion of an electron regarded as a particle should be described
by a wave packet. For an electron in a crystal this is a packet of Bloch waves
centered on k = EO, which is constructed by introducing other neighboring

states k belonging to the same band n.

Note that, as the Bloch states are eigenstates of H the velocity of an
electron in a Bloch state is constant: an electron in such a state suffers no
collisions in the crystalline potential included in H. This is a fundamental
fact: a periodic potential does not scatter Bloch electrons; it determines their

constant velocity through eq. (A.12).

In a perfectly periodic crystal electrons suffering no collisions would thus
have infinite conductivity. The deviations from periodicity determine the finite
value of the conductivity. The defects that are most effective in producing scat-
tering are the presence of impurities and the fact that at a finite temperature
the crystal undergoes thermal vibrations which deform the perfect crystalline
lattice. This excitations are call phonons and play an important role in limiting

the mobility of electrons and holes in semiconductors.
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A.2 Acceleration Theorem in the Reciprocal

Space

Under the effect of an external electric field E the energy of an electron is
modified. Lets assume that E varies little over the scale of the cell, and only
slowly with time at the scale of the transition frequencies between permitted
energy bands. The work dW done on an electron of speed ¥ and charge —e
over the time interval dt changes its energy En(l:;) by modifying the value of k

and thus the crystal momentum. Hence we have the relation

dE, (k)

AW = —eE - idt =
dt

dt (A.13)

and with eq. (A.12) we get

!

— 1 fd =, d
— ek - ﬁVkEn(k) = ViE, (k) - au (A.14)
then ~
dk - =
e _eE=F Al
hdt e (A.15)

Here F' is the applied force. This is the acceleration theorem in the reciprocal
space. The essential result is that the response to an external force varying
slowly in space and time is equal to the derivative of the crystal momentum
and not the derivative of the electron momentum. In the presence of an electric
field and a magnetic field B it is possible to generalize to

dk - =

he = —e(E+TAB) = F (A.16)

This equation describe the behavior of a packet of Bloch waves, localized to
about Ar in real space, and to about Ak ~ M% in the reciprocal space. If the
force F' varies in time at the scale of the transition frequencies between bands
the evolution of the system can no longer be described by the motion of the
point k within a given band, but by transitions between bands. This is true for
example for the effect of light on a semiconductor because optical frequencies

are of the order of 10'* Hz.
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A.3 Acceleration Theorem in Real Space and
the Effective Mass

Differentiating the velocity ¢ given by eq. (A.12) with respect to time, and

using the acceleration theorem, we obtain

dv dk 1 I
_ = U) e — = — E k ° F Al
o = (Vi) - — hQVk[vk (k)] (A.17)
or d 1
Vo
— =D (m> F, (A.18)
3 B
with -
1 1 2B, (k)
= Al
(m*)a 5 N2 OkaOks (A.19)

which defines the effective mass tensor m  at a point k of a given band n. Ex-
pressions (A.18) and (A.19) constitute the acceleration theorem in real space,
which is subject to the same restrictions of slow variations in space and time
on the force F as eq. (A.16) from which it results. From its definition we see
that the effective mass tensor is symmetric. The notion of effective mass is
of most interest in the vicinity of an extremum of the band, where, to lowest

order,

- - K2
Eo(k) — En(ko) ~ ) Ak Akg (A.20)

*

o, mavﬁ

been /20 the wave vector at the extremum and k = EO + Ak. At the zone
center of a cubic crystal, if the energy is not degenerate, the constant energy
surfaces are spheres. The effective mass is thus isotropic and has a value m*.
It is positive near a band minimum and negative near a band maximum. A
negative effective mass implies from eq. (A.18), that the velocity resulting
from the action of Fj is in the opposite direction from that acquired by an
electron in vacuum acted on by Fj. This apparently paradoxical behavior can
be compared with Hall effect experiments which in certain materials imply
the existence of positive charge carriers. This is the origin of the concept of a
hole. 1t shows that in a solid the response of an electron to an applied force
is strongly influenced by the reaction to the crystal potential. Even when the

effective mass has the same sign as m, the mass of a free electron, we can have
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values of m*/m very different from unity. While in metals m*/m ~ 1, this is

not always true of semiconductors: the effective mass of the conduction band
is +0.067m in GaAs, and +0.014m in InSb.

We note that the momentum formula for the simplest case can be written
LAU o

m = F (A.21)

so that it is not the derivative of the ordinary momentum mduv/dt which is

equal to the external force. In this special case, the velocity (A.12) and crystal

momentum are related by

(A.22)
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Appendix B

Extra Plots and tables

B.1 Low Temperature Measurements
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Figure B.1: SSx KgT vs FW HM? for the cold phase high energy peak in MAPI.
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Lo Pac $ro Ero
Day 2 Orthorhombic phase | 43.93 meV | 1.1 x 1072 eV 40.9 meV | 18.17 meV
Day 2 Tetragonal phase 35.68 meV | 9.5037 x 1071 eV | 60.3 meV | 19.57 meV
Day 3 Orthorhombic phase | 38.63 meV | 7.74331 x 107% eV | 141.2 meV | 27.42 meV
Day 3 Tetragonal phase | 33.35 meV | 3.98898 x 1072 eV | 68.6 meV | 20.53 meV

Table B.1: Results of fitting of I' for the second and third days of measurements
with eq. (2.97) for each phase separately.
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Figure B.2: FWHM of the excitonic photoluminescence peak as a function of the
temperature. (a) First day of measurement. (b) Second day of measurement. (c)
Third day of measurement. The vertical lines indicate the position of the phase

transition.
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Figure B.3: Stokes shift times thermal energy vs I'? for the orthorhombic phase
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B.2 Impedance Measurements
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Figure B.4: Impedance measurements on cell 1 illuminated and under darck con-
ditions. Courtesy od Master’s candidate Nicolds Molina.
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Figure B.5: Impedance measurements on cell 4 illuminated and under darck con-
ditions. Courtesy od Master’s candidate Nicolds Molina.
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Figure B.6: Impedance measurements on cell 7 illuminated and under darck con-
ditions. Courtesy od Master’s candidate Nicolds Molina.

B.3 Rates Model Example

(b) Model of eq. 2.149 varying the diffusion

(a) Model of eq. 2.149 varying the lifetime length

Figure B.7: Implementation of the model of eq. 2.149 with a = 2€9, thickness
7e~7 and varying the lifetime and the diffusion length.

B.4 Extra Plots of Chapter 5
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Figure B.8: Intensity modulated photocurrent (black) and rates model fit (blue)
for cell 1.
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for cell 1.
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Figure B.20: Intensity modulated photovoltage (black) and rates model fit (blue)
for cell GE.
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Figure B.21: Intensity modulated photovoltage (black) and equivalent circuit
model fit (red) for cell 6E.
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Figure B.22: Intensity modulated photocurrent (black) and equivalent circuit
model fit (red) for cell 6E.
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Figure B.24: Intensity modulated photocurrent Nyquist plot and the imaginary
component with the final model for cell 6E.
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Figure B.25: Intensity modulated photocurrent Nyquist plot and the imaginary
component with the final model for cell 6E.
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