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ABSTRACT 

This paper proposes a methodology based on data augmentation to improve the performance of data-driven 

hydrological models during high flows. Problems in the representation of high discharges by data-driven 

models were observed in previous research, which the authors of this work attribute, in part, to the shortage of 

high-flow observations in the training data. This creates an imbalance problem that biases the learning process 

towards the representation of low flows. The proposed methodology was tested for models generated with the 

Random Forest machine learning algorithm, implemented in two incremental watersheds of the Santa Lucía 

Chico basin in Uruguay. Results showed an average increase in performance of 18 % for Nash-Sutcliffe 

efficiency and 37 % for peak-flow Nash-Sutcliffe efficiency. The work allows us to conclude that class 

imbalance is a relevant issue affecting the performance of data-driven rainfall-runoff models under certain 

conditions and that the proposed methodology is useful to tackle it, potentially improving model performance 

for high flows. 

1. Introduction 

Data-driven models serve as valuable tools in hydrological studies, offering insights into the relationship 

between rainfall patterns and river discharges. However, recent investigations have highlighted their limited 

representation of flood peaks in daily step implementations (Barbosa-Reis et al., 2021; Chen et al. 2023; 

Rezaie-Balf et al., 2019; Vilaseca et al., 2023; Matos et al., 2018). Although high discharges can inherently be 

more difficult to model than low ones in absolute terms due to the common heteroscedastic behavior of river 

flows, we theorize that the issue of limited representation of flood peaks can often be attributed to class-

imbalance issues in the time series employed for model training, at least in part. Typical hydrographs 

encountered in alluvial rivers show prevailing low and mid-flow conditions, occasionally punctuated by rapid 

streamflow increase generating flood events. Therefore, classifying flow events based on their magnitude 

places floods in the minority category, starkly contrasting with the abundant base flows. Consequently, this 

class imbalance distorts the learning process of algorithms during the training phase, impairing the model's 

ability to capture and predict high-flow events accurately. 

Diverse data augmentation techniques have been developed and applied through the years to data science-

related problems in different areas of knowledge. They serve a variety of purposes but are particularly useful 

for the task of balancing datasets with unequal representation of classes, such as the problem posed in this 

paper. Among frequently used data augmentation methods, the Synthetic Minority Oversampling Technique 

(SMOTE) algorithm and its variants stand out for their ability to generate synthetic data close to the one 

existing in the multi-dimensional space of the input variables. To the authors’ knowledge, data-augmentation 

techniques have been scarcely applied to hydrological modeling, and the class-imbalance problem in the 

discharge series has not yet been fully addressed. Some examples of data augmentation applications in 

hydrological models are the works of Bi et al. (2020) and Zhang and Yan (2023), who used linear interpolation 

to artificially increase the sampling resolution of discharge observations, resulting in a more robust training 

dataset and, consequently, improved model performance. Recent applications to other related water resources 

problems include the work of Tang et al. (2022) who combined SMOTE with machine learning-based models 

for precipitation forecasting, and of Bilali et al. (2021) who employed Gaussian noise to build synthetic 
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datasets in the implementation of a model for predicting fecal coliforms in rivers using the AdaBoost machine 

learning algorithm.  

To address the class-imbalance issue in developing a machine learning-based hydrological model, we present 

a methodology based on the SMOTE algorithm and its variants to balance the weight of high flows, with 

respect to base flows, during the training stage in the implementation. The methodology is then applied to the 

development of Random Forest (RF) models for two incremental watersheds in the Santa Lucía Chico basin, 

Uruguay. By ameliorating the class imbalance, we aim to enhance the model's capacity to effectively predict 

and characterize flood events, contributing to the refinement of hydrological simulations. 

2. Materials 

2.1. Study area 

The study area is the Santa Lucía Chico basin, located in the south-central region of Uruguay. It is characterized 

as a mainly rural watershed with mild terrain slopes. Its predominant land use is agriculture, with its territory 

majorly covered by pastures (82.4%) and crops (9.4%) (Vilaseca et al., 2021a). Located in a zone of temperate 

climate, the annual rainfall ranges between 1000 and 1500 m, with a regime characterized by high intra-annual 

variability, with no distinguishable rainy season. The air temperature varies during the year between 3 and 30 

°C with a four-season regime.  

The motivation for selecting this basin as the case study is its national relevance. Besides its significance in 

terms of agricultural production, it is the country’s primary source of raw water for potabilization. It contains 

the Paso Severino reservoir (at the outlet), an artificial lake with a design volume of 70 hm3, which stores water 

for the system that supplies drinking water to the capital city, Montevideo, and its metropolitan area. It serves 

more than half of Uruguay’s population. An incremental watershed (1748 km2), with outlet at the city of 

Florida (FL), and the entire watershed (2478 km2), with outlet at Paso Severino (PS) dam, were considered to 

test the methodology (Figure 1). In both cases, outlets correspond to locations of discharge monitoring sites. 

 

 
Figure 1. Location of the incremental watersheds under study and data stations around them. 

2.2. Data 

The dataset employed to build the models included time series of daily accumulated rainfall (P), in mm, 

measured at eight stations located around the basin; also maximum and minimum daily air temperatures (Tmax 

and Tmin), in °C, at one climatologic station situated in close proximity to the basin; and mean daily discharges 

(Q), in m3/s, measured at the closure points of both incremental watersheds (FL and PS). In both cases, 

discharges are estimated from real-time water level measurements. In FL, through a rating curve, while in PS, 
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through theoretical level-discharge relationships both for the dam’s spillway and the intake pipes that are 

operated to allow the passage of water through said structure (both outputs spillway and pipes are added to 

obtain the average daily discharge). The shared period of all the time series was from 1/17/1989 to 5/6/2016 

(9973 observations). 

3. Methods 

3.1. Data preprocessing 

Two sets of data were generated to be used as input for implementing the models. They were formed by 

combining the time series of original variables described in section 2.2 with other synthetic variables, 

introduced to facilitate the learning process and improve model performance. A time series of spatially 

averaged rainfall (MAP) was generated for each watershed using the Thiessen polygons method. This weighted 

rainfall series replaced the eight original ones to reduce the dimensionality of the dataset, which increases 

model performance while reducing overfitting (Vilaseca et al., 2023). In addition, a series of 7-day 

accumulated rainfall (MAPaccum) was calculated from the MAP series to be introduced as a proxy of the 

antecedent moisture state of the watershed. Lastly, time-lagged discharge time series of 1 (Qt-1) and 2 days (Qt-

2) were also introduced as model inputs. The two sets of data that were built included spatially averaged rainfall, 

its 7-day accumulation and maximum and minimum temperatures, while one of them also included the two 

series of lagged discharges, as shown in Table 1. 

Table 1. Input datasets for the models. 

Dataset  Input variables Output variable 

Dataset A MAP, MAPaccum, Tmax, Tmin Q 

Dataset B MAP, MAPaccum, Tmax, Tmin, Qt-1, Qt-2 Q 

 

3.2. Random Forest models 

RF (Breiman, 2001) is a widely used tree-based machine learning algorithm. It is an ensemble learning method 

since it consists of a set of decision trees individually trained with different subsets of the training dataset, 

which are generated through bootstrapping. When predicting, the output of the RF model is the mean of the 

outputs of each tree. This ensemble scheme has been proven to alleviate the bias issues presented by decision 

trees trained from the entire dataset. Due to their simplicity, quickness of implementation, performance, 

robustness, inbuilt uncertainty estimation, and interpretability, RF models are commonly applied to 

hydrological modeling, and that is the main reason to include them in the present study. Implementation was 

carried out in python using the scikit-learn library (Pedregosa et al., 2011) 

3.3. Classification of discharge observations 

Events were classified with two possible alternatives: peaks-over-threshold (POT) or k-means. The POT 

classification consisted of the identification local maxima in the discharge series over a fixed threshold with a 

value equivalent to the 99th percentile of the total time series. This led to a binary event classification where 

flood peaks represented the minority class. The alternative was using the k-means clustering algorithm (Forgy, 

1965; Lloyd, 1982) for unsupervised classification of the events. The algorithm requires a number “k” of 

desired clusters to be set beforehand. It starts by generating a set of “k” centroids, randomly located in the 

multi-dimensional space determined by the variables of the dataset. Then, it optimizes the location of those 

centroids so that they match, in the best possible way, the distribution of the observations which are later 

classified according to their nearest centroid. In this case, values of k = 2, 3, 4, or 5 were considered, and all 

the variables (input and output) were given to the algorithm as input. High or peak discharges were associated 

with the class with fewer observations in it (minority class). Both classifying methodologies were implemented 

in python, using the scikit-learn library (Pedregosa et al, 2011) for the k-means algorithm.  

3.4. Data augmentation algorithms 

Possible data augmentation algorithms included random sampling with replacement (RRS) from the known 

high flow events (minority class) or generation of new synthetic minority class events using four variants of 

the SMOTE algorithm: SMOTE (Chawla et al., 2002), Borderline SMOTE (Han et al., 2005), SVM SMOTE 

(Nguyen et al., 2009) or ADASYN (He et al., 2008). The acronym SMOTE stands for Synthetic Minority 

Over-Sampling Technique. It is, as its name suggests, an algorithm that generates new synthetic observations 

inside the multi-dimensional space determined by the original dataset. In our case, it is applied only to high-
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flow observations (minority class) to increase the volume of data in that range. The algorithm works by 

randomly choosing an observation and an associated number of nearest neighbors (3, in this case). Then, one 

of those neighbors is chosen, and the synthetic observation is created at a random point of the line determined 

by both selected observations. This procedure is repeated until the target amount of synthetic data is generated. 

SMOTE variants are modifications of the original algorithm, in which the observations to oversample are not 

selected randomly. Instead, certain zones of the multi-dimensional space are prioritized. Borderline SMOTE 

prioritizes observations located close to the classification border, which means those whose classification has 

uncertainty. SVM SMOTE is an improvement of Borderline SMOTE in which the nearest neighbors of the 

chosen observation are identified through the SVM (Support Vector Machine) algorithm, seeking nearby 

observations that are also part of the classification border. Lastly, ADASYN (Adaptive Synthetic Sampling) 

gives preference to the zones of the multi-dimensional space with less density of observations.  

Each augmentation algorithm was set to increase the amount of minority class events in a ratio of IR = N*/N, 

being N the number of events of such class prior to the data augmentation and N* said number after the 

augmentation. IR was set to take values of IR = 1.5, 2.5, 5. All the augmentation methods were performed 

using the imbalanced-learn python library (Lemaitre et al., 2017), except for RRS, which was implemented 

using scikit-learn (Pedregosa et al., 2011). 

3.5. Full workflow description 

A series of 150 experiments were conducted per watershed, each of which consisted of the implementation of 

an RF model through the following steps. A graphical scheme is shown in Figure 2 for better understanding. 

1) Define the dataset to use from one of the two input variable combinations presented in Table 1.  

2) Classify each observation using one of the alternatives described in 3.3: POT or k-means, with k taking 

values of 2, 3, 4, or 5.  

3) After the classification, randomly split it into training and testing subsets with a 75/25 ratio. 

4) Perform the augmentation procedure for the training subset, using one of the algorithms detailed in 

3.4 (RRS, SMOTE, Borderline SMOTE, SVM SMOTE, or ADASYN) to artificially increase the 

number of observations of the minority class (high flows), using a predefined IR chosen between 1.5, 

2.5 or 5. 

5) Train the RF model using the augmented training dataset. During the training process, a selection of 

the Random Forest hyperparameters is optimized for Nash-Sutcliffe efficiency (NSE) using four-fold 

cross-validation and the tree-structured Parzen estimator algorithm within the optimization framework 

Optuna (Akiba et al., 2019), following the same procedure described in Vilaseca et al. (2023).  

6) Evaluate the model by making predictions for the testing period and comparing them to the 

observations in the testing dataset. Performance indicators are percent bias (PBIAS), ratio of mean 

squared error to standard deviation (RSR), NSE calculated for peak discharges (pkNSE), and NSE 

calculated for log-transformed flows (logNSE). 

After the experiments, results were compared to discuss which alternatives are better for improving model 

performance without a loss of generalization capacity due to overfitting issues. To set a baseline for 

comparison, base models were also implemented for each watershed and dataset (4 in total). They were trained 

using the corresponding dataset in its original form without classifying observations or augmenting the data. 
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Figure 2. Flow diagram of the procedure for each experiment. 

4. Results 

The results of the best experiment compared to the baseline model (without data augmentation in the training 

set) for each watershed and each of the two input datasets are shown in Table 2. Also, scatterplots of modeled 

vs. observed discharges comparing baseline to best models for each of the watershed and input dataset pairs 

are displayed in Figures 3-6. 

Table 2. Results of the best experiments compared to baseline models for each watershed and dataset. 

 

Watershed 
Input 

dataset 
Experiment 

Classification 

method 
k (k-means) 

Sampling 

method 
IR NSE PBIAS RSR logNSE pkNSE 

PS Dataset A Baseline - - None - 0.34 0.17 1.32 -0.06 0.22 

PS Dataset A Best k-means 4 SMOTE 2.5 0.46 -17.6 0.94 -0.07 0.41 

PS Dataset B Baseline - - None - 0.62 3.01 0.81 0.76 0.54 

PS Dataset B Best k-means 4 SMOTE 1.5 0.76 -2.41 0.6 0.66 0.71 

FL Dataset A Baseline - - None - 0.38 4.69 1.42 0.25 0.29 

FL Dataset A Best k-means 4 SMOTE 2.5 0.39 -11.99 1.12 0.18 0.34 

FL Dataset B Baseline - - None - 0.64 -3.87 0.73 0.85 0.58 

FL Dataset B Best 
k-means 

3 
SVM 

SMOTE 
1.5 0.71 -10.77 0.64 0.85 0.66 
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Figure 3. Comparative results of baseline (left) and best (right) models for Dataset A in Paso Severino watershed. The colours in the right 

image correspond to the classes assigned to each observation, which in this case was obtained with the k-means method (4 clusters). 

 

 
Figure 4. Comparative results of baseline (left) and best (right) models for Dataset B in Paso Severino watershed. The colors in the right 

image correspond to the classes assigned to each observation, which in this case was obtained with the k-means method (4 clusters). 
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Figure 5. Comparative results of baseline (left) and best (right) models for Dataset A in Florida watershed. The colors in the right image 

correspond to the classes assigned to each observation, which in this case was obtained with the k-means method (4 clusters). 

 

 
Figure 6. Comparative results of baseline (left) and best (right) models for Dataset B in Florida watershed. The colors in the right image 

correspond to the classes assigned to each observation, which in this case was obtained with the k-means method (3 clusters). 

Both statistical and graphical results show an improvement in estimating high flows after applying the 

proposed data augmentation methodology, which is more notorious in PS than in FL. This is indicated by the 

increase in NSE and pkNSE indicators. It should also be noted that performance decreases for low flows, as 

evidenced by the comparison of logNSE indicators. Both observations can also be appreciated in the scatterplot 

comparison. In most cases, the best results are obtained for the SMOTE algorithm, with the k-means algorithm 

set for k = 4 clusters. 

5. Discussion 

Table 1 shows a significant improvement in model performance for high flows when applying the data 

augmentation methodology to the training dataset. This is reflected in the NSE and pkNSE indicators, which 

increase for the four combinations of watersheds and datasets. While NSE is typically used as an indicator of 

overall performance for hydrological models, it has been shown to be considerably affected by high flows 

(Clark et al., 2021), so it is also a valid indicator of increased performance for such range. NSE increases 

between 3% and 35% (mean 18%), while pkNSE does it from 14% to 86% (mean 37%). On the other hand, 

logNSE, which is a well-known indicator of performance for low discharge values, decreases in 3 out of the 4 

cases, with percentages between -13% and -28% (mean -14%), and presents no significant change in the 

remaining one. 
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The scatterplot comparison allows conclusions corroborating the analysis of the indicators of Table 1. It can 

be seen in all cases (but more strongly in Paso Severino) that the point cloud, in the range of high discharges, 

converges more closely to the 1:1 line than in the plots of the right (best model) than in the ones of the left 

(baseline model). In the same way, they diverge from the 1:1 line when looking at the low-flow range. 

6. Conclusions 

Results allow concluding that the posed hypothesis is accurate, and that class imbalance is a relevant issue for 

data-driven rainfall-runoff modeling. The proposed method improves the representation of high flows based 

on known data augmentation techniques while slightly lowering the performance for low flows, which balances 

the learning process. On average, performance increased by 18% for NSE and 37% for pkNSE and decreased 

by 14% for logNSE. 
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