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ABSTRACT 

Air pollution is a critical global issue, with carbon monoxide (CO) and carbon dioxide 

(CO2) playing significant roles in both environmental degradation and public health 

risks. Accurate measurement of these gases is essential for air quality monitoring, 

regulatory compliance, and climate change mitigation. However, achieving reliable 

and internationally comparable measurements requires robust metrological 

traceability, well-characterized reference materials, and standardized calibration 

procedures. 

 

This thesis focuses on the implementation of metrological traceability in air pollution 

measurements through the development and certification of reference gas mixtures. 

A Primary Reference Material (PRM) for CO2 and Certified Reference Materials 

(CRMs) for both CO and CO2 were prepared using gravimetric methods, ensuring 

direct traceability to the International System of Units (SI). The study includes a 

comprehensive evaluation of homogeneity, short- and long-term stability, and 

measurement uncertainty, as well as an in-depth comparison of calibration methods, 

including calibration curves, two-point bracketing, and single-point exact-match 

calibration (SPEM). 

 

The findings confirm that high-accuracy reference gas mixtures can be reliably 

produced and maintained, significantly improving the quality and consistency of air 

pollution measurements. The results also highlight key factors influencing gas mixture 

stability, particularly the effects of adsorption and desorption on cylinder walls and 

temperature variations during storage and transport. By strengthening metrological 

capabilities in gas analysis, this research supports more precise environmental 

assessments, enhances the reliability of pollution data, and contributes to the 

development of evidence-based air quality policies. 
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RESUMEN 

La contaminación del aire es un problema global crítico, con el monóxido de carbono 

(CO) y el dióxido de carbono (CO2) desempeñando roles significativos tanto en la 

degradación ambiental como en los riesgos para la salud pública. La medición precisa 

de estos gases es esencial para el monitoreo de la calidad del aire, el cumplimiento 

de normativas y la mitigación del cambio climático. Sin embargo, lograr mediciones 

confiables y comparables a nivel internacional requiere una trazabilidad metrológica 

sólida, materiales de referencia bien caracterizados y procedimientos de calibración 

estandarizados. 

 

Esta tesis se centra en la implementación de la trazabilidad metrológica en las 

mediciones de contaminación del aire mediante el desarrollo y certificación de 

mezclas de gases de referencia. Se prepararon un Material de Referencia Primario 

(PRM) para CO2 y Materiales de Referencia Certificados (CRMs) para CO y CO2 

utilizando métodos gravimétricos, lo que garantiza la trazabilidad directa al Sistema 

Internacional de Unidades (SI). El estudio incluye una evaluación exhaustiva de la 

homogeneidad, la estabilidad a corto y largo plazo, y la incertidumbre de medición, 

así como una comparación detallada de los métodos de calibración, incluyendo 

curvas de calibración, bracketing de dos puntos y calibración exacta en un solo punto 

(SPEM). 

 

Los resultados confirman que las mezclas de gases de referencia de alta precisión 

pueden producirse y mantenerse de manera confiable, mejorando significativamente 

la calidad y la consistencia de las mediciones de contaminación del aire. Además, los 

hallazgos destacan los factores clave que influyen en la estabilidad de las mezclas de 

gases, en particular los efectos de adsorción y desorción en las paredes de los 

cilindros y las variaciones de temperatura durante el almacenamiento y transporte. Al 

fortalecer las capacidades metrológicas en el análisis de gases, esta investigación 

respalda evaluaciones ambientales más precisas, mejora la confiabilidad de los datos 

sobre la contaminación y contribuye al desarrollo de políticas de calidad del aire 

basadas en evidencia. 
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CHAPTER 1.   INTRODUCTION 

 

1.1. Climate Change and the Role of Carbon Dioxide and Carbon Monoxide 

1.1.1. Climate change 

Climate change is one of the most urgent global issues of the 21st century, driven 

primarily by the increase in greenhouse gas (GHG) concentrations in the atmosphere. 

Among these gases, carbon dioxide (CO2) and carbon monoxide (CO) play essential 

roles in influencing the Earth's climate and atmospheric chemistry. Their presence and 

accumulation are directly linked to anthropogenic activities, particularly the 

combustion of fossil fuels, industrial emissions, and biomass burning ((World 

Meteorological Organization [WMO], 2024)).  

 

1.1.2. The Impact of CO2 on Climate Change 

Carbon dioxide is the most significant anthropogenic GHG contributing to climate 

change. Its concentration in the atmosphere has been rising at an alarming rate, with 

2023 marking a record high of 420.0 ppm, an increase of approximately 151% 

compared to pre-industrial levels, before the year 1750 (WMO, 2024). The primary 

driver of this increase is the continued reliance on fossil fuels for energy production, 

alongside land-use changes such as deforestation. CO2 is responsible for nearly 66% 

of radiative forcing by long-lived GHGs, significantly impacting global temperatures 

(WMO, 2024). 

 

The consequences of rising CO2 levels are profound. The warming of the atmosphere 

has led to more frequent and intense heatwaves, disruptions in precipitation patterns, 

and increased occurrences of extreme weather events. Additionally, the ocean 

absorbs a substantial fraction of emitted CO2, leading to acidification, which adversely 

affects marine ecosystems and biodiversity (Intergovernmental Panel on Climate 

Change [IPCC], 2023; WMO, 2024). 
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1.1.3. The Role and Consequences of CO 

While carbon monoxide is not a GHG itself, it plays an indirect role in climate change 

by influencing the atmospheric concentrations of methane and tropospheric ozone, 

both potent GHGs. CO is primarily emitted from incomplete combustion of fossil fuels, 

biomass burning, and wildfires. In 2023, the world witnessed a significant rise in CO 

levels, particularly due to extreme wildfire events in Canada and Australia, which 

emitted substantial amounts of CO and CO2 into the atmosphere (WMO, 2024). 

 

Elevated CO levels also contribute to poor air quality, posing serious health risks such 

as respiratory issues and cardiovascular diseases. Given its relatively short 

atmospheric lifetime, CO serves as a valuable indicator of pollution from burning fuels 

and biomass, making its monitoring crucial for both climate and air quality 

management (WMO, 2024) . 

 

1.1.4. The Need for Continuous Monitoring and Measurement 

Accurate and continuous monitoring of CO2 and CO is essential for understanding 

their long-term trends, evaluating the effectiveness of mitigation strategies, and 

predicting future climate scenarios. Organizations such as the World Meteorological 

Organization (WMO) and the Intergovernmental Panel on Climate Change (IPCC) 

emphasize the need for robust observational networks to monitor the concentration 

levels of these gases across different regions (IPCC, 2023; WMO, 2024). 

 

Recent advancements in satellite measurements, monitoring stations, and 

atmospheric modelling have improved our ability to quantify emissions and assess 

their impact. However, significant challenges remain, particularly in identifying sources 

and understanding the interactions between these gases and the Earth's climate 

(IPCC, 2023). 

 

In response to these challenges, there has been increasing emphasis on the 

development and deployment of novel sensors and low-cost measurement techniques 

aimed at addressing observational gaps in GHG monitoring (Bureau International des 

Poids et Mesures [BIPM], 2023). Closing this gap is essential for advancing climate 

science and requires an integrated GHG monitoring system. Such a system should 
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include not only traditional high-precision techniques, but also widely distributed low-

cost sensor networks and satellite observations. The scientific community is 

encouraged to rapidly implement these systems in collaboration with key organizations 

such as WMO. The inclusion of low-cost sensors can expand spatial coverage and 

enable more accessible, decentralized environmental monitoring, which complements 

and enhances traceable and high-accuracy measurements. 

 

Addressing climate change requires a complex approach, including reducing 

emissions, enhancing carbon sinks, and improving technological capabilities for 

precise measurement and analysis. Accurate quantification of CO2 and CO emissions 

is crucial for ensuring that the results of measurements are reliable and can guide 

effective action. Trust in these measurements is essential for making informed 

decisions and developing policies that can mitigate the impact of these gases on global 

climate systems (Rolle et al., 2017; Brewer et al., 2019). 

 

1.2. Metrological traceability and the International System of Units (SI) 

Metrological traceability is the property of a measurement result whereby the result 

can be related to a reference through a documented unbroken chain of calibrations, 

each contributing to the measurement uncertainty (JCGM, 2012). This chain is vital for 

maintaining consistency, comparability, and accuracy across different measurement 

systems globally. Traceability supports the harmonization of measurements 

worldwide, enabling consistent, trustworthy results and promoting fair practices in 

international trade and regulatory compliance. 

 

Metrological traceability can be visualized as a pyramid. At the top lies the International 

System of Units (SI), the global reference framework for measurement standards. The 

SI provides a set of consistent definitions for seven fundamental quantities: the meter 

(length), kilogram (mass), second (time), ampere (electric current), kelvin 

(temperature), mole (amount of substance), and candela (luminous intensity) (BIPM, 

2019). These units are the building blocks of all measurement activities, ensuring that 

measurements across the world are based on universally accepted definitions. The 

development and maintenance of the SI are the responsibility of National Metrology 
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Institutes (NMIs), which ensure that measurement standards within their respective 

countries are traceable to the SI (BIPM, 2019). 

 

The Bureau International des Poids et Mesures (BIPM) plays a central role in 

overseeing the SI and ensuring that every NMI in the world work together to maintain 

and promote consistent measurement standards. The BIPM is an intergovernmental 

organization founded by the Meter Convention in 1875 and is tasked with ensuring the 

global harmonization of measurement systems. Through the BIPM, the International 

Committee for Weights and Measures (CIPM) and various technical committees such 

as the Consultative Committee for Amount of Substance (CCQM), countries cooperate 

to develop and enhance measurement standards, ensuring that measurement results 

are equivalent and consistent across borders. 

 

Below the SI, are the NMIs, which are responsible for the development, maintenance, 

and dissemination of national measurement standards. Each NMI contributes to 

ensuring that measurements performed in its country are traceable to the SI through 

various calibration steps (BIPM, 2019). This responsibility includes the creation of 

Primary Reference Materials (PRMs) and Certified Reference Materials (CRMs), 

which are critical components in chemical metrology. PRMs are developed using 

primary measurement methods, which are the highest-level measurement techniques 

with direct traceability to SI units (BIPM, 2019).  

 

The traceability chain operates by linking each level of measurement to the previous 

one. For instance, a laboratory’s measurement results are traceable to the SI through 

secondary laboratories, which perform calibration using CRMs and PRMs. However, 

as the number of steps in this chain increases, the measurement uncertainty also 

increases (De Bièvre & Taylor, 2003). This means that the more calibration steps are 

involved, the more uncertainty is associated with the final measurement result. To 

minimize uncertainty, it is crucial to develop PRMs and CRMs with the lowest possible 

uncertainty. In this sense, NMIs must maintain the highest level of measurement 

accuracy and precision (De Bièvre & Taylor, 2003). 

 

As the uncertainty increases with each calibration step, it becomes imperative for NMIs 

and laboratories to carefully manage and document the measurement uncertainty at 
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each stage of the calibration process. It is crucial that by the end of the process, both 

analytical laboratories and the end user have a reasonable level of uncertainty that 

ensures confidence in the reliability of their results (De Bièvre & Taylor, 2003). 

 

To verify the accuracy and competence of the NMIs it is important their participation in 

key comparisons, which are international interlaboratory measurement comparisons. 

Key comparisons, organized by international bodies such as the CCQM, serve to 

establish the degree of equivalence between NMIs, ensuring that their measurement 

capabilities are globally recognized and comparable. 

 

Through these activities, NMIs play a critical role in maintaining global measurement 

standards. The Mutual Recognition Arrangement (CIPM MRA), which is an agreement 

between NMIs of participating countries, recognizes each other's calibration 

certificates and measurement standards, facilitating the acceptance of measurement 

results across borders (CIPM, 2003). This agreement ensures that a calibration 

certificate issued by an NMI in one country is recognized and trusted internationally, 

promoting consistency in global trade, scientific research, and regulatory frameworks. 

 

1.3. Reference gas mixtures 

1.3.1. Definition of a reference gas mixture 

A reference gas mixture is a precisely prepared blend of gases, with known and 

certified amount fractions, which is prepared for particular use and should have 

characteristics such as homogeneity, stability, unit, associated uncertainty and 

metrological traceability. These mixtures are usually used for the calibration and 

validation of gas measurement instruments and essential in ensuring their accuracy, 

reproducibility, and traceability (Słomińska et al., 2010; JCGM, 2012). 

Usually these mixtures are classified depending on the preparation process and their 

value assignment. In this study we will be using the terms Primary Reference Materials 

(PRMs) or Certified Reference Materials (CRMs). 
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1.3.2. Gas mixture primary reference material 

A PRM is a calibration gas mixture prepared gravimetrically in accordance with the 

International Standard ISO 6142-1 and validated against independent PRMs 

according to the International Standard ISO 6143 (International Organization for 

Standardization [ISO], 2015; International Organization for Standardization [ISO], 

2001). These mixtures are at the top of the traceability chain, providing the smallest 

achievable uncertainties. The gravimetric preparation ensures accurate determination 

of amount fractions by precisely weighing pure gases, liquids, or pre-mixed 

components, converting their masses to amount of substances based on chemical 

purity and atomic/molecular masses, and verifying the final mixture against 

independent reference standards (International Organization for Standardization 

[ISO], 2015). 

 

PRMs serve as the foundation for traceability in metrology, providing certified values 

with the lowest possible uncertainties, as documented in their certificates. These 

certificates include the gravimetric amount fraction value, associated uncertainty, and 

an expiration date determined through stability studies. 

 

1.3.3. Gas mixture certified reference material 

A CRM is a reference material characterized by a metrologically valid procedure for 

one or more specified properties, accompanied by a reference material certificate that 

provides the value of the specified property, its associated uncertainty, and a statement 

of metrological traceability. Uncertainties for such attributes may be expressed as 

probabilities or confidence levels (International Organization for Standardization [ISO], 

2016). A reference material (RM) is a substance that is sufficiently homogeneous and 

stable concerning one or more specified properties and has been established as fit for 

its intended use in a measurement process. The certified value is the assigned value 

of the reference material, documented with an uncertainty statement and metrological 

traceability, as specified in the reference material certificate (International Organization 

for Standardization [ISO], 2016). 

 

In the case of a gas mixture CRM, preparation is performed by introducing different 

gases into a cylinder, typically by controlling their pressures, weighing them on an 
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analytical balance, and then analysing the resulting mixture using an appropriate 

instrument, such as a gas chromatograph. The assigned value is determined by 

comparison against independent PRMs injected alongside the mixture. The value can 

be assigned using methods such as a calibration curve of PRMs, two-point calibration 

with bracketing, or single-point exact-match calibration (SPEM) (International 

Organization for Standardization [ISO], 2017, ISO 12963). 

 

1.4. Gravimetry 

Gravimetry is a precise technique used for preparing primary reference gas mixtures, 

crucial for ensuring traceability in gas metrology. NMIs commonly use gravimetric 

methods to prepare high-accuracy gas mixtures by accurately weighing gas 

components based on their mass, molar mass, and purity. The mass of each gas 

component is determined by weighing cylinders before and after filling them with gas. 

This method ensures that gas mixtures are traceable to the SI, providing reliable 

standards for various applications such as emissions control and air quality monitoring 

(Matsumoto, 2004; International Organization for Standardization [ISO], 2015). 

 

Gravimetry is essential for producing reference gas mixtures with known compositions, 

but its accuracy is limited by the smallest mass that can be measured. To overcome 

this limitation, gravimetric techniques often involve multiple dilution steps to improve 

precision. These dilution procedures ensure that the final gas mixture meets the 

required uncertainty specifications, even for highly diluted mixtures (Milton et al., 

2011). 

 

One challenge in gravimetric measurements is the buoyancy effect, which can cause 

errors in mass determination. Changes in environmental factors such as temperature, 

pressure, and humidity affect the buoyancy of gas cylinders, leading to inaccuracies. 

To minimize this, gravimetric methods employ comparative weighing, where the 

sample cylinder is weighed against a reference cylinder. This technique helps reduce 

the impact of buoyancy variations and enhances the accuracy of mass measurements 

(Milton et al., 2011; Amico di Meane et al., 2009; Alink & van der Veen, 2000). 
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For gas metrology to maintain reliable standards, traceability to the SI unit of the mole 

is crucial. Gravimetry provides a direct way to measure the amount of substance, 

ensuring that results are traceable. This is achieved through precise weighing, careful 

consideration of component purity, and verification against independent reference 

mixtures. The accuracy of gravimetric methods makes them ideal for creating certified 

reference materials used in calibration and metrological applications (De Bièvre & 

Taylor, 2003). 

 

1.5. Methods for determining or checking the composition of reference gas 

mixture 

1.5.1. Calibration Curve  

The calibration curve method, as described in ISO 6143:2001, is a multipoint 

calibration technique used to establish the relationship between instrumental response 

and the analyte content in calibration gas mixtures. This method requires selecting a 

series of reference gas mixtures with known analyte amount fractions, ensuring that 

the amount fraction range covers the expected values of the unknown sample in which 

the analyte content has to be determined. The instrument's response to each 

reference gas mixture is measured, generating a calibration function. The relationship 

between instrument response and analyte amount fraction is modelled using 

regression analysis, which can be linear, polynomial, or another non-linear approach, 

depending on the system's response characteristics (International Organization for 

Standardization [ISO], 2001). Advanced regression techniques are applied to account 

for uncertainties in both the instrument response and the reference gas composition.  

 

Once the calibration function is established, the uncertainty of the measurements is 

calculated using statistical propagation methods, and the model undergoes validation 

to ensure reliability before being used for sample analysis (International Organization 

for Standardization [ISO], 2001). 
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1.5.2. Two-point calibration with bracketing – bracketing  

The bracketing method, also referred to as two-point calibration with bracketing in ISO 

12963:2017, is a simplified approach that requires only two calibration gas mixtures. 

One mixture has a lower amount fraction of the analyte, while the other has a higher 

amount fraction, effectively "bracketing" the unknown sample. The instrument's 

response to both calibration gases is recorded, followed by the response of the 

unknown sample. The analyte amount fraction in the unknown sample is then 

determined through linear interpolation between the two reference points. This method 

assumes a linear relationship between response and analyte content, and its accuracy 

depends on the reliability of this assumption.  

 

Uncertainty is evaluated by considering potential deviations from linearity and 

variations between the two reference gases. Compared to the calibration curve 

method, bracketing is faster and uses less PRMs. However, in gas analysis its 

accuracy is lower than that of multipoint calibration, particularly when the system 

shows non-linearity (International Organization for Standardization [ISO], 2017, ISO 

12963). 

 

1.5.3. Single-point exact-match calibration (SPEM) 

The single-point exact-match calibration (SPEM) method, as described in ISO 

12963:2017, is the simplest calibration technique and is used when the calibration gas 

composition closely matches that of the unknown sample. The process begins with 

selecting a calibration gas mixture whose analyte amount fraction is nearly identical to 

the sample one. The instrument's response to the calibration gas is measured multiple 

times to ensure stability. If the responses of the calibration gas and the unknown 

sample are statistically indistinguishable, the sample's composition is assumed to be 

the same as that of the calibration gas. This method avoids the need for regression or 

interpolation, as the uncertainty of the calibration gas mixture is directly transferred to 

the sample measurement.  

 

Although SPEM is the fastest and most straightforward calibration method, its 

applicability is limited to cases where a closely matching calibration gas is available. 

When such a match is possible, SPEM provides highly accurate results with minimal 
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calibration effort, making it particularly useful for high-precision applications requiring 

rapid analysis (International Organization for Standardization [ISO], 2017, ISO 12963). 

 

1.6. Gas chromatography 

Gas chromatography (GC) was the method selected for the analysis of the prepared 

gas mixtures in the present work. This analytical technique is used to separate and 

analyse volatile compounds in a mixture. The sample is vaporized and transported 

through a chromatographic column by an inert carrier gas, such as helium, nitrogen, 

or hydrogen. The separation of the components occurs based on their differential 

interactions with the stationary phase inside the column, leading to distinct retention 

times. This technique is widely used in environmental analysis, petrochemical testing, 

and food quality control. 

 

Direct gas injection in GC is employed when working with gaseous samples, allowing 

for the introduction of the sample without requiring a liquid phase. The injection is 

typically performed using a gas sampling valve with a pressure regulator or a gas-tight 

syringe, ensuring precise volume control. This method is particularly useful in 

analysing permanent gases, volatile hydrocarbons, and atmospheric pollutants. It 

eliminates the need for solvent extraction or derivatization, making it an efficient and 

straightforward approach for analysing gas-phase samples (Skoog et al., 2021; Flores 

et al., 2019b).  

 

GC relies on various detectors to identify and quantify the separated components.  

 

1.6.1. Thermal conductivity detector (TCD) 

The TCD is a universal detector used in gas chromatography to measure changes in 

the thermal conductivity of the carrier gas due to the presence of analytes. As different 

compounds elute from the column, they alter the thermal conductivity of the carrier 

gas, which is detected as a signal. This detector consists of an electrically heated 

source, typically a fine wire made of platinum, gold, or tungsten, or a small thermistor. 

The temperature of the heated element depends on the thermal conductivity of the 

surrounding gas, and its electrical resistance changes accordingly. The TCD is non-
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destructive, allowing for sample recovery, making it ideal for detecting both organic 

and inorganic gases, such as hydrogen, nitrogen, oxygen, and carbon dioxide (Skoog 

et al., 2021). 

 

Although the TCD has a wide dynamic range, typically spanning about five orders of 

magnitude, and responds to a broad range of organic and inorganic species, it has a 

relatively low sensitivity compared to other detectors. This lower sensitivity makes the 

TCD more suitable for samples with higher analyte amount fractions, and it often 

cannot be used effectively with capillary columns when sample quantities are very low. 

The TCD’s main advantage lies in its simplicity and ability to detect changes in thermal 

conductivity, but its limitations arise when the thermal conductivities of the carrier gas 

and sample components are similar, leading to less reliable detection (Skoog et al., 

2021). 

 

Helium and hydrogen, with thermal conductivities approximately six to ten times 

greater than most organic compounds, cause significant decreases in the thermal 

conductivity of the effluent when organic species are present. This results in an 

increase in the temperature of the detector. However, thermal conductivity detection 

is less effective when the thermal conductivities of the carrier gas and the sample 

components are similar. Despite its limitations, the TCD’s non-destructive nature and 

broad applicability to various types of gases make it a useful tool in many 

chromatographic analyses (Skoog et al., 2021). 

 

1.6.2. Flame ionization detector (FID) 

The FID is a highly sensitive and widely used detector in gas chromatography, 

particularly for analysing organic compounds. The FID works by combusting the 

sample in a hydrogen-air flame, which produces ionized carbon species. These ions 

generate an electrical current that is proportional to the number of carbon atoms in the 

sample, enabling accurate quantification (Skoog et al., 2021). 

 

The FID is especially effective for detecting hydrocarbons due to its high sensitivity, 

wide linear dynamic range, and excellent stability. Functional groups such as carbonyl, 

alcohol, halogen, and amine produce fewer ions (or none) in the flame, and the 
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detector is insensitive to non-combustible gases like H2O, CO2, SO2, and NOx. Despite 

this limitation, the FID remains a very useful detector for organic samples, including 

those contaminated with water and nitrogen and sulphur oxides.  

 

To enhance the FID's ability to detect gases like CO and CO2, a methanizer can be 

incorporated into the system. The methanizer is a catalytic reactor that converts CO 

and CO2 into methane using a nickel catalyst at elevated temperatures, around 350°C. 

Once converted to methane, these gases can be detected by the FID, improving its 

sensitivity for these compounds. The methanizer is particularly useful in environmental 

monitoring and industrial applications, where detecting trace levels of CO and CO2 is 

critical (Skoog et al., 2021). 

 

1.7. Method validation  

To make sure that the methodology is adequate to quantify the analytes in the gas 

mixture, it is necessary to perform a method validation. Method validation is a 

fundamental step in the development and application of calibration gas mixtures, 

ensuring the reliability, accuracy, and reproducibility of measurement results. In gas 

metrology, where traceability to international standards is required, validation provides 

confidence in the measurement process by assessing key performance parameters. 

 

1.7.1. Precision 

Precision is the closeness of agreement between indications or measured quantity 

values obtained by replicate measurements on the same or similar objects under 

specified conditions. It is usually expressed numerically by measures of imprecision, 

such as standard deviation, variance, or coefficient of variation under the specified 

conditions of measurement (JCGM, 2012). 

1.7.2. Accuracy  

Accuracy is the closeness of agreement between a measured quantity value and a 

true quantity value of a measurand (JCGM, 2012). In metrology, it is usually evaluated 

with a normalised error (Formula 54) between the value being measured and the  

certified value of the PRM. (Becerra, 2003). 
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1.7.3. Selectivity 

Selectivity ensures the method can accurately distinguish the target analyte from other 

potential interferences. This is particularly important in gas mixtures where multiple 

components may be present. 

 

1.7.4. Range 

Range is the measuring interval, a set of values of quantities of the same kind that can 

be measured by a given measuring instrument or measuring system with specified 

instrumental measurement uncertainty, under defined conditions (JCGM, 2012).  

 

1.7.5. Linearity (Regression) 

Linearity assesses whether the measurement response is proportional to the analyte 

amount fraction across the calibration range. This is typically evaluated using 

regression analysis, such as goodness-of-fit tests, where a calibration curve is fitted 

to experimental data points. A key statistical metric for evaluating linearity is the 

residual sum of weighted squared deviations, which quantifies the total deviation of 

observed values from the fitted regression model, weighted by their uncertainty. A 

residual sum of weighted squared deviation below 2 indicates a good fit of the data to 

the regression model, ensuring accurate quantification across the calibration range 

(International Organization for Standardization [ISO], 2015). 

 

1.7.6. Robustness  

Robustness determines the method’s ability to maintain its performance when small 

variations in experimental conditions occur, such as temperature fluctuations, carrier 

gas flow rate changes, or minor instrument adjustments. 

 

1.7.7. Uncertainty  

Uncertainty quantifies potential sources of error affecting the measurement, using 

uncertainty propagation techniques. This includes contributions from calibration gas 

preparation, instrumental response, and environmental factors. 
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CHAPTER 2.    JUSTIFICATION AND OBJECTIVES 

 

2.1.  Justification 

The accurate measurement of CO and CO2 is crucial due to their significant impact on 

both environmental and public health. CO is a toxic gas that poses serious health risks 

even at low concentrations, while CO2 is a major contributor to climate change. At a 

national level, ensuring the traceability of measurements for these gases is essential 

to guarantee the reliability and comparability of data obtained from different monitoring 

systems. Without proper traceability, measurement discrepancies can lead to incorrect 

assessments of pollution levels, potentially hindering effective decision-making and 

regulatory compliance (Almirón et al., 2024). 

Implementing traceability in CO and CO2 measurements allows for the establishment 

of standardized methods that improve accuracy, reproducibility, and long-term 

monitoring reliability. This is particularly important for air quality control, industrial 

emissions monitoring, and climate studies, where precise quantification is necessary 

for developing mitigation strategies and policies. 

To achieve this, the use of certified reference gas mixtures is essential. These mixtures 

serve as reliable controls for environmental measurements, method validation, and 

instrument calibration, all of which are fundamental to ensuring the accuracy, safety 

and consistency of gas analysis. By ensuring that measurements are traceable to 

recognized standards, authorities, researchers, and industry professionals can make 

informed decisions that contribute to environmental protection, process safety, and 

human health.  

In the present work, CRM and a PRM with an amount fraction of 0.35 mol/mol of CO2 

in N2 were prepared, alongside a CRM of CO with an amount fraction of 1500 µmol/mol 

of CO in N2. These certified gas mixtures are designed to support environmental 

monitoring and air quality assessment efforts in Uruguay. The 0.35 mol/mol CO2 

reference mixture serves as a reference standard for emissions control from different 

sources, such as industrial chimneys and exhaust systems. Meanwhile, the 1500 

µmol/mol CO mixture is intended for air quality applications, simulating realistic levels 

of carbon monoxide pollution that, while not immediately lethal, pose health risks with 
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prolonged exposure. Both mixtures were specifically requested by environmental 

laboratories in Uruguay, which require accurate and traceable reference materials for 

calibrating gas analysers, sensors, and atmospheric monitoring equipment. For these 

mixtures, a relative expanded uncertainty of 2% was established for the CRMs and 

1% for the PRM. These uncertainty levels were set more as targets to evaluate 

feasibility and assess whether such precision could be achieved in practice. Feedback 

from local buyers, particularly environmental laboratories in Uruguay, indicated that 

these uncertainty levels were acceptable and considered fit for purpose within the 

context of their routine monitoring activities. 

 

2.2. General objective 

• To develop a CRM with an amount fraction of 1500 µmol/mol of CO in N2 and a 

CRM with an amount fraction of 0.35 mol/mol of CO2 in N2 in a 5-liter aluminium 

cylinder. 

 

• To develop a PRM with an amount fraction of 0.35 mol/mol of CO2 in N2 in a 5-liter 

aluminium cylinder. 

 

2.3. Specific objectives 

• To develop a system for vacuuming cylinders and introducing gases into an 

aluminium cylinder, while controlling both the mass and pressure within the system. 

 

• To develop reference gas mixtures (CRM and PRM) with established metrological 

traceability to ensure the accuracy and international comparability of the 

measurements in our country. 

 

• To develop and validate quantification methods using GC-TCD/FID for value 

assignment and verification of the mixtures. 

 

• To evaluate the uncertainty associated with the preparation of the gas mixtures. 
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CHAPTER 3.    METHODOLOGY 

 

3.1. Materials 

• 5-liter Luxfer® aluminium cylinders 

• Pressure regulators with a maximum pressure of 200 bar and DIN 1 connection 

• Direct injection to GC via 1/16” stainless steel tubing 

• Gas chromatograph Thermo Scientific TRACE 1300 with TCD and FID detectors 

with methanizer 

• PC with Chromeleon 7 software, Thermo Fisher Scientific 

• Rt-Q-Bond PLOT chromatographic column (30 m, 0.53 mm ID, 20 µm) 

• ShinCarbon ST 100/120 chromatographic column (2 m, 1 mm ID, 1/16” OD) 

• 250 µL and 500 µL loop 

• Filling and emptying station 

• Pfeiffer mechanical and turbomolecular pump 

• Mass comparator Mettler Toledo XPR10003SC 

• Balance Ohaus model RANGER™ 3000 

• Gas extraction hood 

• Leak detectors 

• PRMs from other NMIs 

• N2 (99.9999% mol/mol of purity), batch number: P0212:20200201105. Linde® 

• CO2 (99.9% mol/mol of purity), batch number: 407540-3. Linde® 

• Premixture CO 4% in N2, batch number: 304113031704, Praxair® 

• Nitrogen (99.99% mol/mol purity) for blanks, batch number: 305170-1. Linde® 

• Snoop® soapy solution for leak detection 

 

3.2. Planning stage of a reference gas mixture 

During the planning phase, calculations are performed to ensure the target 

composition of the final gas mixture is achieved, based on the required masses of 

each component to be added. 
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The first step involves assessing the feasibility of preparing the gas mixture. This 

includes evaluating potential safety risks, such as hazardous reactions between the 

components, interactions with the cylinder materials, and ensuring the final pressure 

does not exceed the cylinder's maximum working pressure. A risk analysis, based on 

existing literature, must be conducted to assess the stability of the gas mixture and 

identify any potential chemical reactions among its components (International 

Organization for Standardization [ISO], 2015). For example, oxidizing gases could 

corrode the cylinder's internal walls. Addressing these concerns helps minimize 

hazards during the filling process and ensures the final mixture composition remains 

stable over time. 

 

The parent gases, which are the starting materials, should be pure gases of high purity 

or pre-mixtures from high-purity gases to minimize the presence of impurities in the 

final gas mixture. 

 

The next step is calculating the target masses for each component in the mixture. This 

calculation is performed using the ideal gas law, considering the target values of the 

analytes in the final gas mixture, the molar masses of the parent gases, the cylinder 

volume, and the working temperature (International Organization for Standardization 

[ISO], 2015). The method for calculating the target masses is the same, regardless of 

whether the reference mixture is a Certified Reference Material (CRM) or a Primary 

Reference Material (PRM). The formula used is as follows (Equation 1): 

 

𝑚𝑗 =
𝑦𝑘 × 𝑀𝑘

∑ 𝑦𝑖 × 𝑀𝑖
𝑞
𝑖=1

× 𝑚Ω (1) 

 

Where 𝑚Ω is calculated as: 

𝑚Ω =
𝑝𝐹,Ω × 𝑉𝑐𝑦𝑙

𝑍Ω × 𝑅 × 𝑇𝐹
∑ 𝑦𝑖 × 𝑀𝑖

𝑞

𝑖=1

     (2) 

 

Being, 

𝑚𝑗: mass added of parent gas j (mass to be introduced in the cylinder) 
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𝑦𝑘: amount-of-substance fraction of component k in the prepared mixture  

𝑀̅𝑘: molar mass of component k  

𝑦𝑖: amount-of-substance fraction of component i in the prepared mixture  

𝑃𝑓,Ω: filling pressure of the final mixture  

𝑉𝑐𝑖𝑙 : cylinder volume  

𝑍Ω: compressibility of the final mixture  

𝑅: Ideal gas constant  

𝑇𝑓: Filling temperature  

 

The balance should have a maximum capacity suitable for weighing the mass of the 

cylinders and a resolution sufficient to accurately measure even the smallest gas 

mass. It is crucial to ensure that the calculated mass aligns with the balance's 

tolerances. The balance used for weighing the cylinders (Ohaus model RANGER™ 

3000) can measure masses with an appropriate uncertainty for values above 25 g. 

Therefore, if the calculated mass is below this threshold, the mixture planning must be 

adjusted, either by modifying the composition or using a premixture (International 

Organization for Standardization [ISO], 2015). Premixtures are intermediate-amount 

fraction gas mixtures prepared from pure gas cylinders, using the same balance gas 

intended for the final mixture. 

 

3.3. Preparation of a gas reference mixture 

3.3.1. Cylinder conditioning and emptying 

 

For the preparation of all gas mixtures, aluminium cylinders manufactured by Luxfer® 

(UK) were used, fitted with Rotarex® valves sourced from Rotarex® Brazil. These 

cylinders underwent leak and safety testing to ensure proper performance, as they will 

be subjected to high pressures during its use. Aluminium was selected due to its high 

quality and proven compatibility with the gases used in this study (CO, CO2, and N2), 

ensuring no chemical reactions or material interactions occur, in accordance with ISO 

16664 (International Organization for Standardization [ISO], 2017, ISO 16664). 
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The aluminium cylinder which will contain the mixture is initially connected to the outlet 

of the filling/emptying station to remove any residual gas (Figure 2). To do this, the 

valves directing gas flow to the extraction hood are opened, and the purge valve is 

used to completely empty the cylinder. The gas filling station setup is illustrated in the 

valve diagram shown in Figure 1. 

 

 

Figure 1: Gas filling station valve diagram 

 

Next, a nitrogen 6.0 cylinder (99.9999% purity) is connected to the inlet of the 

filling/emptying station to fill the sample cylinder and clean it. First, the system lines 

are purged by allowing low-pressure N2 to flow through all the system’s pipes multiple 

times. The system is further purged by opening the purge valve while keeping the 

extraction hood running. Once the system is clean, the sample cylinder is connected 

to the station’s outlet, and the nitrogen flow is directed into it by opening the 

appropriate valves. The cylinder is filled with approximately 30 g of gas, and to monitor 

this, it is placed on a balance that is tared before the filling process begins. 
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Figure 2: Aluminium cylinder connected to the gas emptying/filling station 

 

After filling, the cylinder is disconnected from the station and placed in a homogenizer 

(Figure 3), a rotating cylinder device, to ensure the nitrogen comes into contact with 

the internal walls, removing any remaining impurities. After 30 minutes in the 

homogenizer, the cylinder is reconnected to the station.  
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Figure 3: Cylinder homogenizer 

 

The cylinder is then emptied again by connecting it to the station’s outlet. To facilitate 

this, a thermal blanket set to 40°C is wrapped around the cylinder (Figure 4), helping 

achieve a higher vacuum level. The emptying process begins by turning on the 

mechanical pump and slowly opening the cylinder valve, ensuring the pump’s pressure 

does not exceed 30 mbar to prevent damage. Once the mechanical pump reaches a 

pressure below 1 mbar, the turbomolecular pump is activated to achieve a deeper 

vacuum. When the pressure drops below 1x10-5 mbar, or after at least 12 hours under 

vacuum, the cylinder valve is closed, and the cylinder is disconnected from the system, 

ready to be filled with the gas mixture.  

 

Finally, the entire system is purged with N2 6.0, leaving a small amount of gas in the 

system to prevent air impurities from entering the station. 
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Figure 4: Cylinder surrounded by thermal blanket connected to the filling/emptying 

station to be emptied 

 

3.3.2. Preparation of a gas mixture CRM 

The whole preparation process of a CRM follows the scheme showed in Figure 5.  

 

Figure 5: Preparation process of a CRM 

Conditioning and 

evacuation of the 

cylinder 
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cylinder using a 

gas filling station 

Homogenization 

of the gas mixture 
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23 

 

Gases are introduced into the cylinder in order of increasing pressure, meaning the 

gas with the lowest pressure, i.e. the less component at the lowest amount fraction in 

the final mixture, is added first, followed by gases with gradually higher pressures; the 

balance gas or matrix gas will be the last to be introduced. Since gases naturally flow 

from places of higher pressure to lower pressure, this method ensures a complete and 

homogeneous mixture. Additionally, this approach facilitates corrections when the 

added gas mass deviates from the target value, as controlling the exact mass entering 

the cylinder is not always straightforward. 

 

The process begins by connecting the parent gas, the pure gas used to start filling the 

cylinder, to the inlet of the filling/emptying system. This gas is selected because it has 

the lowest amount fraction in the final mixture. Any residual gas in the station is purged, 

and the system is flushed with the pure gas to remove any traces of other gases that 

could affect the composition of the CRM candidate. 

 

Next, the sample cylinder is placed on a balance and connected to the system’s outlet. 

The system is pressurized with the parent gas, ensuring it is slightly above the 

intended filling pressure. To accurately monitor the mass of gas added, the balance 

must be tared with all gas in the line up to the point just before the cylinder valve. The 

cylinder is then filled while carefully monitoring the added mass on the balance to 

ensure it does not exceed the target value. 

 

Once the cylinder is filled, it is left to rest for at least one hour, as the gas introduction 

process generates heat. In the preparation of a Primary Reference Material (PRM), 

which will be discussed in section 3.3.3, at this stage, the cylinder would be weighed 

using a mass comparator to precisely determine the amount of gas added, so that its 

value can then be assigned. However, since this is a CRM preparation, the cylinder is 

simply left to rest before proceeding with the next gas addition. 

 

Before introducing the next gas, the station must be purged multiple times with the 

incoming gas to prevent contamination. Additionally, since the cylinder now contains 

pressurized gas, the pressure of the newly added gas must always be higher than the 

current pressure inside the cylinder. Also, to ensure accurate mass measurement, the 
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balance must again be tared just before opening the cylinder valve to introduce the 

next gas. 

A CO CRM with an amount fraction of 1500 µmol/mol in N2 and a CO2 CRM with an 

amount fraction of 0.35 mol/mol in N2 were prepared using this methodology. 

 

3.3.3. Preparation of a gas mixture PRM 

The whole preparation process of a PRM follows the scheme showed in Figure 6.  

 

Figure 6: Preparation process of a PRM 

 

This procedure is similar to that of a CRM. The gases are introduced into the cylinder 

sequentially using the gas filling station, following an ascending order based on the 

amount fraction that will be present of each gas in the final mixture. The main 

difference is that at the beginning of the preparation and after each filling stage, the 

cylinder undergoes several weighing cycles (Flores et al., 2019a). 

 

Before starting the process, the empty cylinder is placed in the mass comparator room 

for at least an hour to reach thermal equilibrium and prevent weight fluctuations due 

to temperature differences (Figure 7). This room is maintained under controlled 

conditions of temperature, humidity, and pressure and is protected from vibrations and 

air currents to ensure measurement stability. 
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Figure 7: Mass comparator room, where the cylinder is waiting to be weighed 

 

Since gas cylinders are large objects that displace a significant volume of air, their 

mass varies proportionally with temperature and humidity. To correct the buoyancy 

effect caused by variations in atmospheric pressure, a comparative weighing is 

performed against a reference cylinder of the same material and external volume 

(International Organization for Standardization [ISO], 2015). 

The reference cylinder is prepared similarly to a CRM but contains only nitrogen 5.0 

and is not characterized. Its primary function is to reduce the corrections needed in 

the weighing result of the sample cylinder. During each weighing cycle, the mass 

difference between the two cylinders is determined, allowing for an accurate 

calculation of the added mass.  

 

The weighing procedure follows the substitution or Borda method, in which the sample 

and reference cylinders are weighed alternately on a comparator balance (Alink & van 

der Veen, 2000). The purpose of this method is to minimize any potential systematic 

errors by repeatedly weighing the cylinder and its contents, alternating between a 

reference cylinder and the sample cylinder (Becerra, 2003). 
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The mass comparator used is a single-pan balance where the cylinders must be 

placed in a below-balance weighing position (Figure 8). This type of manual mass 

comparator requires careful centring of the loads, waiting for thermal and vibration 

effects to subside, and monitoring the beam’s oscillations. As a result, achieving the 

highest accuracy, with uncertainties below 1 mg, requires weighing cycles as long as 

10 hours. However, measurements with uncertainties of 20 mg to 30 mg can be 

obtained with shorter weighing cycles of approximately 1 hour (Milton et al., 2011). 

 

 

Figure 8: Cylinder being place in a below-balance weighing position of the single-pan 

balance 

 

To ensure precise measurements within a narrow mass range, the mass difference 

between the cylinders is compensated by adding or removing calibrated mass pieces 

(Alink & van der Veen, 2000). These weights are placed on top of a cap positioned 

above the cylinder. The goal is to minimize the mass difference between the sample 

and reference cylinders. Depending on the stage of the preparation process, the 
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weights may need to be placed on either the reference or the sample cylinder (Figure 

9). The balance is tared at the beginning of every weighing cycle, with the cap 

positioned on top of the below-balance weighing position to subtract its weight. 

 

 

Figure 9: Weights placed on top of a cap positioned above the cylinder 

 

Before and after each weighing cycle, a 1 g mass piece is used as a reference. This 

mass is placed on the balance to verify and calibrate the system, ensuring that the 

measurements taken throughout the process are accurate and consistent. The use of 

a 1 g mass at both the beginning and end of each cycle serves to stabilize and verify 

the accuracy of the balance, correcting for any drift that may occur during the weighing 

process (Alink & van der Veen, 2000). 

 

It is important to emphasize that traceability to the mole derives from the weighing 

procedure itself, the analysis of the purity of the source gases, and knowledge of the 

relative molecular masses (RMMs) of the components (International Organization for 

Standardization [ISO], 2015). Therefore, the mass pieces used during the weighing 

process or in the calibration of the balance must be traceable. Similarly, the 
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instruments used to measure ambient temperature and pressure, which are necessary 

for buoyancy correction, must also be traceable to national or international standards. 

All of these physical quantities are calibrated by the Physical Metrology Department 

of LATU. 

 

A CO2 PRM with an amount fraction of 0.35 mol/mol in N2 was prepared using this 

methodology (Figure 10). 

 

 

Figure 10: PRM prepared in aluminium cylinder 

 

3.4. Homogeneity evaluation 

Ensuring the homogeneity of the gas mixture is a crucial step in the preparation 

process, as any inhomogeneity can result in inaccurate measurements and 

compromise the traceability of the CRM/PRM. After the final parent gas has been 

added, and weighed in the case of a PRM, the cylinder must undergo homogenization 

to achieve a uniform composition throughout (Dias & Costa, 2019; Almirón et al., 

2024). 
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This homogenization is carried out by rolling the cylinder in a horizontal orientation 

using a homogenizer instrument (Figure 3). The minimum homogenization duration 

should be determined based on prior experimental knowledge. Density differences 

between the gas components are particularly important to consider; when a 

component has a significantly higher relative density than the balance gas, short rolling 

times may not ensure complete (International Organization for Standardization [ISO], 

2015). Moreover, re-homogenization may be necessary after prolonged storage to 

maintain mixture integrity, as factors such as density differences, temperature 

variations, adsorption, partial condensation, and chemical reactions can affect 

homogeneity over time. Failure to do so may lead to compositional drift and variations 

in the assigned value of the gas mixture (International Organization for Standardization 

[ISO], 2017, ISO 16664). 

 

Since the gas mixture undergoes proper homogenization through rolling and is 

composed of gases with similar densities that do not condense, inhomogeneity is not 

expected to contribute to measurement uncertainty. Therefore, no additional 

component related to inhomogeneity needs to be included in the uncertainty budget. 

 

3.5. Long term stability evaluation 

The long-term stability of a gas mixture is important to make sure its composition stays 

the same over time. Several factors can impact stability, including adsorption onto the 

cylinder walls, chemical reactions between components, leaks through seals, and 

changes in pressure or temperature. Over time, these effects can slightly change the 

amount fraction of some components, leading to variations from the original 

composition (International Organization for Standardization [ISO], 2015). 

 

To account for these possible changes, the uncertainty related to stability is included 

in the overall uncertainty calculation. This helps measure any potential drift in 

composition over time and ensures the mixture remains reliable. Stability studies 

usually involve checking the mixture at different time intervals to track any changes, 

often modelled as a slow drift in the amount fraction (Durbiano et al., 2024). If 

significant changes are detected, adjustments may be needed, such as applying 



30 

 

corrections or reducing the validity period or enlarging the uncertainty associated with 

the mixture composition. 

The gas mixtures were tested at various points throughout their lifespan and continue 

to be monitored. 

 

3.6. Evaluation of short-term stability 

Short-term stability, also known as, transportation stability is a property of the material 

referring to stability under expected transport conditions. For this, the behaviour of the 

material and its property values are studied under (as a minimum) the intended 

conditions for packaging and transport. The more restrictive the intended conditions 

for transport are, the smaller is the range of conditions that should be included in the 

transportation stability study (International Organization for Standardization [ISO], 

2024). Factors such as temperature fluctuations, pressure changes, and exposure to 

moisture can affect the stability of the reference gas mixtures (International 

Organization for Standardization [ISO], 2017, ISO 16664). 

 

If there is no prior experience with a specific material, a short-term stability study 

should be conducted to determine suitable transport conditions. The study should 

simulate the expected transport duration and conditions, including possible extreme 

temperatures. Generally, the study period should match or slightly exceed the actual 

transport time. For example, if transport is limited to 3 weeks, a 3 to 4 week short-term 

stability study would be sufficient (International Organization for Standardization [ISO], 

2024). 

It is assumed in the ISO 33405 standard that transport conditions will usually be 

sufficiently closely controlled that the effect of transport does not significantly affect the 

property values and does not require an increase in uncertainty for certified values. 

Transportation stability studies are therefore assumed to be designed primarily to 

check for significant change rather than to provide an accurate quantitative estimate 

of change (International Organization for Standardization [ISO], 2024). 

 

If a reference gas mixture is found to be susceptible to instability under transport 

conditions, adjustments such as selecting an appropriate cylinder treatment or 
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maintaining the temperature within a controlled range may be necessary to preserve 

its composition. The mixtures prepared in this work, 1500 µmol/mol of CO in N2 and 

0.35 mol/mol of CO2 in N2 are both susceptible to temperature related effects that 

could compromise their integrity during storage and transportation.  

 

In the case of mixtures of CO2, adsorption onto cylinder walls is a well-documented 

phenomenon, particularly if the cylinder has not undergone proper surface treatment 

or has been exposed to humidity before filling. Variations in temperature can increase 

desorption, which may lead to slight changes in the gas mixture composition over time 

(Miller et al., 2015). Additionally, at high pressures, CO2 can partially condense if the 

temperature drops significantly, leading to phase separation. Since obtaining pre-

treated cylinders is challenging, and the cylinders used in this work are aluminium 

cylinders with no special treatment, maintaining a controlled temperature range during 

transport is crucial to preserving the integrity of the mixture. Another important 

precaution taken during gas mixture preparation is avoiding the use of Snoop® for leak 

testing. Snoop® is only applied to the connections between the pressure regulators 

and the direct injection system of the gas chromatograph, ensuring that it does not 

interfere with the composition of the prepared mixture. 

 

On the other hand, CO is a reactive gas and can slowly oxidize to CO2 in the presence 

of residual oxygen, a reaction that is accelerated by elevated temperatures. If trace 

amounts oxygen are present in the cylinder or valve, prolonged exposure to high 

temperatures during transport may accelerate this oxidation, leading to a reduction in 

CO amount fraction over time. Furthermore, CO is known to weakly adsorb onto 

cylinder walls, particularly when aluminium or untreated steel cylinders are used. As 

with CO2, temperature increases can promote desorption, causing slight fluctuations 

in the measured CO amount fraction immediately after transport.  

 

For this reason, a short-term stability study was performed by placing the PRM of CO2 

in N2 in a refrigerator at 4ºC for two weeks. Afterward, it was analysed and then placed 

in a stove at 35ºC for two additional weeks, after which it was analysed again. In this 

study, the thermal stability of CO2 was evaluated experimentally, as it is more 

susceptible to temperature effects such as adsorption, desorption, and condensation.  
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However, extreme thermal stability tests were not conducted for CO, since only a 

single reference standard was available, and it was not possible to prepare a second 

cylinder due to the lack of pure CO. Exposing the standard to conditions that could 

permanently change its composition would have made it unusable for future stability 

checks. Since CO2 successfully passed the thermal stability test and is more 

predisposed to temperature effects than CO, it is reasonable to assume that CO would 

also remain stable within the same temperature range. However, due to the lack of 

direct experimental tests on the thermal stability of CO, this conclusion is based on 

theoretical considerations rather than experimental verification. 

 

3.7. Value assignment of a reference gas mixture 

3.7.1. CRM certification 

3.7.1.1. CRM characterization  

Characterization refers to the determination of the values of the relevant properties of 

a reference material, as part of the production process (International Organization for 

Standardization [ISO], 2024). 

 

The ISO 33405 is intended mainly for the measurements performed to assign the 

certified values for a material (y). It is important to note that a certified value shall be 

a good estimate of the true value and not just the average of a population. The certified 

value can be the same for many individual reference material units, if it is a batch, or 

an individual value can be assigned to each unit (International Organization for 

Standardization [ISO], 2024), such as the case of preparing a reference gas mixture 

in a filling station with just one outlet for connecting the aluminium cylinder. 

 

For certified values, the associated uncertainty of characterization (uchar) shall be 

determined. The ISO 17034 standard requires a reference material producer to 

provide evidence of the metrological traceability of the certified value to a stated 

reference (International Organization for Standardization [ISO], 2016). This means 

that, whatever the approach chosen, the metrological traceability of the certified values 

shall be clearly defined. Traceability can only be achieved if the values that are 

combined have been shown to provide valid estimates of the value of the measurand 



33 

 

(as defined) within the claimed uncertainty and the results are traceable to the same 

metrological reference. Ideally, the International System of Units (SI) is the preferred 

metrological reference, but other internationally agreed references can be used. 

Metrological traceability also applies to operationally defined measurands; it remains 

essential to ensure traceability to defined metrological references by proper calibration 

(International Organization for Standardization [ISO], 2016). 

 

Characterization can be carried out using one or multiple methods across one or more 

laboratories. One approach is characterization through a single reference 

measurement procedure (JCGM, 2012) conducted in a single laboratory. Within this 

category, one option is value transfer characterization, where a “secondary CRM” is 

value assigned by directly comparing its results with those of an already characterized 

and closely matched CRM (International Organization for Standardization [ISO], 

2024). 

 

When calibrating a candidate CRM, each measurement inherently compares it to 

another CRM (the calibrator). In this study, the primary approach will be the calibration 

curve method, using a set of PRMs with amount fractions both below and above the 

candidate CRM (International Organization for Standardization [ISO], 2001). 

Additionally, differences in the assigned value of the candidate CRM will be explored 

using the bracketing technique and the SPEM method (International Organization for 

Standardization [ISO], 2017, ISO 12963). In all three cases, it is essential that the 

primary and secondary CRMs share the same gas balance to prevent matrix effects 

from influencing the measurement instrument’s response. 

 

3.7.1.2. CRM uncertainty evaluation  

The uncertainty associated with the characterization value consists of a combination 

of the uncertainty of the certified value of the PRM(s) used, the uncertainty of 

calibration according to the chosen calibration model (which includes contribution due 

to the selectivity of the technique) and the effect of repeatability on the results of the 

candidate CRM. The calculated uncertainty should take account of the statistical 

treatment used to obtain the assigned value (International Organization for 

Standardization [ISO], 2024). 
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3.7.1.3. Value assignment  

Value assignment is the process of combining the results from the homogeneity and 

stability assessment with the results from the characterization studies to determine the 

assigned values and their uncertainties (International Organization for Standardization 

[ISO], 2024). 

 

As previously stated, for gas reference mixtures prepared individually, there is no need 

to include uncertainty components related to inhomogeneity or short-term stability. 

These values are primarily informative and provide insights into the behaviour of the 

prepared mixtures. The uncertainty budget for a gas mixture CRM will include the 

characterization uncertainty component and the long-term stability component. 

 

These values are then documented in a certificate, following the requirements of the 

ISO 6141 standard, which specifies the minimum requirements for the contents of 

certificates for homogeneous gas mixtures in gas cylinders intended for use as 

reference gas mixtures (International Organization for Standardization [ISO], 2015, 

ISO 6141). 

 

3.7.2. PRM certification 

3.7.2.1. PRM characterization 

PRMs are prepared by transferring pure gases, pure liquids, or gravimetrically 

prepared mixtures of known composition quantitatively into a cylinder in which the 

calibration gas will be contained. The traceability to the SI of amount fractions of these 

mixtures arises from the correct execution of the determination of the added gas 

masses, the conversion of the added masses to amounts of substance by knowledge 

of their chemical purity and appropriate relative molecular masses, and the verification 

of the final mixture against independent reference gas mixtures (International 

Organization for Standardization [ISO], 2015). 

 

The amount fractions of the components in the final mixture, 𝑦𝑘, can be calculated 

using Equation 3, according to the ISO 6142-1:2015 standard. In the formula 𝑥𝑘,𝑗 is 

the mole fraction of component k in parent gas or liquid j, 𝑥𝑖,𝑗 is the mole fraction of 
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component i in parent gas or liquid j, 𝑚𝑗 is the mass added of parent gas or liquid j, 

and 𝑀𝑖 is the molar mass of component i (International Organization for 

Standardization [ISO], 2015). 

 

𝑦𝑘 =

∑ (
𝑥𝑘,𝑗 × 𝑚𝑗

∑ 𝑥𝑖,𝑗 × 𝑀𝑖
𝑞
𝑖=1

)𝑟
𝑗=1

∑ (
𝑚𝑗

∑ 𝑥𝑖,𝑗 × 𝑀𝑖
𝑞
𝑖=1

)𝑟
𝑗=1

 (3) 

 

Equation 3 provides a general approach for calculating the amount fractions of the 

components in the mixture. However, considering that PRM prepared in this work is a 

binary mixture, consisting only of CO2 and N2, the formula was simplified accordingly. 

As a result, the amount fraction of CO2 was determined using Equation 4, while the 

amount fraction of N2 was calculated using Equation 5. 

 

 

𝑦𝐶𝑂2 =
[(

𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

 (4) 

 

 

𝑦𝑁2 =
(

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

 (5) 

 

In both Equations, 𝑦𝐶𝑂2 and 𝑦𝑁2 represent the amount fractions of CO2 and N2, 

respectively, in the final mixture. 𝑥𝐶𝑂2,𝐶𝑂2 is the mole fraction of carbon dioxide in the 

pure CO2 cylinder, 𝑥𝐶𝑂2,𝑁2 is the mole fraction of an impurity of carbon dioxide in the 

pure N2 cylinder and 𝑥𝑁2,𝑁2 is the mole fraction of nitrogen in the pure N2 cylinder. 

Additionally, 𝑚𝐶𝑂2 and 𝑚𝑁2 are the masses of CO2 and N2 introduced into the 

preparation cylinder, while 𝑀𝐶𝑂2 and 𝑀𝑁2 are the molar masses of CO2 and N2, 

respectively. 
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To calculate each parameter from the Equations above, it is necessary to consider the 

gravimetric calculations, the impurities in the gases, and the molar masses. 

 

3.7.2.1.1. Gravimetry 

The chosen weighing procedure used is known as the substitution or Borda method. 

In this method, the reference cylinder and the sample cylinder are weighed 

sequentially on a comparator balance. Since both cylinders are made of the same 

material and have similar masses, the influence of laboratory air buoyancy on the 

results is significantly reduced. To achieve high accuracy, the mass difference between 

the reference and sample cylinders is compensated by adding or removing small mass 

pieces. This approach allows precise measurements within a narrow mass range 

(Alink & van der Veen, 2000; Sega et al., 2008). 

The added masses of gases, 𝑚𝑗, were calculated by determining the difference 

between the results of consecutive weighing cycles, as expressed in Equation 6 (Alink 

& van der Veen, 2000). In the first weighing cycle, 𝑤0, the mass difference between 

the reference cylinder and the empty sample cylinder was measured. In the second 

weighing cycle, 𝑤1, the mass difference between the reference and sample cylinder 

containing the first added gas, CO2, was determined. In the final weighing cycle, 𝑤2, 

the difference between the cylinders was computed, with the sample cylinder 

containing both CO2 and the balance gas, N2.  

𝑚𝑗 = 𝑤𝑗 − 𝑤𝑗−1 (6) 

 

The result of each weighing cycle, 𝑤𝑗, was calculated using Equation 7. In this 

expression, 𝑒𝑗 is the calibration factor, 𝑞𝑗 is the reading of the sample cylinder, 𝑝𝑗 is 

the reading of the reference cylinder, 𝑊𝑗 is the total mass of mass pieces added to the 

reference cylinder and 𝑀𝑗 is the total mass of mass pieces added to the sample 

cylinder. 𝜌𝑎𝑖𝑟,𝑗 is the density of the air, 𝜌𝑆 is the density of the mass pieces, 𝑉𝑆,𝑗  is the 

volume of the sample cylinder and 𝑉𝑅 is the volume of the reference cylinder. The 

calibration factor is used to convert the reading values into units of mass. This 
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calibration is performed at the beginning and end of each weighing cycle by adding a 

1 g mass piece to the reference cylinder (Alink & van der Veen, 2000). 

𝑤𝑗 = 𝑒𝑗(𝑞𝑗 − 𝑝𝑗) + (𝑊𝑗 − 𝑀𝑗) (1 −
𝜌𝑎𝑖𝑟,𝑗

𝜌𝑠
) + 𝜌𝑎𝑖𝑟,𝑗(𝑉𝑆,𝑗 − 𝑉𝑅) (7) 

 

The calculation of (𝑞𝑗 − 𝑝𝑗) and 𝑒𝑗 considered the sequence of the weighing process, 

as detailed in Table 1. In this table, R is the reference cylinder, S the sample cylinder 

and Q is the 1g calibration mass piece. 

Table 1: Weighing process for the reference and sample cylinder. 

Weighing number System Reading 

0 R + W + Q mC,0 

1 R + W mC,1 

2 S + M mC,2 

3 R + W mC,3 

4 S + M mC,4 

5 R + W mC,5 

6 S + M mC,6 

7 R + W  mC,7 

8 R + W + Q mC,8 

 

The term (𝑞𝑗 − 𝑝𝑗) was calculated using Equation 8 and 𝑒𝑗 using Equation 9 (Alink & 

van der Veen, 2000). 

(𝑞𝑗 − 𝑝𝑗) =
1

6
(2𝑚𝐶,2 + 2𝑚𝐶,4 + 2𝑚𝐶,6 − 𝑚𝐶,1 − 2𝑚𝐶,3 − 2𝑚𝐶,5 − 𝑚𝐶,7) (8) 

  

𝑒𝑗 =
2𝑚𝑄

(𝑚𝐶,0 − 𝑚𝐶,1 + 𝑚𝐶,8 − 𝑚𝐶,7)
 (9) 

 

The volume difference was calculated according to Alink et al. Both cylinders used are 

the same at the start of the preparation process, but while preparing the gas mixture 

the pressure in the sample cylinder increases from vacuum to over 100 bar. For an 
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aluminium-alloy cylinder with an internal volume of 5 L and a pressure difference of 

120 bar, the volume increases by (12 ± 1) cm³ (Alink & van der Veen, 2000).  

 

The density of the weights used was determined through their calibration certificate, 

following the guidelines of the International Recommendation OIML R 111-1 for E2 

stainless steel weights. Its assigned value was 7950 ± 0.02 kg/m³ (International 

Organization of Legal Metrology [OIML], 2004). 

The air density was calculated using Equation 10 based on Jones et al:  

𝜌𝑎𝑖𝑟 =
𝑃𝑀𝑎

𝑍𝑅𝑇
[1 − 𝑥𝑣 (1 −

𝑀𝑣

𝑀𝑎
)] (10) 

 

In this Equation, 𝑃 is the atmospheric pressure, 𝑇 the thermodynamic temperature, 𝑥𝑣 

the mole fraction of water vapour, 𝑀𝑎 the molar mass of dry air, 𝑀𝑣 the molar mass of 

water, 𝑅 the molar gas constant, and 𝑍 the compressibility factor (Jones, 1978). 

 

As a result, according to formula 6, the mass of CO2 added to the cylinder was 

calculated as the difference between the masses obtained in the second weighing 

cycle and in the first weighing cycle. In the same way, the mass of N2 added to the 

cylinder was determined as the difference in mass between the third and second 

weighing cycle.  

 

3.7.2.1.2. Purity of parent gases 

The determination of the impurities present in the different gases is crucial, as they 

have a direct impact in the composition of the gas mixture.  

The level of purity assessment required depends on the number of impurities that 

could be critical and/or significant to the final composition of the mixture. A critical 

impurity is an impurity in the parent gas that is also present as a minor component in 

the same mixture at low amount fractions. A significant impurity is an impurity that is 

predicted to contribute more than 10 % to the target uncertainty (International 

Organization for Standardization [ISO], 2019). 
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For the most accurate results, traceable purity analysis results are preferred. 

Regardless of the specific impurities present in the parent gases, a traceable purity 

analysis ensures that all impurities are accurately quantified and properly considered 

in the final mixture calculation. Performing a traceable purity analysis requires 

calibrating the analyser using reference gas mixtures with defined uncertainties and 

quantifying the impurities by direct comparison with these calibration mixtures, 

following the methods described in ISO 6143 and ISO 12963 (International 

Organization for Standardization [ISO], 2019). 

 

However, quantifying every possible impurity in a pure gas requires multiple 

instruments and different reference gas mixtures at amount fraction levels suitable for 

each impurity, making the process complex and costly.  

 

In the field of gas analysis, it is common to perform an indicative purity analysis when 

full metrological traceability is not established or when the necessary resources for a 

traceable purity analysis are not available. One typical example of indicative purity 

analysis is relying on data from the “certificate of analysis” provided by the gas 

manufacturer, even when metrological traceability is not explicitly stated. Any data 

without established traceability must be considered indicative (International 

Organization for Standardization [ISO], 2019). 

 

When reporting the results of an indicative purity analysis, any potential bias in the 

data must be accounted for by either including an appropriate uncertainty component 

to reflect the possible bias or applying a correction for the bias. Gas manufacturers 

often quantify the purity of their gases based on the analytical capabilities used for 

purity assessment or by monitoring the production process. If an impurity is likely to 

be present in the “pure” parent gas but is below the detection limit of the analytical 

method, the detection limit is typically stated in the manufacturer’s specifications 

(International Organization for Standardization [ISO], 2019; Mulyana et al., 2020). 

 

In this case, the amount-of-substance fraction of the expected impurity, 𝑥𝑖𝑗, shall be 

set equal to half of the value of the detection limit of the analytical method, Lij, as 

shown in Equation 11. The uncertainty associated with 𝑥𝑖𝑗 is evaluated assuming a 
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rectangular distribution with 𝐿𝑖𝑗 being the upper limit of the rectangle, and zero the 

lower limit (Equation 12). 

 

𝑥𝑖𝑗 =
𝐿𝑖𝑗

2
 (11) 

𝑢(𝑥𝑖𝑗) =
𝐿𝑖𝑗

2 × √3
 (12) 

 

The amount fraction of the most abundant component was calculated by subtracting 

the sum of all impurities in the parent gas from 1, as expressed in Equation 13. Its 

uncertainty was determined using the law of propagation of uncertainty described in 

GUM-6 (Joint Committee for Guides in Metrology [JCGM], 2020) (Equation 14). 

 

𝑥𝑖𝑗 = 1 − ∑ 𝑥𝑖𝑗

𝑛

𝑖=1,𝑖≠𝑘

 (13) 

 

𝑢2(𝑤𝑘𝑗) = ∑ 𝑢2(𝑥𝑖𝑗)

𝑛

𝑖=1,𝑗≠𝑘

 (14) 

 

It is important that if an impurity is considered critical and/or significant, a purity 

analysis with traceable results must be performed. Since nitrogen typically contains 

carbon dioxide impurities, and the main component of the mixture is carbon dioxide, a 

purity analysis was conducted using the table provided by the gas manufacturer to 

confirm that the CO2 impurity is neither critical nor significant. 

 

3.7.2.1.3. Molar masses 

Molar masses are essential for converting mass fractions to amount fractions in gas 

mixtures. The values of atomic weights used to calculate molar masses must be taken 

from the latest IUPAC publications, as atomic weights and molecular masses depend 

on isotopic composition and nuclide masses (International Organization for 

Standardization [ISO], 2015). 
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When determining atomic weights and molecular masses, two key factors must be 

considered: whether the isotopic composition of an element in a specific material can 

be measured and whether literature data are available for that element. If either 

condition is met, these data should be used alongside the latest IUPAC values. 

Otherwise, standard atomic weights from IUPAC should be used (International 

Organization for Standardization [ISO], 2015; Aoki et al., 2019). 

 

In this work, the data for calculating the molar masses and the associated uncertainties 

for CO2 and N2 were calculated using the most recent atomic masses and isotopic 

abundances reported by the IUPAC (Prohaska et al., 2022). 

 

3.7.2.2. PRM verification 

The composition of a calibration gas mixture shall be verified experimentally to 

demonstrate that the composition of the calibration gas sampled from the cylinder is 

consistent with the composition calculated from the gravimetric preparation process. 

The verification is relevant to detect possible errors in the preparation process of the 

individual gas mixture, the presence of any chemical reaction between the 

components of the mixture or between any component and the cylinder. The 

composition of a calibration gas mixture can only be considered traceable to the SI 

when it has been verified (International Organization for Standardization [ISO], 2015).  

 

The verification of the composition of a calibration gas mixture may be achieved by 

demonstrating consistency between the prepared mixture and appropriate reference 

gas mixtures. This verification must be performed by analysing the prepared mixture 

against independent reference mixtures. These reference standards must be prepared 

separately, ensuring they are not derived from the same parent gases or produced 

within the same batch, particularly in cases of simultaneous cylinder preparation, thus 

assuring different traceability chains. 

 

The verification process follows the same methodology outlined for gas mixture 

calibration, in accordance with ISO 6142 when using a calibration curve, or ISO 12963 

when assigning values through the two other validated procedures in this study: 

bracketing and/or SPEM (International Organization for Standardization [ISO], 2001; 
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International Organization for Standardization [ISO], 2017, ISO 12963). Additionally, it 

is crucial to use reference gas mixtures with the same balance gas to minimize matrix 

effects in the analysis. If mixtures with different matrices are used, the procedure must 

undergo thorough validation. 

 

The uncertainty calculation for verification considers the number and uncertainty of 

standards used, process repeatability, and the number of repetitions of the verification. 

It may also include method performance in previous analyses, proficiency testing 

participation, and quality system monitoring to ensure reliability and corrective actions 

when necessary (International Organization for Standardization [ISO], 2015). 

 

The calibration mixture passes the verification if it passes the criterion: 

 

|𝑦𝑘,𝑝𝑟𝑒𝑝 − 𝑦𝑘,𝑣𝑒𝑟| ≤ 2√𝑢2(𝑦𝑘,𝑝𝑟𝑒𝑝) + 𝑢2(𝑦𝑘,𝑣𝑒𝑟) (15) 

 

In Equation 15, 𝑦
𝑘,𝑝𝑟𝑒𝑝

 represents the amount fraction obtained from the preparation 

process, while 𝑦
𝑘,𝑣𝑒𝑟

 denotes the amount fraction determined through verification by 

measuring the mixture. The terms 𝑢2 (𝑦
𝑘,𝑝𝑟𝑒𝑝

) and 𝑢2(𝑦
𝑘,𝑣𝑒𝑟

) correspond to their 

associated uncertainties, respectively. 

 

3.7.2.3. PRM uncertainty evaluation 

The combined standard uncertainty of the amount fraction of component k in the final 

mixture shall be calculated using Equation 16 (International Organization for 

Standardization [ISO], 2015). 

𝑢𝑐(𝑦𝑘) =
1

2
√𝑢2(𝑦𝑘,𝑝𝑟𝑒𝑝) + 𝑢2(𝑦𝑘,𝑣𝑒𝑟) + (𝑦𝑘,𝑝𝑟𝑒𝑝 − 𝑦𝑘,𝑣𝑒𝑟)

2
 (16) 

 

Where 𝑢2(𝑦
𝑘,𝑣𝑒𝑟

) is calculated according to the methodology used, and 𝑢2 (𝑦
𝑘,𝑝𝑟𝑒𝑝

) is 

calculated according to Equation 17. 
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𝑢(𝑦𝑘,𝑝𝑟𝑒𝑝) = √𝑢2(𝑦𝑘,𝑔𝑟𝑎𝑣) + 𝑢2(𝑦𝑘,𝑠𝑡𝑎𝑏) (17) 

 

The uncertainty computed from gravimetry 𝑢2(𝑦𝑘,𝑔𝑟𝑎𝑣) is calculated by the application 

of the law of propagation of uncertainty to Equation 7 and is calculated according to 

Equation 18. 

𝑢2(𝑦𝑘,𝑔𝑟𝑎𝑣) = ∑ (
𝜕𝑦𝑘

𝜕𝑀𝑖
)

2

× 𝑢2(𝑀𝑖 )

𝑞

𝑖=1

+ ∑ (
𝜕𝑦𝑘

𝜕𝑚𝑗
)

2

× 𝑢2(𝑚𝑗)

𝑟

𝑗=1

+ ∑ ∑ (
𝜕𝑦𝑘

𝜕𝑥𝑖,𝑗
)

𝑞

𝑖=1

× 𝑢2(𝑥𝑖,𝑗)

𝑟

𝑗=1

 (18) 

 

Finally, the expanded uncertainty is calculated multiplying 𝑢𝑐(𝑦
𝑘
) by the coverage 

factor, k = 2 (Equation 19). This uncertainty corresponds to the reported uncertainty in 

the PRM certificate.  

𝑈(𝑦𝑘) = 𝑘 × 𝑢𝑐(𝑦𝑘) (19) 

 

3.8. Comparison of methods for determining the composition of reference gas 

mixtures 

3.8.1. Calibration curve method 

The calibration of a measurement system based on input and output variable 

measurements, along with their associated uncertainties, involves estimating 

parameters that best describe the relationship between them. In this case, the 

calibration of the gas chromatograph with FID/TCD detectors is done using PRMs, 

and in this way, the parameters defining the calibration curve associated with this 

system are estimated.  

 

While there are mathematically straightforward algorithms when the input variable, in 

this case, the amount-of-substance fraction of the PRMs, is considered “exact” 

compared to the output variable, this assumption is not valid in several applications, 

such as gas metrology (International Organization for Standardization [ISO], 2001). In 

such scenarios, the mathematical algorithms become more complex, and specific 

strategies exist based on the classification of the regression problem. Furthermore, 
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the mathematical function describing the relationship between the variables is not 

always linear; in fact, it is often a second-order polynomial.  

 

As a consequence of adopting non-linear response models, advanced regression 

techniques (errors in both variables) and uncertainty propagation, the main calculation 

procedures can only be performed on a computer, using a specific program. 

 

3.8.2. Bracketing method 

The bracketing method, also known as two-point calibration, consists in reducing as 

much as possible the interval over which the linearity of the calibration function is 

assumed. This leads to use two reference materials having property values 

surrounding as tightly as possible (or bracketing) the nominal value of the unknown 

quantity. Because of the tight surrounding of each unknown quantity by two materials, 

and because of the short period of time needed for this procedure (time to measure 

the unknown quantity and the two standards), the bracketing technique usually yields 

greater accuracy in determining the transformed value of an unknown quantity. The 

unknown quantity and the two reference materials are measured together. The value 

of the unknown quantity is estimated directly, based on a linear interpolation between 

the values of the two standards (International Organization for Standardization [ISO], 

1996). 

 

Whereas the comparison methods described in ISO 6143 based on multipoint 

calibration are in principle suitable for all applications in gas analysis for determining 

the composition of calibration gas mixtures, in many cases simpler calibration methods 

can be used. These methods typically require a smaller number of calibration gas 

mixtures with a traceable composition (International Organization for Standardization 

[ISO], 2017, ISO 12963). 

 

One- and two-point calibration of instruments is widely used in the gas industry and in 

national metrology institutes. They often constitute fair compromise between costs and 

efforts on one hand, and accuracy on the other (International Organization for 

Standardization [ISO], 2017, ISO 12963). Although the bracketing technique can 

significantly reduce uncertainty in many applications, gas analysis often involves 
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nonlinear response models. Therefore, proper validation is essential to ensure its 

applicability and to account for the necessary uncertainty components arising from 

nonlinearity. 

 

The procedure for performing the bracketing technique in gas analysis is described in 

ISO 12963 – Gas Analysis – Comparison Methods for the Determination of the 

Composition of Gas Mixtures Based on One- and Two-Point Calibration. (International 

Organization for Standardization [ISO], 2017, ISO 12963). 

 

The first step is to select two reference gas mixtures, with certified values 𝑥𝑟1, and 𝑥𝑟2, 

within the range of the sample mixture for calibration, one above and one below the 

sample mixture. Then, at least three replicate measurements are taken for each 

calibration gas mixture. The mean response values of these replicates, 𝑦
𝑟1

 and 𝑦
𝑟2

, 

are calculated along with their respective standard uncertainties, u(yr1) and u(yr2). 

Similarly, at least three replicate measurements of the sample are performed, and the 

mean response, ys, is computed along with its standard uncertainty, u(ys). 

 

It is assumed in general that the responses to the two bracketing gases are 

uncorrelated. It is also assumed that the two bracketing gases are independent, i.e. 

not derived from a common source (International Organization for Standardization 

[ISO], 2017, ISO 12963). 

 

The value of the unknown, 𝑥𝑠, is estimated using Equation 20, by assuming a straight-

line analysis function with a nonzero intercept that approximates the true calibration 

function within the specified range.  

 

𝑥𝑠 =
𝑦𝑟2 × 𝑥𝑟1 − 𝑦𝑟1 × 𝑥𝑟2

𝑦𝑟2 − 𝑦𝑟1
+

𝑥𝑟2 − 𝑥𝑟1

𝑦𝑟2 − 𝑦𝑟1
× 𝑦𝑠 (20) 

 

To verify system stability, the measurements should be performed following the 

sequence illustrated in Figure 11: first measuring the PRM with the lower value, 

followed by the PRM with the higher value, then the sample, then repeating the PRM 

with the higher value, and finally the PRM with the lower value. The same number of 
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replicates should be used for each gas mixture; although Figure 11 shows only three 

replicates per gas, this number can be adjusted. 

 

 

Figure 11: Sample and reference mixtures measurement sequence 

 

The uncertainty associated with the amount fraction value of the sample mixture, 

considered as unknown, is derived from the uncertainty of the calibration gas mixtures, 

the uncertainty of the measurement responses and the contributions of the prediction 

errors (Equation 21). 

 

𝑢2(𝑥𝑠) = (
𝜕𝑥𝑠

𝜕𝑦𝑠
)

2

× 𝑢2(𝑦𝑠) + (
𝜕𝑥𝑠

𝜕𝑦𝑟2
)

2

× 𝑢2(𝑦𝑟2) + (
𝜕𝑥𝑠

𝜕𝑦𝑟1
)

2

× 𝑢2(𝑦𝑟1)

+ (
𝜕𝑥𝑠

𝜕𝑥𝑟2
)

2

× 𝑢2(𝑥𝑟2) + (
𝜕𝑥𝑠

𝜕𝑥𝑟1
)

2

× 𝑢2(𝑥𝑟1) + 𝑢2(∆) 

(21) 

 

The analytical expressions for the sensitivity coefficients are calculated as follows: 

(
𝜕𝑥𝑠

𝜕𝑦
𝑠

) =
𝑥𝑟2 − 𝑥𝑟1

𝑦𝑟2 − 𝑦𝑟1
 

(
𝜕𝑥𝑠

𝜕𝑦
𝑟2

) =
𝑥𝑟2 − 𝑥𝑟1

(𝑦𝑟2 − 𝑦𝑟1)2
× (𝑦𝑟1 − 𝑦𝑠) 

(
𝜕𝑥𝑠

𝜕𝑦
𝑟1

) =
𝑥𝑟2 − 𝑥𝑟1

(𝑦𝑟2 − 𝑦𝑟1)2
× (𝑦𝑠 − 𝑦𝑟2) 

(
𝜕𝑥𝑠

𝜕𝑥𝑟2
) =

𝑦𝑠 − 𝑦𝑟1

𝑦𝑟2 − 𝑦𝑟1
 

(
𝜕𝑥𝑠

𝜕𝑥𝑟1
) =

𝑦𝑟2 − 𝑦𝑠

𝑦𝑟2 − 𝑦𝑟1
 

PRM 1 
rep 1

PRM 1
rep 2

PRM 1 
rep 3 

PRM 2
rep 1

PRM 2 
rep 2

PRM 2 
rep 3

Sample 
rep 1

Sample 
rep 2

Sample 
rep 3

PRM 2 
rep 4

PRM 2 
rep 5

PRM 2 
rep 6

PRM 1 
rep 4

PRM 1 
rep 5

PRM 1 
rep 6
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The estimation of the term u(Δ) can be calculated following two different approaches:  

One of them is the performance evaluation of the measuring system and the other one 

is an alternative approach to assessing the nonlinearity contribution based on GUM-6 

(Joint Committee for Guides in Metrology [JCGM], 2020). 

 

It is important to check whether the criterion in Equation 22 is fulfilled, where the 

subscripts b and e denote the result for the unknown sample calculated using the 

reference measurements taken at the beginning and at the end respectively 

(International Organization for Standardization [ISO], 2017, ISO 12963). 

 

|𝑥𝑠,𝑏 − 𝑥𝑠,𝑒|

2 × √𝑢2(𝑥𝑠,𝑏) + 𝑢2(𝑥𝑠,𝑒)

≤ 1 
(22) 

 

If the criterion is fulfilled, 𝑥𝑠,𝑏 is stated as the value and 𝑢(𝑥𝑠,𝑏) as the uncertainty of the 

unknown composition of the mixture. 

 

3.8.1.1. Performance evaluation of the measuring system  

The performance evaluation aims at quantifying the effects of nonlinearity of the 

analyser system on its performance when using bracketing. This evaluation shall be 

performed at the time of implementing and validating the method and each time after 

the system have been altered, maintained or replaced (International Organization for 

Standardization [ISO], 2017, ISO 12963). 

 

Nonlinearity of the measuring system would require a content-dependent correction 

throughout the analytical range. To avoid such a correction, there are several 

alternatives. In the ISO 12963 standard, a possible nonlinearity is treated according to 

ISO 15796:2005, 5.3.4 (International Organization for Standardization [ISO], 2005), by 

including the maximum possible deviation in the uncertainty budget of the reported 

value. 

 

First, select at least seven calibration gas mixtures covering the intended analytical 

range and measure their response, y. If prior information on the analyser’s response 
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function is available, this number may be reduced to five for quadratic and three for 

linear systems. In this work, 5 PRM were selected since the analyser’s response was 

already validated for the range of amount fractions under consideration, and its 

response behaves like a second-order polynomial. 

 

Using GLS regression, the best-available analysis function is tested. If the residual 

sum of weighted squared deviations (SSD) is less than twice the number of calibration 

points and Γ<2, the system is linear, and u(Δ) is set to zero. The Goodness of Fit, Γ, of 

a statistical model describes how well it fits into a set of observations (Maydeu-

Olivares & García-Forero, 2010). The term u(Δ) represents the uncertainty contribution 

due to zero-deviations and analyser nonlinearity (International Organization for 

Standardization [ISO], 2017, ISO 12963). 

If linearity is not confirmed, a second-order polynomial should be used for the fitting 

and a reassessment carried out. If criteria are met, the system is slightly nonlinear, 

and the uncertainty of u(Δ) should be assessed.  

 

To calculate u(Δ), Equation 23 should be used: 

 

∆ = (𝛽0 + 𝛽1 × 𝑦 + 𝛽2 × 𝑦2) − 𝑏0 − 𝑏1 × 𝑦 (23) 

 

Being 𝛽
0
, 𝛽

1
and 𝛽

2
 the parameters of the second-order polynomial, and 𝑏0 and 𝑏1 the 

parameters of the linear regression model used to approximate it. 

The parameter u(Δ) would be the maximum absolute value calculated when using the 

formula with yr1 and when using yr2. 

 

3.8.1.2. Nonlinearity contribution based on ISO/IEC Guide 98-3:2008 

In this approach, it is necessary to calculate the true calibration function for the 

analyser according to ISO 6143. The analytical range of interest will be specified by a 

lower amount-of-substance fraction, x1, and an upper fraction, x2. Then, the lower and 

upper responses will be computed, and the coefficients of the true analysis function 

will be calculated using a second-order polynomial. Afterward, the coefficients of the 

simplified analysis function will be calculated using linear regression (International 

Organization for Standardization [ISO], 2017, ISO 12963). 
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Then the bias between both regressions is calculated using the Equation 24: 

 

𝛿̅ =
𝐹(𝑦2) − 𝐹(𝑦1)

𝑦2 − 𝑦1
 

(24) 

 

Where, 

𝐹(𝑦) = (𝛽0 − 𝑏0)𝑦 +
1

2
(𝛽1 − 𝑏1)𝑦2 +

1

3
(𝛽2)𝑦3 (25) 

 

The squared standard uncertainty of the average bias is calculated using Equation 26. 

𝑢2(𝛿̅) =
𝐺(𝑦2) − 𝐺(𝑦1)

𝑦2 − 𝑦1
+

𝐻(𝑦2) − 𝐻(𝑦1)

𝑦2 − 𝑦1
 (26) 

 

Where, 

𝐺(𝑦) =
1

5
𝛽2

2𝑦5 +
1

4
× 2(𝛽1 − 𝑏1)𝛽2𝑦4

+
1

3
× 2 ((𝛽0 − 𝑏0 − 𝛿̅)𝛽2 + (𝛽1 − 𝑏1)2) 𝑦3

+ (𝛽0 − 𝑏0 − 𝛿̅)(𝛽1 − 𝑏1)𝑦2 + (𝛽0 − 𝑏0 − 𝛿̅)
2
𝑦 

(27) 

 

and  

𝐻(𝑦) = 𝑦𝑢2(𝑏0) +
1

3
𝑦3𝑢2(𝑏1) + 𝑦2𝑢(𝑏0, 𝑏1) + 𝑦𝑢2(𝛽0) +

1

3
𝑦3𝑢2(𝛽1)

+
1

5
𝑦5𝑢2(𝛽2) + 𝑦2𝑢(𝛽0, 𝛽1) +

2

3
𝑦3𝑢(𝛽0, 𝛽2) +

1

2
𝑦4𝑢(𝛽1, 𝛽2) 

(28) 

 

Equations 25 and 27 are adapted to second-order polynomial regression. 

Finally, Equation 29 is used to calculate u(Δ). 

 

𝑢(∆) = √𝛿̅2 + 𝑢2(𝛿̅) (29) 

 

3.8.3. SPEM method 

Single-Point Exact-Match Calibration (SPEM) is a method used in analytical chemistry 

and in general in calibration techniques where the calibration is based on a single 
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reference point, and the goal is for the measured value to match exactly with a known 

standard or reference value.  

According to the ISO 12963 standard, the steps to check the composition of a gas 

mixture are the following. First, a calibration gas mixture is selected such that the 

measuring system produces, on this mixture, responses which are statistically 

indistinguishable from those obtained on the unknown sample (International 

Organization for Standardization [ISO], 2017, ISO 12963). 

 

Then, at least three replicate measurements of the calibration gas mixture are carried 

out and the mean response, yr, is calculated along with its standard uncertainty, u(yr). 

Similarly, at least three replicate measurements of the sample are taken and the mean 

response value, ys, and its standard uncertainty, u(ys) are calculated. Both 

uncertainties are determined from the standard deviation of the measurements. 

The sample mixture and the reference gas mixture are indistinguishable if they meet 

the requirements of Equation 30. 

 

|𝑦𝑟 − 𝑦𝑠|

2 × √𝑢2(𝑦𝑟) + 𝑢2(𝑦𝑠)
≤ 1 (30) 

 

If the condition is fulfilled, then the amount fraction of the sample gas mixture, 𝑥𝑠, is 

calculated according to Equation 31, and its standard uncertainty, 𝑢(𝑥𝑠), as the square 

root of the value obtained by applying Equation 32. 

 

𝑥𝑠 = 𝑥𝑟 ×
𝑦𝑠

𝑦𝑟
 (31) 

 

𝑢2(𝑥𝑠) = 𝑢2(𝑥𝑟) +
𝑥𝑟

2

𝑦𝑟
2

[𝑢2(𝑦𝑠) + 𝑢2(𝑦𝑟)] (32) 

 

In an exact-match situation, the signal ratio for the measurements of the unknown and 

the reference should ideally be unity, yielding to the “exact” match, 𝑥𝑠 = 𝑥𝑟. If the 

criterion is not met, the ISO 12963 standard recommends using an alternative 
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calibration method, such as bracketing or a calibration curve (International 

Organization for Standardization [ISO], 2017, ISO 12963). 

 

To check system stability, the measurements of the reference gas mixture should be 

repeated after measuring the sample mixture (International Organization for 

Standardization [ISO], 2017, ISO 12963). 

 

3.9. Software  

3.9.1. XLGENLINE 

The XLGENLINE 1.1 software, developed by the National Physical Laboratory (NPL), 

the National Metrology Institute of the United Kingdom, allows us to perform regression 

calculations using ordinary least squares (OLS) and generalized least squares (GLS) 

methods with polynomial calibration curves. The ordinary least-squares regression is 

a commonly used method for determining a calibration curve. This method has the 

advantage that there are many software implementations available. However, implicit 

in its use is the assumption that the values realized by the standards in the calibration 

have negligible associated uncertainties relative to those of the measured responses 

of the system. (Milton, Harris et al., 2006). In many applications, such as gas 

metrology, this assumption is inappropriate. Ignoring the uncertainties associated with 

the values realized by the standards can yield biased results and unreliable 

uncertainties associated with estimates of quantities derived from the calibration 

curve. Unlike ordinary least squares regression, the generalized least squares method 

permits a valid treatment of calibration problems for which there are uncertainties 

associated with measured values both of the stimulus and the corresponding response 

of the measuring system, as well as correlations associated with pairs of such values 

(Milton, Harris et al., 2006). Essentially, to determine the behaviour of a response 

variable v as a function of a stimulus t, a model must be constructed involving 

establishing the functional relationship h between v and t, which includes a set of 

model parameters. The parameters a parameterize the range of possible response 

behaviours, and the actual behaviour is specified by determining values for these 

parameters based on measurement data (Milton, Guenther et al., 2006). 
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The measurement data (x) includes the measured values of v and their corresponding 

values of t (International Organization for Standardization [ISO], 2001). The 

uncertainty matrices Ux, Uv, Ut, and Uvt contain information about the uncertainties and 

covariances associated with the measurements. The parameters of the analysis 

function a can be estimated through generalized least squares analysis, which, for 

measurement data with a Gaussian distribution, provides maximum likelihood 

estimators.  

The calculation of the parameter estimators depends on the classification of the 

regression problem based on the behaviour of the variables. In gas metrology, two 

common options are often used (Milton, Guenther et al., 2006). 

a) Generalized Distance Regression (GDR) with negligible covariances, estimated 

using the Deming method. 

b) Generalized Gauss-Markov Regression (GGMR) with complete covariance 

information, estimated through the minimization of the same expression. 

Since the primary reference materials used for value assignment are obtained 

independently, it can be assumed that there are no associated covariances. Therefore, 

to obtain the parameter estimations, the XLGENLINE 1.1 software, which is based on 

GDR can be used (Smith, 2010). Once the estimators of the model’s parameters a are 

obtained, it is necessary to verify that the proposed model is adequate through 

validation using a goodness-of-fit test. The selected model should have a goodness-

of-fit estimator (Γ, gamma) less than or equal to 2 to ensure adequacy. 

 

After establishing and validating the model that relates the variables “v” and “t”, the 

model is then utilized to estimate a sample value “tsample” from a problem value “vsample,” 

a process known as inverse evaluation or prediction. The amount-of-substance 

fraction of the problem gas mixtures is determined by performing an inverse evaluation 

of a regression model obtained through generalized least squares, constructed with 

PRMs. 

 

As an acceptance criterion, it must be verified that the normalised error, 𝐸𝑛, calculated 

by using Equation 33, is less than or equal to 1, and that the percentage difference, 

∆%, between the value obtained with the inverse evaluation and the certified value 
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calculated with Equation 34, is less than or equal to the relative expanded uncertainty, 

𝑈∆%. 

Criterion 1: 

𝐸𝑛 =
|𝐹𝑃𝑅𝑀 −  𝑥𝑣𝑎𝑙𝑢𝑒.  𝐼𝐸|

(𝑈𝐹
2 + (2𝑢𝑥 𝑣𝑎𝑙𝑢𝑒,𝐼𝐸)2)

 ≤ 1     (33) 

 

Criterion 2: 

|∆%| ≤ |𝑈∆%|                                                    (34) 

 

Bearing in mind that: 

∆% = 
𝑥𝑣𝑎𝑙𝑢𝑒.  𝐼𝐸 −  𝐹𝑃𝑅𝑀

𝐹𝑃𝑅𝑀
× 100         (35) 

 

𝑈∆% = 
𝑈∆

𝐹𝑃𝑅𝑀
 × 100     (36) 

 

𝑈∆ = 2 (𝑢𝐹
2 +  𝑢𝑥 𝑣𝑎𝑙𝑢𝑒,𝐼𝐸

2 )    (37) 

 

Being: 

𝑥𝑣𝑎𝑙𝑢𝑒.  𝐼𝐸 : the inverse evaluation of the value of x  

ux value, IE: the uncertainty associated with the inverse evaluation of the value of x  

FPRM: amount fraction value in the certificate of the PRM 

UF: expanded uncertainty of the certified value 

 

The use of XLGENLINE v1.1 ensures reliable and standardized regression analysis in 

gas metrology, providing robust uncertainty estimations and adherence to international 

calibration guidelines. 

 



54 

 

3.9.2. CCC Software 

Calibration Curves Computing – CCC Software (Release 1.3), is a software, 

developed in MATLAB environment, for the evaluation of instrument calibration curves, 

and developed at the Istituto Nazionale di Ricerca Metrologica (INRiM) (Lecuna et al., 

2020). 

The software determines estimates of the calibration curve parameters and their 

associated covariance matrix, as well as estimates of values on the calibration curve 

and their associated covariance matrix. The software can perform the following kinds 

of regression: 

- Ordinary least-squares regression (OLS) 

- Weighted least-squares regression (WLS) 

- Weighted total least-squares regression (WTLS) 

 

3.9.3. GravCalc2 

GravCalc2 is a software program designed by NPL to calculate the amount fraction 

and uncertainty of all components in a gravimetrically prepared gas mixture, using the 

method outlined in the International Standard ISO 6142 (Brown, 2009). 

The ISO 6142 method determines the amount fraction and uncertainty of each 

component given knowledge of:  

- The mass of each component added to the mixture, and its uncertainty  

- The purity of each component, and the uncertainty of the purity analysis 

- The relative molar mass of each species, and its uncertainty 
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CHAPTER 4.    RESULTS AND DISCUSSION 

 

4.1. Preparation and characterization of CO in N2 CRM 

4.1.1. Preparation of CO in N2 CRM  

A mixture of CO in N2 was prepared with a target amount fraction of 1500 µmol/mol. 

The CO mixture was prepared from a pre-mixture of CO at 0.04017 mol/mol in N2, 

since using pure CO would have required a dilution. Additionally, this was the only CO 

in N2 gas cylinder available at that moment, so the tests for preparing a CRM and 

optimizing the filling station began with this gas. The N2 used for preparation was of 

6.0 purity. 

 

Initially, it was difficult to control the amount of gas entering the cylinder, resulting in 

mixtures that deviated from the calculated molar fraction, either exceeding or below 

the target value. To address this, the filling station was optimized by adding a pressure 

regulator inside the system, connected to the station, to better control the balance gas. 

Additionally, valves were installed near the cylinder valve for more precise gas flow 

control, and the flexible hose connecting the system directly to the cylinder valve was 

replaced with a 1/8” threaded pipeline. These modifications allowed for better 

regulation of the gas entering the cylinder. 

 

Figure 12 shows how the cylinder was initially connected using a flexible hose. At that 

time, Luxfer® cylinders were not available, so a Catalina Cylinders® cylinder was used 

for testing. Since the cylinder was not new, it had to be cleaned multiple times. 

 

Figure 13 illustrates the upgrades made to the filling station, including the pressure 

regulator for the balance gas, the new inlet and outlet valves near the cylinder for 

improved gas flow control, and the new pipeline with greater sealing integrity, ensuring 

more precise gas regulation and preventing leaks. 
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Figure 12: Cylinder connected to the filling station directly with a flexible hose 

 

 

Figure 13: Pressure regulator for the balance gas, the new inlet and outlet valves near 

the cylinder, and new pipeline of 1/8” 

 

The CO in N2 gas mixture was prepared in a Catalina cylinder before the system was 

fully optimized. However, the resulting molar fraction was suitable for its intended use. 
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The mixture was intended to serve as a reference gas mixture in a proficiency testing 

scheme for the measurement of CO, with the aim of ensuring that national laboratories 

accurately quantify this gas at amount fractions relevant to air quality monitoring. 

Equation 1 was applied to calculate the required number of gases to introduce into the 

cylinder to obtain the final mixture at the desired CO amount fraction. The conditions 

were a cylinder pressure of 120 bar, a volume of 4.6 liters, and a working temperature 

of 293 K. 

 

At this stage in the CRM preparation, purity calculations were not necessary, as the 

amount fraction would be determined through measurements using a GC-TCD/FID 

(Figure 14) along with five PRMs.  

 

The calculated amount of CO, using Equation 1, to be introduced into the cylinder was 

22.1 g (4.18 bar), and 612.6 g (115.5 bar) of N2. 

 

 

Figure 14: Gas chromatograph with TCD and FID detectors 
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4.1.2. Characterization of CO in N2 CRM  

Due to the lack of pure CO, which is critical for the preparation of a PRM since its 

purity must be determined for the amount fraction calculation, it was not possible to 

produce a PRM of CO in N2. As a result, only a CRM of CO in N2 was prepared. 

 

The method of characterization used was a calibration curve with 5 PRMs. 

Four PRMs from the National Metrology Institute of the Netherlands (VSL) and one 

PRM from the National Metrology Institute of Brazil (INMETRO) were used for the 

mixture characterization (Botha et al., 2010). Their certificated values are shown in 

table 2. 

 

Table 2: PRMs from VSL and INMETRO used for characterization of the CO in N2 

mixture 

PRM code 
Amount fraction  

(mol/mol) 
Expanded uncertainty, k = 2 

(mol/mol) 

D887513 (VSL) 5.0x10-4 1.0 x10-6 

D887492 (VSL) 1.0 x10-3 2.0 x10-6 

D887607 (VSL) 1.5 x10-3 3.0 x10-6 

D887616 (VSL) 2.0 x10-3 4.0 x10-6 

M692238 (INMETRO) 2.5 x10-3 9.0 x10-6 

 

For the characterization of this gas mixture, a gas chromatograph with a FID detector 

and a methanizer was used under the following conditions: 

- Chromatographic column: Rt-Q-BOND PLOT 30m, 0.53mm ID, 20µm 

- Carrier gas: Helium 5.0 (99.999%) 

- Loop: 500 μL 

- Constant column temperature: 40 ºC 

- Retention time: (1.98 ± 0.01) min, GC run: 5 min. 

- Software: Chromeleon 7. Thermo Fischer Scientific. 

- Type of fit: GLS, second-order polynomial regression 
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Figure 15: Fitted curved of the characterization of the CO in N2 mixture, with the 

measured data and their inverse evaluation  

 

The characterization values obtained from the XLGENLINE v1.1 regression are the 

following:  

Amount fraction of CO = 1517.4 mol/mol 

Characterization standard uncertainty = 2.4 mol/mol 

 

The Figure 15 shows the calibration curve obtained. 

 

The data for the method validation for the determination of CO in a CO in N2 gas 

mixture in the measurement range of interest which contains the sample mixture 

amount fraction, are shown in table 3.  

 

The validation of the chromatographic method was conducted over two different days 

of measurement. The entire range of PRMs, from 501x10-6 mol/mol to 2471x10-6 

mol/mol, was analysed. Six replicates were performed at each amount fraction level 

to ensure statistical reliability across the calibration curve. 
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Repeatability and intermediate precision were assessed by analysing the data 

collected over the two measurement days, evaluating the consistency of the results 

under the same operational conditions but at different times. 

 

The accuracy of the method was confirmed by ensuring that the normalised error 

between the amount fraction and its associated uncertainty, calculated via inverse 

evaluation using the XLGENLINE v1.1 software, and the certified value of each PRM 

remained below 1. Additionally, that the percentage difference, ∆%, between the value 

obtained with the inverse evaluation and the certified value is less than or equal to the 

relative expanded uncertainty of the difference, 𝑈∆%. 

 

Selectivity was evaluated by analysing the chromatographic resolution between 

adjacent peaks and calculating the selectivity coefficient. This ensured the method's 

ability to distinguish the target analyte from potential interferences or neighbouring 

compounds in the matrix. 

 

Linearity was confirmed by calculating the goodness-of-fit for the calibration curve, 

with a linear regression model demonstrating the best correlation across the measured 

amount fraction range. 

 

Robustness was evaluated by introducing small variations in critical operational 

parameters, specifically the carrier gas flow rate and the split ratio. These variations 

did not significantly affect the retention times or peak shapes, and acceptable peak 

asymmetry factors were consistently obtained, indicating the method’s resilience to 

minor changes. 

 

Lastly, the relative uncertainty of the calibration was demonstrably kept at or below 

1.5%, as a predefined acceptance criterion to confirm the method's suitability for 

accurate quantification. 
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Table 3: Validation parameters of the CO in N2 measurement 

Parameter Criteria Result 

Precision 

Repeatability: (n=6) 
RSD ≤ 0.5 % 

 
Intermediate precision: 
RSDp.int ≤ 1% 

 
RSD max day 1 = 0.25% 
RSD max day 2 = 0.33% 
 
RSDp.int max = 0.72 %  
 

Accuracy 

En ≤ 1 
 
 

|Δ%| ≤ |Uy %| 

Max En day 1 = 0.675 

Max En day 2 = 0.458 
 
|Δ%| < |Uy %| 
in every calibration point, 
during both days. 

Selectivity 
Resolution ≥ 1,5 

 
Selectivity ≥ 1 

Minimum resolution 

obtained, R = 2.4 
 
Minimum selectivity 
obtained, S = 1.2 

Range 
The calibration curve must be valid 
for the working range. 

(501 – 2471)x10-6 
mol/mol 

Linearity 
(Regression) 

Goodness-of-fit test, Γ≤2 
Γ day 1 = 1.2 
Γ day 2 = 0.9 

Robustness 

Introduced modifications that do 
not affect the accuracy or precision 
of the method (carrier, split). 

 
As ≤ 2 

The modifications did not 
affect the accuracy or 
precision of the method. 
 
Max As obtained = 2.0 

Uncertainty Uy% ≤ 1.5% 

 
 

 

4.2. Preparation and characterization of CO2 in N2 CRM 

4.2.1. Preparation of CO2 in N2 CRM  

A CO2 in N2 mixture was prepared with a target amount fraction of 0.35 mol/mol. 



62 

 

The CO2 in N2 mixture was prepared immediately after the system was optimized, 

making the process more efficient. The mixture was prepared in an aluminium Luxfer® 

cylinder. The CO2 mixture was prepared using pure industrial grade CO2 (99.9%) and 

the N2 used for preparation was of 6.0 purity. This CO2, produced locally, is the highest 

purity commercially available in the country, which is why it was chosen for the 

preparation of the mixture. 

The conditions were a cylinder pressure of 120 bar, a volume of 5 L, and a working 

temperature of 295 K.  

 

The calculated amount of CO2, using Equation 1, to be introduced into the cylinder 

was 378.7 g (42.2 bar), and 444.2 g (77.79 bar) of N2. 

 

4.2.2. Characterization of CO2 in N2 CRM  

The method of characterization used was a calibration curve with 5 PRMs and one 

extra PRM as a quality control. 

The PRMs of CO2 in N2 used for the characterization of the mixture were purchased 

from the National Institute of Metrology of The Netherlands (VSL). Their certified 

values are shown in table 4. 

 

Table 4: PRMs from VSL used for characterization of the CO2 in N2 mixture 

PRM code 
Amount fraction  

(mol/mol) 
Expanded uncertainty, k = 2 

(mol/mol) 

D562955 0.05003 0.00005 

D562939 0.09996 0.00010 

D563094 0.20006 0.00020 

D563020 0.30042 0.00030 

5603670 0.40000 0.00040 

 

For the characterization of this gas mixture, a gas chromatograph with a TCD detector 

was used under the following conditions: 

- Chromatographic column: ShinCarbonST 100/120 2m, 1mm ID, 1/16”OD  

- Carrier gas: Helium 
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- Loop: 250 μL 

- Temperature program: 40 ºC (3 min), ramp 8.3 ºC/min to 140 ºC (12 min) 

- Retention time: 9.5 ± 0.5 min, GC run: 15 min. 

- Software: Chromeleon 7. Thermo Fischer Scientific. 

- Type of fit: GLS, second-order polynomial regression 

 

 

Figure 16: Fitted curved of the characterization of the CO2 in N2 mixture, with the 

measured data and their inverse evaluation 

 

The characterization values obtained from the XLGENLINE v1.1 regression are the 

following:  

Amount fraction of CO2 = 0.35714 mol/mol 

Characterization standard uncertainty = 0.00033 mol/mol 

 

The Figure 16 shows the calibration curve obtained. 

 

The data for the method validation for the determination of a CO2 in N2 gas mixture in 

the range containing the sample mixture are shown in table 5. 
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The validation of the chromatographic method for CO2 was conducted in a manner 

similar to that used for CO validation, spanning two separate days of measurement. 

The entire range of PRMs, from 2.0x10-3 mol/mol to 4.0x10-1 mol/mol, was analysed. 

Six replicates were performed at each amount fraction level to ensure statistical 

reliability across the calibration curve. 

 

The evaluation of repeatability, intermediate precision, accuracy and selectivity was 

carried out using the same procedures employed in the CO validation. 

 

Linearity was confirmed by calculating the goodness-of-fit for the calibration curve, 

with a second-order polynomial regression model providing the best correlation across 

the evaluated amount fraction range. 

 

Robustness was tested by comparing two loop volumes (2 mL vs. 250 µL), with no 

significant effect on accuracy or precision. A t-student test comparison between 5 and 

20 replicates showed equivalent results, confirming that 5 replicates are sufficient for 

routine analysis. Initially, carryover was observed in the first replicate; therefore, it was 

decided to discard that replicate and use only the subsequent five. However, after 

method optimization, including the insertion of blank runs between samples, carryover 

was eliminated, and all replicates could be used. 

 

Uncertainty was also handled differently for CO2. Since the PRM at 2.0x10-3 mol/mol 

was significantly lower than the other PRMs, the relative uncertainty criterion was 

adapted accordingly. 
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Table 5: Validation parameters of the CO2 in N2 measurement 

Parameter Criteria Result 

Precision 

Repeatability: (n=6) 
Amount fraction < 5x10-2 mol/mol, 
RSD ≤ 1 % 

Amount fraction ≥ 5x10-2 mol/mol, 
RSD ≤ 0.3 % 
 
Intermediate precision: 
Amount fraction < 5x10-2 mol/mol, 
RSDp.int ≤ 1 % 

Amount fraction ≥ 5x10-2 mol/mol, 
RSDp.int ≤ 0.3 % 

 
RSD max day 1 = 0.68% 
 
RSD max day 2 = 0.17% 
 
RSDp.int = 1 %  
for 0.2x10-2 mol/mol 
 
RSDp.int < 0.2 %  
for the rest of the 
calibration points 

Accuracy 
En ≤ 1 

 
|Δ%| ≤ |Uy%| 

Max En day 1 = 0.711 

Max En day 2 = 0.335 
 
|Δ%| < |Uy%| 
in every calibration point, 
during both days. 

Selectivity 
Resolution ≥ 1,5 

 
Selectivity ≥ 1 

Minimum resolution 

obtained, R = 26.3 
 
Minimum selectivity 
obtained, S = 5.8 

Range 
The calibration curve must be valid 
for the working range. 

(2.0x10-3 – 4.0x10-1) 
mol/mol 

Linearity 
(Regression) 

Goodness-of-fit test, Γ≤2 
Γ day 1 = 1.5 
Γ day 2 = 0.63 

Robustness 

Introduced modifications that do 
not affect the accuracy or precision 
of the method (loop, replicants). 

 
As ≤ 2 

The modifications did not 
affect the accuracy or 
precision of the method. 
 
Max As obtained = 2.0 

Uncertainty 

Amount fraction < 5x10-2 mol/mol, 
Uy% ≤ 3% 

 
Amount fraction ≥ 5x10-2 mol/mol, 

Uy% ≤ 1% 
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4.3. Preparation and gravimetric uncertainty of CO2 in N2 PRM 

4.3.1. Gravimetric preparation of CO2 in N2 

A PRM of CO2 at 0.35 mol/mol in N2 was prepared, allowing for comparison with the 

CRM of the same amount fraction. 

 

The values obtained from the first weighing cycle, the one including the empty cylinder 

and the reference cylinder, are shown in table 6. In the table, R is the reference 

cylinder, S the sample cylinder, Q is the 1g calibration mass piece, W is the total mass 

of mass pieces added to the reference cylinder and M is the total mass of mass pieces 

added to the sample cylinder. 

 

Table 6: First weighing cycle 

Measurement System Reading (g) 

mC,0 R + W + Q 8057.418 

mC,1 R + W 8056.427 

mC,2 S + M 8056.860 

mC,3 R + W 8056.425 

mC,4 S + M 8056.862 

mC,5 R + W 8056.429 

mC,6 S + M 8056.864 

mC,7 R + W 8056.428 

mC,8 R + W + Q 8057.432 

 

The environmental conditions during the first weighing cycle were as follows: the initial 

temperature was 20.6°C, relative humidity 54.1 %, and pressure 1014.0 hPa. Final 

conditions were the same for temperature (20.6°C), with slight changes in humidity 

(53.7%) and pressure (1014.0 hPa). Therefore, the average conditions throughout the 

cycle were 20.6 °C for temperature, 53.9 % for humidity, and 1014.0 hPa for pressure. 

 

The values obtained from the second weighing cycle, the one including the cylinder 

filled only with CO2 and the reference cylinder, are shown in table 7. In the table, R is 

the reference cylinder, S the sample cylinder, Q is the 1g calibration mass piece, W is 
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the total mass of mass pieces added to the reference cylinder and M is the total mass 

of mass pieces added to the sample cylinder. 

 

Table 7: Second weighing cycle 

Measurement System Reading (g) 

mC,0 R + W + Q 8307.488 

mC,1 R + W 8306.484 

mC,2 S + M 8306.683 

mC,3 R + W 8306.487 

mC,4 S + M 8306.684 

mC,5 R + W 8306.489 

mC,6 S + M 8306.682 

mC,7 R + W 8306.485 

mC,8 R + W + Q 8307.489 

 

The environmental conditions during the second weighing cycle were as follows: an 

initial temperature of 20.4°C, relative humidity of 52.5 %, and pressure of 1005.0 hPa. 

At the end of the cycle, the temperature was 20.6°C, humidity 52.9 %, and pressure 

remained at 1005.0 hPa. Therefore, the average conditions throughout the cycle were 

20.5°C for temperature, 52.7 % for humidity, and 1005.0 hPa for pressure. 

 

The values obtained from the third weighing cycle, the one including the cylinder filled 

with CO2 and N2, and the reference cylinder, are shown in table 8. In the table, R is 

the reference cylinder, S the sample cylinder, Q is the 1g calibration mass piece, W is 

the total mass of mass pieces added to the reference cylinder and M is the total mass 

of mass pieces added to the sample cylinder. 
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Table 8: Third weighing cycle 

Measurement System Reading (g) 

mC,0 R + W + Q 8714.419 

mC,1 R + W 8713.422 

mC,2 S + M 8713.754 

mC,3 R + W 8713.421 

mC,4 S + M 8713.753 

mC,5 R + W 8713.421 

mC,6 S + M 8713.754 

mC,7 R + W 8713.423 

mC,8 R + W + Q 8714.425 

 

The environmental conditions during the third weighing cycle were as follows: an initial 

temperature of 20.7°C, relative humidity of 53.4 %, and pressure of 1014.0 hPa. At the 

end of the cycle, the temperature was 20.6°C, humidity 50.9 %, and pressure 

remained at 1014.0 hPa. Therefore, the average conditions throughout the cycle were 

20.7 °C for temperature, 52.2 % for humidity, and 1014.0 hPa for pressure. 

 

The uncertainties associated with each parameter are calculated through uncertainty 

propagation, in accordance with the Guide to the Expression of Uncertainty in 

Measurement (GUM, ISO/IEC Guide 98-3), by deriving Equation 7 with respect to 

each term and combining the results as appropriate. The uncertainty budget for each 

weighing cycle is presented in tables 9, 10 and 11. 

 

𝑤𝑗 = 𝑒𝑗(𝑞𝑗 − 𝑝𝑗) + (𝑊𝑗 − 𝑀𝑗) (1 −
𝜌𝑎𝑖𝑟,𝑗

𝜌𝑠
) + 𝜌𝑎𝑖𝑟,𝑗(𝑉𝑆,𝑗 − 𝑉𝑅) (7) 
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Table 9: Uncertainty budget for the first weighing cycle 

Quantity Estimate 
Sensitivity 

coefficient (cs) 
cs value 

Probability 
distribution 

Standard 
uncertainty 

Uncertainty 
contribution 

Unit 

𝑒1 1.0025 (𝑞1 − 𝑝1) 0.4348 Normal 2.9x10-4 1.3x10-4 - 

𝑞1 8056.862 - - - - - g 

𝑝1 8056.427 - - - - - g 

(𝑞1 − 𝑝1) 0.4348 𝑒𝑗 1.0025 Normal 1.5x10-3 1.5x10-3 g 

𝑊1  0 - - - - - g 

𝑀1 104.0 - - - - - g 

(𝑊1 − 𝑀1) -104.0 (1 −
𝜌𝑎𝑖𝑟,1

𝜌𝑆

) 0.99985 Normal 2.6x10-5 2.6x10-5 g 

𝜌𝑎𝑖𝑟,1 1.1936 
(

(𝑊1 − 𝑀1)

𝜌𝑆

)

+ (𝑉𝑆,1 − 𝑉𝑅) 

-1.082 Normal 8.9x10-7 -9.6x10-7 kg/m3 

𝑉𝑆,1 5.012 - - - - - L 

𝑉𝑅  5.0 - - - - - L 

(𝑉𝑆,1 − 𝑉𝑅) 12x10-3 𝜌𝑎𝑖𝑟,𝑗 1.1936 Rectangular 5.0x10-4 6.0x10-4 L 

𝜌𝑆 7950 

(
1

𝜌𝑆

)
2

 

(𝑊1 − 𝑀1)  
(𝜌𝑎𝑖𝑟,1) 

-
1.96x10-

3 
Normal 0.02 -3.9x10-5 kg/m3 

𝑤1 - - - - - 0.0016 g 
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Table 10: Uncertainty budget for the second weighing cycle 

Quantity Estimate 
Sensitivity 

coefficient (cs) 
cs value 

Probability 
distribution 

Standard 
uncertainty 

Uncertainty 
contribution 

Unit 

𝑒2 0.9960 (𝑞2 − 𝑝2) 0.1962 Normal 2.9x10-4 5.6x10-5 - 

𝑞2 8306.683 - - - - - g 

𝑝2 8306.487 - - - - - g 

(𝑞2 − 𝑝2) 0.1962 𝑒𝑗 0.9960 Normal 1.3x10-3 1.3x10-3 g 

𝑊2  250.0 - - - - - g 

𝑀2 0 - - - - - g 

(𝑊2 − 𝑀2) 250.0 (1 −
𝜌𝑎𝑖𝑟,2

𝜌𝑆

) 0.99985 Normal 1.2x10-4 1.2x10-4 g 

𝜌𝑎𝑖𝑟,2 1.1836 
(

(𝑊2 − 𝑀2)

𝜌𝑆

)

+ (𝑉𝑆,2 − 𝑉𝑅 ) 

43.45 Normal 9.1x10-7 3.9x10-5 kg/m3 

𝑉𝑆,2 5.012 - - - - - L 

𝑉𝑅  5.0 - - - - - L 

(𝑉𝑆,2 − 𝑉𝑅) 12x10-3 𝜌𝑎𝑖𝑟,𝑗 1.1836 Rectangular 5.0x10-4 5.9x10-4 L 

𝜌𝑆 7950 

(
1

𝜌𝑆

)
2

 

(𝑊2 − 𝑀2)  
(𝜌𝑎𝑖𝑟,2) 

4.7x10-3 Normal 0.02 9.4x10-5 kg/m3 

𝑤2 - - - - - 0.0014 g 
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Table 11: Uncertainty budget for the third weighing cycle 

Quantity Estimate 
Sensitivity 

coefficient (cs) 
cs value 

Probability 
distribution 

Standard 
uncertainty 

Uncertainty 
contribution 

Unit 

𝑒3 1.0005 (𝑞3 − 𝑝3) 0.3322 Normal 2.89x10-4 9.6x10-5 - 

𝑞3 8713.754 - - - - - g 

𝑝3 8716.422 - - - - - g 

(𝑞3 − 𝑝3) 0.3322 𝑒𝑗 1.0005 Normal 6.05x10-5 6.1x10-4 g 

𝑊3  0 - - - - - g 

𝑀3 657.0 - - - - - g 

(𝑊3 − 𝑀3) 657.0 (1 −
𝜌𝑎𝑖𝑟,3

𝜌𝑆

) 0.99985 Normal 1.19x10-4 1.2x10-4 g 

𝜌𝑎𝑖𝑟,3 1.1935 
(

(𝑊3 − 𝑀3)

𝜌𝑆

)

+ (𝑉𝑆,3 − 𝑉𝑅 ) 

94.64 Normal 8.88x10-7 8.4x10-5 kg/m3 

𝑉𝑆,3 5.012 - - - - - L 

𝑉𝑅  5.0 - - - - - L 

(𝑉𝑆,3 − 𝑉𝑅) 12x10-3 𝜌𝑎𝑖𝑟,𝑗 1.1935 Rectangular 5.00x10-4 6.0x10-4 L 

𝜌𝑆 7950 

(
1

𝜌𝑆

)
2

 

(𝑊3 − 𝑀3)  
(𝜌𝑎𝑖𝑟,3) 

1.24x10-

2 
Normal 0.02 2.5x10-4 kg/m3 

𝑤3 - - - - - 0.00090 g 

 

The weighted mass of CO2 was determined using Equation 6 with the weighing cycles 

2 and 1, while the weighted mass of N2 was determined using the same equation but 

with the weighing cycles 3 and 2. 

 

The combined uncertainty for the weighing process of CO2 was determined as the 

square root of the sum of the squared standard uncertainties for cycles 1 and 2. In the 

same way, the uncertainty associated with the weighing process of N2 was calculated 

as the sum of the squared standard uncertainties for cycles 2 and 3 (Alink & van der 

Veen, 2000; Flores et al., 2019a). 
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The determined masses and their associated standard uncertainties are shown in 

table 12. 

 

Table 12: Determined masses and their associated standard uncertainties 

𝑚𝐶𝑂2 (g) 𝑢𝑤𝑒𝑖𝑔ℎ(𝑚𝐶𝑂2) (g) 𝑚𝑁2 (g) 𝑢𝑤𝑒𝑖𝑔ℎ(𝑚𝑁2) (g) 

353.7067 0.0021 407.0757 0.0017 

 

According to Alink et al., calculated uncertainties on numerous weighing cycles 

typically vary between 0.7 mg and 1.5 mg. Additionally, tests under reproducibility 

conditions for a comparator balance have shown that the results of weighing cycles 

performed by six individuals on different days, using two pairs of sample and reference 

cylinders, agree within 2 mg. Since we are using a manual mass comparator, which is 

more difficult to handle and stabilize during measurements, a standard deviation of ≤ 

2 mg was chosen as a parameter to ensure reliability and consistency in the weighing 

process, in accordance with the comparator’s control requirements. 

 

The standard deviation for each weighing cycle was calculated from the differences 

between consecutive readings: (m2 − m1), (m2 - m3), (m4 − m3), (m4 − m5), (m6 − m5), 

and (m6 − m7). The resulting standard deviations were 1.6 mg for the first cycle, 2.0 

mg for the second cycle and 0.8 mg for the third cycle. 

 

4.3.2. Purity assessment of CO2 and N2 

The data from the certificate of analysis issued by the gas manufacturer is presented 

in Table 13 for N2 and Table 14 for CO2. 
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Table 13: Impurities of the N2 6.0 according to the gas manufacturer 

Component Specification (µmol/mol) 

Nitrogen >999999 

Carbon dioxide ≤ 0.1 

Hydrocarbons ≤ 0.1 

Water ≤ 0.2 

Carbon monoxide ≤ 0.1 

Oxygen ≤ 0.5 

 

 

Table 14: Impurities of the pure industrial CO2 according to the gas manufacturer 

Component Specification (µmol/mol) 

Carbon dioxide >999000 

Water ≤ 150 

 

 

Based on the specification tables, the CO2 impurity in the nitrogen pure cylinder 

appears to be small enough not to be considered critical. It is also unlikely to be 

considered significant unless the target uncertainty for CO2 is extremely low.  

 

To quantify the effect of these impurities on the uncertainty of the prepared gas 

mixtures, the impurity levels reported in the manufacturer's specifications were used 

as the basis for estimation. In accordance with ISO 19229, when an impurity is below 

the limit of detection of the analytical method, its molar fraction (International 

Organization for Standardization [ISO], 2019), 𝑥𝑖𝑗, is conventionally calculated as the 

half of the value of the limit of detection, 𝐿𝑖𝑗 (Equation 11). The associated standard 

uncertainty is then evaluated assuming a rectangular distribution with 𝐿𝑖𝑗 being the 

upper limit of the rectangle, and zero the lower limit (Formula 12) (Aoki et al., 2019; 

Shehata et al., 2021). 
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The molar fractions and associated uncertainties of N2 and CO2 are shown in tables 

15 and 16, respectively. 

 

Table 15: Molar fractions and associated uncertainties of the N2 impurities 

Component 
xij 

(µmol/mol) 
u(xij)  

(µmol/mol) 

Nitrogen 0.99999950 0.00000016 

Carbon dioxide 0.000000050 0.000000029 

Hydrocarbons 0.000000050 0.000000029 

Water 0.000000100 0.000000058 

Carbon monoxide 0.000000050 0.000000029 

Oxygen 0.00000025 0.00000014 

 

 

Table 16: Molar fractions and associated uncertainties of the CO2 impurities 

Component 
xij 

(µmol/mol) 

u(xij)  

(µmol/mol) 

Carbon dioxide 0.999925 0.000043 

Water 0.000075 0.000043 

 

From this estimation, it can be concluded that the impurity of CO2 present in the pure 

nitrogen cylinder is not considered a critical impurity. The mole fraction of 5x10-8 

mol/mol is extremely small relative to the major component (0.35 mol/mol) in the 

mixture and, therefore, does not contribute significantly to the overall composition. 

Furthermore, it is concluded that the CO2 impurity is not significant, as its uncertainty 

is much smaller than the target uncertainty of the mixture (1 % mol/mol). 
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4.3.3. Calculation of molar masses 

In addition to the purity of the components, appropriate relative atomic and/or 

molecular masses must be used to convert the added masses into amounts of 

substance. 

The atomic weights of the elements C, O, and N were determined as the averages of 

the atomic weight intervals, where a represents the lower limit and b the upper limit, 

as provided by (Prohaska et al., 2022). The associated uncertainties were calculated 

using a rectangular distribution, with a and b being the end points of the distribution. 

Results are shown in Table 17. 

 

Table 17: IUPAC atomic weights of elements and their uncertainties (numerically 

equivalent to g/mol) 

 

The molar masses of CO2 and N2 were calculated using Equation 38 and their 

associated uncertainties were determined using Equation 39. In both equations 𝜈𝑧𝑖 is 

the stoichometric coefficient for the element z, 𝑍 is the number of atoms present in all 

components in the composition of the mixture, and 𝐴𝑧 the atomic weight of element z. 

𝑀𝑖 = ∑ 𝜈𝑧𝑖𝐴𝑧

𝑍

𝑧=1

 (38) 

 

𝑢2(𝑀𝑖) = ∑ 𝜈𝑧𝑖
2 𝑢2(𝐴𝑧)

𝑍

𝑧=1

 (39) 

 

Element a b 
Atomic 
weight 

Standard 
uncertainty 

N 14.00643 14.00728 14.00686 0.00025 

O 15.99903 15.99977 15.99940 0.00021 

C 12.0096 12.0116 12.01060 0.00058 
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The molar masses calculated for both gases are shown in table 18. 

 

Table 18: Molar masses and associated uncertainties  

𝑀𝐶𝑂2 (g/mol) 44.00940 𝑢(𝑀𝐶𝑂2) (g/mol) 0.00072 

𝑀𝑁2 (g/mol) 28.01371 𝑢(𝑀𝑁2) (g/mol) 0.00049 

 

4.3.4. Calculation of gravimetric uncertainty 

The calculation of the sensitivity coefficients from Equation 21, i.e., the partial 

derivates: (
𝜕𝑦𝑘

𝜕𝑀𝑖
) , (

𝜕𝑦𝑘

𝜕𝑚𝑗
) , (

𝜕𝑦𝑘

𝜕𝑥𝑖,𝑗
), for each parameter are presented in table 19. The 

calculations of these partial derivatives are provided below, in Equations from 40 to 

53. 

 

Table 19: Sensitivity coefficients from formula 21 

Partial derivates 
yCO2 

Values of derivates 
yCO2 

Partial derivates 
yN2 

Values of derivates 
yN2 

(
𝜕𝑦𝐶𝑂2

𝜕𝑥𝐶𝑂2,𝐶𝑂2
) 1.14656E-08 (

𝜕𝑦𝐶𝑂2

𝜕𝑥𝐶𝑂2,𝐶𝑂2
) -0.229311112 

(
𝜕𝑦𝐶𝑂2

𝜕𝑥𝐶𝑂2,𝑁2
) 2.07301E-08 (

𝜕𝑦𝐶𝑂2

𝜕𝑥𝐶𝑂2,𝑁2
) -0.414602296 

(
𝜕𝑦𝐶𝑂2

𝜕𝑚𝐶𝑂2
) -0.643896324 (

𝜕𝑦𝐶𝑂2

𝜕𝑚𝐶𝑂2
) 0.229294049 

(
𝜕𝑦𝐶𝑂2

𝜕𝑚𝑁2
) 3.2413E-11 (

𝜕𝑦𝐶𝑂2

𝜕𝑚𝑁2
) -0.00064826 

(
𝜕𝑦𝐶𝑂2

𝜕𝑀𝐶𝑂2
) -0.00158176 (

𝜕𝑦𝐶𝑂2

𝜕𝑀𝐶𝑂2
) 0.000563271 

(
𝜕𝑦𝐶𝑂2

𝜕𝑀𝑁2
) -2.60506E-10 (

𝜕𝑦𝐶𝑂2

𝜕𝑀𝑁2
) 0.005210112 

 

The calculation of the amount fraction of CO2 and N2 was carried out using Equations 

4 and 5, respectively, and their gravimetric uncertainty were determined using 

Equations 21, with the sensitivity coefficients from above. The results are presented 

in table 20. 
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Table 20: Amount fractions and gravimetric uncertainties of CO2 and N2 

𝑦𝐶𝑂2 

(mol/mol) 

𝑢𝑔𝑟𝑎𝑣(𝑦𝐶𝑂2) 

(mol/mol) 

𝑦𝑁2 

(mol/mol) 

𝑢𝑔𝑟𝑎𝑣(𝑦𝑁2) 

(mol/mol) 

0.356104 0.000012 0.643896 0.000011 
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(
𝜕𝑦𝐶𝑂2

𝜕𝑥𝐶𝑂2,𝐶𝑂2
) =

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑚𝐶𝑂2
𝑀𝐶𝑂2

) − [(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑚𝐶𝑂2
𝑀𝐶𝑂2

)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  (40) 

(
𝜕𝑦𝐶𝑂2

𝜕𝑥𝐶𝑂2,𝑁2
) =

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑚𝑁2
𝑀𝑁2

) − [(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑚𝑁2
𝑀𝑁2

)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  (41) 

(
𝜕𝑦𝐶𝑂2

𝜕𝑥𝑁2,𝑁2
) =

− [(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑚𝑁2

𝑀𝑁2
)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2 (42) 

(
𝜕𝑦𝐶𝑂2

𝜕𝑚𝐶𝑂2
) =

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑥𝐶𝑂2,𝐶𝑂2

𝑀𝐶𝑂2
) − [(

𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑥𝐶𝑂2,𝐶𝑂2

𝑀𝐶𝑂2
)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  (43) 

(
𝜕𝑦𝐶𝑂2

𝜕𝑚𝑁2
) =

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑥𝐶𝑂2,𝑁2

𝑀𝑁2
) − [(

𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑥𝐶𝑂2,𝑁2 + 𝑥𝑁2,𝑁2

𝑀𝑁2
)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  (44) 
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(
𝜕𝑦𝐶𝑂2

𝜕𝑀𝐶𝑂2
)

=

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (−

𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
2 ) − [(

𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (−

𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
2 )

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  
(45) 

(
𝜕𝑦𝐶𝑂2

𝜕𝑀𝑁2
) =

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (−

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
2 ) − [(

𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (−

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
2 −

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
2 )

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  (46) 

(
𝜕𝑦𝑁2

𝜕𝑥𝑁2,𝑁2
) =

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑚𝑁2

𝑀𝑁2
) − [(

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) × (

𝑚𝑁2

𝑀𝑁2
)]

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  (47) 

(
𝜕𝑦𝑁2

𝜕𝑚𝑁2
) =

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (

𝑥𝑁2,𝑁2

𝑀𝑁2
) − [(

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) × (

𝑥𝐶𝑂2,𝑁2 + 𝑥𝑁2,𝑁2

𝑀𝑁2
)]

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  (48) 

(
𝜕𝑦𝑁2

𝜕𝑀𝑁2
) =

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)] × (−

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
2 ) − [(

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) × (

−𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2 − 𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
2 )]

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2  (49) 
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(
𝜕𝑦𝑁2

𝜕𝑥𝐶𝑂2,𝐶𝑂2
) =

− (
𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) × (

𝑚𝐶𝑂2
𝑀𝐶𝑂2

)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2 (50) 

(
𝜕𝑦𝑁2

𝜕𝑚𝐶𝑂2
) =

− (
𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) × (

𝑥𝐶𝑂2,𝐶𝑂2

𝑀𝐶𝑂2
)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2 (51) 

(
𝜕𝑦𝑁2

𝜕𝑀𝐶𝑂2
) =

− (
𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) × (−

𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
2 )

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2 (52) 

(
𝜕𝑦𝑁2

𝜕𝑥𝐶𝑂2,𝑁2
) =

− (
𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) × (

𝑚𝑁2
𝑀𝑁2

)

[(
𝑥𝐶𝑂2,𝐶𝑂2 × 𝑚𝐶𝑂2

𝑀𝐶𝑂2
) + (

𝑥𝐶𝑂2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
) + (

𝑥𝑁2,𝑁2 × 𝑚𝑁2

𝑀𝑁2
)]

2 (53) 
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4.3.5. Comparison of results obtained with software GravCalc2  

Given that calculating the amount fraction of CO2 and N2, along with their associated 

gravimetric uncertainties, according to ISO 6142 is a complex process involving many 

calculations and steps, a software developed by the National Physical Laboratory 

(NPL), the National Metrology Institute of the United Kingdom, was employed to 

validate the results. The software, GravCalc2, is a Windows-based application 

designed to calculate the amount fraction and uncertainty of all components in 

gravimetrically prepared gas mixtures, following the method described in ISO 6142. 

This program can be applied to any gas mixture (Brown, 2009). The results obtained 

for the amount fraction and standard uncertainty of CO2 and N2, using GravCalc2 

v2.3.1, are presented in Figure 17. 

 

 

Figure 17: Calculated data using software GravCalc2. 

 

To determine whether the results show statistically insignificant differences, a 

normalised error (Equation 54) was calculated between the values obtained using 

GravCalc2 and those calculated manually. The values from both approaches are 

presented in Table 21. 
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Table 21: Comparison between GravCalc2 and manually calculated results 

 CO2 N2 

Method 
Amount fraction 

(mol/mol) 

Standard 
uncertainty 
(mol/mol) 

Amount fraction 
(mol/mol) 

Standard 
uncertainty 
(mol/mol) 

Manual 
calculation 

0.356104 0.000012 0.643896 0.000011 

GravCalc2 0.3561108 0.0000078 0.643862 0.000011 

 

The normalised error calculated by applying Equation 54 was 0.24 for CO2 and 1.0 for 

N2, thus proving that the results obtained from both approaches do not show a 

statistically significant difference. 

 

4.4. Verification of CO2 in N2 PRM 

To perform the verification of the PRM candidate, the calibration curve method was 

used with five independent PRMs at proper CO2 amount fraction purchased from VSL. 

The amount fractions and expanded uncertainties of the PRMs used are shown in 

table 22.  

 

Table 22: PRMs of CO2 in N2 from VSL used for the calibration curve 

PRM code 
Amount fraction  

(mol/mol) 
Expanded uncertainty, k = 2 

(mol/mol) 

D562955 0.05003 0.00005 

D562939 0.09996 0.00010 

D563094 0.20006 0.00020 

D563020 0.30042 0.00030 

5603670 0.40000 0.00040 

 

The type of fit and polynomial used for this regression was the same as the one 

validated for CO2 in N2 within this amount fraction range: GLS and a second-degree 

polynomial. The Γ obtained was 0.65 and the calibration curve obtained from the 

XLGENLINE v1.1 is shown in Figure 18. 
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Figure 18: Calibration curve obtained for the verification of the prepared PRM 

candidate 

 

The amount fraction and its standard uncertainty determined by the software was 

0.35603 ± 0.00044 mol/mol (k = 1).  

The gravimetric value of 0.356104 ± 0.000012 mol/mol (k = 1) has a significantly lower 

uncertainty than the verification result of 0.35603 ± 0.00044 mol/mol (k = 1), confirming 

the higher precision and reliability of the gravimetric method. Also, both amount 

fractions are very similar, so gravimetry results and verification are in good agreement 

within their respective uncertainties. This consistency is further supported by the low 

normalized error of 0.084, confirming the comparability between both results. 

 

4.5. Homogeneity 

The CO in N2 gas mixture, prepared when the cylinder homogenizer was first set up, 

was rolled for approximately 8 hours to ensure uniform distribution of the CO gas within 

the mixture. However, for the CO2 in N2 mixture, a homogeneity study was conducted 
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(Dias, 2019). Given the viscosity of carbon dioxide at a molar fraction of 0.35 mol/mol, 

homogeneity is a critical parameter to characterize. 

The CO2 in N2 mixture was analysed using gas chromatography coupled with a 

thermal conductivity detector after different homogenization times. The results 

obtained are shown in Table 23. From these results, it can be concluded that after half 

an hour of rolling, the mixture did not completely homogenize, and the obtained value 

resulted from stratification of the gas mixture in the cylinder. 

 

Table 23: Different homogenization times for a gas mixture of carbon dioxide in 

nitrogen, of amount fraction equal to 0.35 mol/mol 

Homogenization 

time (h) 

Amount fraction 

(mol/mol) 

Standard uncertainty 

(mol/mol) 

0.5 0.08554 0.00065 

2 0.35398 0.00052 

3 0.35714 0.00033 

4 0.35644 0.00017 

5 0.35710 0.00019 

8 0.35803 0.00040 

 

When a gas mixture contains components with different densities, stratification can 

occur if the mixture is not properly homogenized. In such cases, the denser gas (in 

this case, CO2) tends to accumulate at the bottom of the cylinder, while the lighter 

component, N2, remains toward the top. If the gas sample is taken before complete 

homogenization, particularly from the upper part of the cylinder, the sample may 

contain a disproportionately high amount of N2 and an underrepresentation of CO2. 

This could explain the abnormally low amount fraction observed after only 0.5 h of 

rolling (0.08554 mol/mol), despite the target value being approximately 0.35 mol/mol 

(Figure 19).  
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Figure 19: Homogeneity graph including all values  

 

As the homogenization time increased, the molar fraction measurements stabilized, 

indicating that stratification had been resolved and the mixture had become uniform. 

To ensure selecting an optimal rolling time that guarantees the homogeneity of the 

mixture, a boxplot graph was created, and the interquartile range (IQR) was 

calculated. A boxplot graph is a graphical representation of the distribution of data. It 

helps to visualize the spread of data points, the central tendency, and any potential 

outliers. The boxplot displays the median, the first quartile, the third quartile, and the 

minimum and maximum values, excluding outliers. An outlier is a data point that is 

significantly different from the rest of the values in a dataset (Miller & Miller, 2000). 

The IQR which is the difference between the third quartile and the first quartile. This 

range captures the middle 50 % of the data, providing in this case, an indication of 

how much variation exists in the rolling times that result in a homogeneous mixture. 

 

The R Studio software and the script in Figure 20 were used for these calculations. 

The script identified the first molar fraction value, 0.08554 mol/mol, as an outlier, and 

the boxplot graph (Figure 21) also indicated it as an outlier. After discarding this data 

point, the interquartile range was recalculated, and a new boxplot graph was 

generated, showing that the molar fraction corresponding to 0.35398 mol/mol is also 

an outlier (Figure 22). 
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The molar fraction value corresponding to 2 h of homogenization was discarded, and 

the outliers were checked again. By calculating the interquartile range, it was found 

that the last molar fraction value is an outlier; however, when examining the boxplot 

graph, it was observed that all molar fraction values are within the graph’s range 

(Figure 23). The values obtained for 3, 4, 5 and 8 hours of rolling are showed in Figure 

24. 

 

 

Figure 20: R Studio script for calculating the interquartile range 

 

 

 

Figure 21: Boxplot graph for molar fraction values 
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Figure 22: R studio script for outlier calculation, discarding the molar fraction value 

corresponding to the half hour of homogenization 

 

 

Figure 23: Boxplot graph eliminating the amount fraction values corresponding to the 

half hour and two hours of homogenization. 

 

The difference in criteria may have been due to the limited amount of data available 

for analysis. The interquartile range is a measure of dispersion based on quartiles in 
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a dataset and does not take into account the distribution of data beyond those 

quartiles. 

 

 

Figure 24: Values from 3, 4, 5 and 8 hours of rolling time. 

 

To confirm that there is no statistically significant difference in the homogeneity of the 

mixture when rolling the gas cylinder for at least 3 hours, the normalised error was 

calculated between the molar fraction obtained at 3 hours and the different fractions 

obtained at other rolling times: 4, 5, and 8 hours. Equation 54 was used for this 

calculation, yielding the following normalised errors: En (3h – 4h) = 0,942, En (3h – 5h) = 0,056 

and En (3h – 8h) = 0,847. Since all the normalised errors were less than 1, it can be 

concluded that it is enough to roll the gas cylinder for 3 hours to obtain a homogeneous 

mixture. 

 

𝐸𝑛 (𝑡1−𝑡2) =
|𝑥𝑡1 − 𝑥𝑡2|

√𝑈𝑥,𝑡1
2 + 𝑈𝑥,𝑡2

2

 
(54) 

 

As stated before, both gas mixtures underwent proper homogenization through rolling 

and consist of gases with similar densities that do not condense. Consequently, 
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inhomogeneity is not expected to impact measurement uncertainty, and no additional 

uncertainty component needs to be included for this factor. 

 

4.6. Long term stability evaluation 

To calculate the uncertainty associated with the instability of the CO in N2 mixture, the 

data from table 24 was used, as shown in Figure 25. The evaluation of this uncertainty 

component (International Organization for Standardization [ISO Guide 35], 2017) 

should be based on the uncertainty associated with predicting the change in value 

between the first and last measurement. For a simple linear model applied to a 

classical stability study with multiple points in time, the uncertainty associated with the 

predicted change is given by Equation 55. 

 

Table 24: Stability data for mixture of carbon monoxide in nitrogen, 1517 μmol/mol 

Time (weeks) 
Molar fraction 

 (mol/mol) 

Expanded 

uncertainty (mol/mol) 

0 0.0015174 0.0000024 

4 0.0015195 0.0000043 

6 0.0015193 0.0000042 

8 0.0015097 0.0000062 

32 0.0015247 0.0000041 

74 0.0015026 0.0000065 

 

𝑢𝑒𝑠𝑡 = 𝑠(𝑏1)(𝑡) (55) 

 

In Equation 55, s(b1) is the standard error of the slope, calculated as in Equation 56, 

and t is the time interval between the value assignment and the last monitoring. 

 

𝑠(𝑏1) =
𝑠

√∑ (𝑥𝑖 − 𝑥̅)2𝑛
𝑖=1

    (56) 

 

In the equation above, s represents the residual standard error, calculated as the sum 
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square of the residuals, divided by the degrees of freedom, n-2 (Equation 57), where 

n is the number of data points. 

 

 

Figure 25: Values obtained from the long term stability evaluation of the CO in N2 

mixture 

 

 

𝑠2 =
∑ (𝑦𝑖 − 𝑏0 − 𝑏1𝑥𝑖)

2𝑛
𝑖=1

𝑛 − 2
   (57) 

 

Using these data, a standard uncertainty value of 8.4x10-6 mol/mol was obtained for 

the instability.  

 

Since, at the time of preparing the CO2 mixture, the only available data were the ones 

associated to the above mentioned characterized mixture of CO in N2 and considering 

that a CO in N2 mixture behaves similarly to a CO2 in N2 mixture in terms of reactivity 

under controlled temperature and humidity conditions, the calculated instability 

uncertainty for obtained for the mixture of CO in N2 was applied to the CO2 mixture. 

Therefore, a stability uncertainty of 0.0020 mol/mol was preliminary associated to the 

CO2 in N2 mixture.  
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The CO2 gas mixture was then measured at 46, 64, and 111 weeks (Figure 26). The 

previously estimated stability uncertainty was re-evaluated using the data obtained 

from these measurements (Table 25), by applying Equation 58. 

 

𝑢(𝑦𝑘,𝑠𝑡𝑎𝑏) = 𝑏𝑠 × 𝑡𝑠  (58) 

 

This equation is less conservative than the one used before, since, instead of 

considering the standard error of the slope, it directly uses the value of the slope 

(International Organization for Standardization [ISO], 2015). In this way, the instability 

of the mixture is directly related to the drift rate of component in the mixture, in this 

case, CO2.  

 

Table 25: Stability data for mixture of carbon dioxide in nitrogen, 0.35 mol/mol 

Time (weeks) 
Amount fraction 

(mol/mol) 

Expanded uncertainty 

(mol/mol) 

0 0.35714 0.00066 

46 0.35828 0.00072 

64 0.35611 0.00070 

111 0.35643 0.00072 

 

Based on these data, the calculated uncertainty contribution for instability was 0.0010 

mol/mol. This value is lower than the previously evaluated instability uncertainty of 

0.0020 mol/mol. This reduction in instability uncertainty can be justified by considering 

that the initial estimate of 0.0020 mol/mol was based on data from a CO in N2 mixture 

at a much lower amount fraction, 1500 µmol/mol. Applying this uncertainty value to a 

significantly higher amount fraction of CO2 in N2 mixture, 0.35 mol/mol, may have been 

an overly conservative approach. 

 

In summary, the long term instability uncertainty, 𝑢𝑠𝑡𝑎𝑏, is 8.4x10-6 mol/mol for the CO 

mixture and 0.0010 mol/mol for the CO2 mixture. 
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Figure 26: Values obtained from the long term stability evaluation of the CO2 in N2 

mixture 

 

4.7. Short-term stability evaluation 

In order to carry out the short term stability evaluation, the cylinder containing a 0.35 

mol/mol CO2 in N2 gas mixture was placed in a refrigerator at 4ºC for two weeks. After 

this period, it was returned to room temperature before analysis. The same procedure 

was followed after storing the cylinder in a stove at 35ºC for an additional two weeks. 

 

In both cases, the measured values were compared to the initial value obtained before 

temperature exposure. The cylinder was analysed by GC-TCD calibrated with the 

PRMs purchased from VSL mentioned before (Table 22). The obtained data is 

presented in Table 26 and Figure 27.  
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Table 26: Short-term stability measurements 

Measurement 
date 

Temperature 
Amount fraction 

(mol/mol) 
Standard uncertainty 

(mol/mol) 

02/09/2024 20 ºC 0.35603 0.00044 

30/10/2024 4 ºC 0.35512 0.00045 

03/12/2024 35 ºC 0.35508 0.00037 

 

 

 

Figure 27: Short-term stability of the CO2 in N2 mixture 

 

The results were analysed calculating the normalised error (Equation 54) between the 

analytical amount fraction value of the gravimetrically prepared PRM measured at 

20ºC and the value obtained after the exposure to 4ºC for two weeks, a second 

normalised error between the measurements at 20ºC and those taken after exposure 

to 35ºC, and a third normalised error comparing the values from the post 4ºC and post 

35ºC analyses. Results are shown in table 27. 
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Table 27: Comparison of the amount fractions after being exposed the sample at 

different temperatures 

Amount fraction (𝑥) En 

𝑥20º𝐶−4º𝐶 0.719 

𝑥20º𝐶−35º𝐶 0.829 

𝑥35º𝐶−4º𝐶 0.039 

 

Results show that there are no significant differences between the values measured 

at the different temperatures. Therefore, it is concluded that the PRM of CO2 in N2 

prepared can be exposed to a temperature range of 4°C to 35°C without altering its 

assigned value. As a result, there is no need to include a component of short-term 

instability in the certified value. 

 

4.8. Certification of CRMs and PRM  

4.8.1. Certification of CRMs 

The expanded uncertainty for both mixtures was calculated using Equation 59, 

according to the ISO 33405 standard (International Organization for Standardization 

[ISO], 2024). The certification uncertainty was calculated using Equation 60 (95% 

confidence level, k = 2). 

 

𝑢𝐶𝑅𝑀 = √𝑢𝑐ℎ𝑎𝑟
2 + 𝑢𝑠𝑡𝑎𝑏

2  (59) 

𝑈𝐶𝑅𝑀 = 2 × 𝑢𝐶𝑅𝑀  (60) 

 

The relevant values for the mixture of CO are reported below:  

- 𝑦𝑐ℎ𝑎𝑟,𝐶𝑂 = 1517.4 µmol/mol 

- 𝑢𝑐ℎ𝑎𝑟,𝐶𝑂 = 2.4 µmol/mol 

- 𝑢𝑠𝑡𝑎𝑏,𝐶𝑂 = 8.4x10-6 mol/mol  

- 𝑈𝐶𝑅𝑀,𝐶𝑂 = 17x10-6 mol/mol  

Therefore, the certified value for the CRM of CO in N2 is 1517 ± 17 µmol/mol. 
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The relevant values for the mixture of CO2 are reported below: 

𝑦𝑐ℎ𝑎𝑟,𝐶𝑂2 = 0.35714 mol/mol 

𝑢𝑐ℎ𝑎𝑟,𝐶𝑂2 = 0.00033 mol/mol 

𝑢𝑠𝑡𝑎𝑏,𝐶𝑂2 = 0.0010 mol/mol  

𝑈𝐶𝑅𝑀,𝐶𝑂2 = 0.0022 mol/mol  

Therefore, the certified value for the CRM of CO2 in N2 is 0.3571 ± 0.0022 mol/mol. 

 

The CRM of CO in N2 has a validity period of 18 months from the time of certification 

and the CRM of CO2 in N2 has a validity period of 2 years and 2 months from the time 

of its certification. 

 

Considering that the uncertainty of certified reference materials should be as low as 

possible, the objective was to ensure that both materials do not exceed 2% relative 

expanded uncertainty, a requirement that is met for both mixtures.  

The relative expanded uncertainty for the CO in N2 CRM is 1.2%, while for the CRM 

of CO2 in N2 is 0.61%.  

 

4.8.2. Certification of PRM of CO2 in N2 

The uncertainty component associated with the preparation was calculated using 

Equation 17. Hence, 𝑢𝑝𝑟𝑒𝑝 was determined as 0,0010 mol/mol. Uncertainty 

components are shown in table 28. 

 

Table 28: Uncertainty components of CO2 in N2 PRM 

Uncertainty component Value (mol/mol) 

𝑢𝑔𝑟𝑎𝑣(𝑦𝐶𝑂2) 0.000012 

𝑢𝑠𝑡𝑎𝑏 (𝑦𝐶𝑂2) 0.0010 

𝑢𝑝𝑟𝑒𝑝(𝑦𝐶𝑂2) 0,0010 

𝑢𝑣𝑒𝑟𝑖𝑓(𝑦𝐶𝑂2) 0.00044 

𝑢𝑐(𝑦𝐶𝑂2) 0.00056 

𝑈𝑐(𝑦𝐶𝑂2), k=2 0.0011 
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Therefore, the certified value for the PRM of CO2 in N2 is 0.3561 ± 0.0011 mol/mol. 

 

To confirm that the PRM is accurate and reliable, it must pass the verification from 

Equation 15, mentioned above. 

|𝑦𝑘,𝑝𝑟𝑒𝑝 − 𝑦𝑘,𝑣𝑒𝑟| ≤ 2√𝑢2(𝑦𝑘,𝑝𝑟𝑒𝑝) + 𝑢2(𝑦𝑘,𝑣𝑒𝑟) (15) 

 

The values obtained from the Equation are shown below: 

|𝑦𝑘,𝑝𝑟𝑒𝑝 − 𝑦𝑘,𝑣𝑒𝑟| = 0.000079 mol/mol 

2√𝑢2(𝑦𝑘,𝑝𝑟𝑒𝑝) + 𝑢2(𝑦𝑘,𝑣𝑒𝑟) = 0.0022 mol/mol 

 

According to the values from above, the verification criterion is passed and the gas 

mixture prepared is appropriate to be used as a PRM. 

It is important to highlight that the certification uncertainty determined for the PRM of 

CO2 in N2 is half of the uncertainty obtained for the CRM of the same amount fraction 

gas mixture, 0.35 mol/mol. This is because PRMs have a higher level of traceability to 

the SI units, utilizing standards with the best uncertainty and the shortest traceability 

chain, whereas the value of a CRM is assigned by comparison against PRMs. 

 

4.9. Bracketing method analysis 

In addition to the analysis of the prepared CO and CO2 reference gas mixtures using 

a calibration curve with VSL PRMs, other quantification techniques were also explored 

for comparison purposes. Among them, the bracketing method was applied to a 

different gas mixture to assess its accuracy and suitability for the verification of 

reference mixtures. The following section presents the results obtained using this 

technique, which offers an alternative to the calibration curve approach previously 

described. 
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Two PRMs of CO2 in N2 were selected to assign the value by analysis to a gas mixture 

using the bracketing method. To validate the process, the unknown gas mixture was 

also a PRM, allowing us to assess the accuracy of this estimation approach.  

The selected PRMs are listed in Table 29 and were purchased from the National 

Metrology Institute of Brazil (INMETRO). 

 

Table 29: PRMs used for bracketing 

Reference 
mixture 

PRM code 
Amount fraction, x 

(mol/mol) 

Expanded uncertainty, 
u(x) 

(mol/mol) 

1 M692264 0.06000 0.00027 

2 M692252 0.11916 0.00039 

Sample M692265 0.10010 0.00078 

 

The two reference gas mixtures were measured five times, followed by five 

measurements of the sample mixture, and then five additional measurements of the 

reference gas mixtures, according to the sequence represented in Figure 11. The 

measurement data is presented in Table 30, where the averages and their standard 

uncertainties were calculated. 

 

Table 30: Measurements obtained from the PRMs 

Replicate 
yPRM1 

initial 
yPRM2 
initial 

ysample Replicate 
yPRM1 

final 
yPRM2 
final 

1 5.07 9.97 8.40 6 5.08 10.00 

2 5.09 9.99 8.42 7 5.08 10.02 

3 5.08 9.98 8.42 8 5.07 10.01 

4 5.08 9.98 8.43 9 5.08 10.01 

5 5.08 9.99 8.43 10 5.09 10.01 

𝑦̅ 5.08 9.98 8.42 𝑦̅ 5.08 10.01 

𝑢(𝑦̅) 0.0033 0.0035 0.0051 𝑢(𝑦̅) 0.0020 0.0036 
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Using Equation 20, and data from tables 29 and 30, the amount fraction, 𝑥𝑠, obtained 

from the sample gas mixture was 0.1003 mol/mol. To calculate its associated 

uncertainty is necessary to address the estimation of u(Δ). 

 

1- u(Δ) using the performance evaluation of the measuring system: 

Using the two PRMs for bracketing, the parameters of the best-fitting linear function 

were determined using the XLGENLINE v1.1 software. The results are presented in 

Table 31.  

 

Table 31: Parameters of the linear regression 

Parameter Value  

𝑏0 -0.00139045 

𝑏1 0.01207736 

𝑢(𝑏0) 0.00035358 

𝑢(𝑏1) 4.98424E-05 

𝑢(𝑏0, 𝑏1) -1.66657E-08 

 

For the performance evaluation of the measuring system, six PRMs of CO2 in N2 were 

measured within the analysis range, with six replicates for each, to assess the results. 

As demonstrated in the validation of the method of analysis of CO2 in N2 using GC-

TCD/FID, the relationship within the measurement range of (0.002 to 0.40) mol/mol 

follows a second-order polynomial behaviour. The regression was performed using the 

XLGENLINE v1.1 software, confirming that the regression behaves as a second-order 

polynomial with a Γ value of 1.5 (Smith, 2010). 

 

Since the XLGENLINE v1.1 software does not display the regression parameters for 

a second-order polynomial, only indicating whether it is a good fit, another software, 

Calibration Curves Computing (CCC Software), developed by the National Metrology 

Institute of Italy (INRIM), was used. This allowed for obtaining the results shown in 

Table 32 (Lecuna et al., 2020). 
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Table 32: Parameters from second-order polynomial 

Parameter Value Parameter Value Parameter Value 

ß0 3.79864E-05 u(ß0) 1.61E-05 u(ß0,ß1) -2.88E-11 

ß1 1.19897E-02 u(ß1) 8.29E-06 u(ß0,ß2) 9.51E-13 

ß2 1.02502E-05 u(ß2) 3.48E-07 u(ß1,ß2) -2.09E-12 

 

From the data in Tables 31 and 32, and using Equation 23, the values obtained for Δ 

are 0.0012 for the lower PRM, and 0.0016 for the upper PRM. Therefore, the value 

of u(Δ) is 0.0016. 

 

To ensure that the CCC software was being used correctly and to perform a validation 

check, the values from clause D.4 Performance evaluation of the ISO 12963 standard 

were entered, and the software's output was analysed. The results are presented in 

Table 33. It was confirmed that the values are similar and within the same order of 

magnitude. The minor differences between the results in the standard and those 

generated by the CCC software are likely due to the different assumptions and 

mathematical approaches that each method uses to get a result. 

 

Additionally, since XLGENLINE for second-order polynomial regressions only 

indicates whether the fit is acceptable or not, a comparison was made between the Γ 

value provided by XLGENLINE using the data from the standard, the Γ value obtained 

from the CCC software, and the Γ value listed in the standard. The Γ values were as 

follows: 1.49 in the standard, 1.56 from CCC, and 1.46 from XLGENLINE. These 

results suggest that the fit is comparable across the different software. 
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Table 33: Comparison between data from the ISO 12963 standard and CCC software 

 ISO 12963:2017 standard CCC Software 

a -3.7660E-03 -3.7933E-03 

b 2.7387E-04 2.7389E-04 

c 2.4027E-10 2.3910E-10 

u(a) 1.7900E-03 1.7691E-03 

u(b) 1.4270E-06 1.4278E-06 

u(c) 6.2980E-11 6.3188E-11 

c (a,b) -2.0070E-09 -1.9961E-10 

c (a,c) 7.6110E-14 7.5923E-14 

c (b,c) -8.0640E-17 -8.0908E-17 

 

Below in this report, the values obtained from XLGENLINE and CCC Software are 

compared. 

 

2- u(Δ) using contribution based on ISO/IEC Guide 98-3:2008 

Using the same values from tables 31 and 32, F(y1), F(y2), G(y1), G(y2), H(y1) and 

H(y2) were calculated, using the initial and final values of y. The results are shown in 

Table 34. 

 

Table 34: Values of the different functions for the calculation of u(Δ) 

Initial values 

F(y1) F(y2) G(y1) G(y2) H(y1) H(y2) 

0.0066 0.0133 4.53E-08 9.06E-08 3.17E-07 4.26E-07 

Final values 

F(y1) F(y2) G(y1) G(y2) H(y1) H(y2) 

0.0066 0.0133 4.62E-08 9.27E-08 3.17E-07 4.27E-07 

 

From the table 34 it is possible to calculate 𝛿̅=0.0014, u(𝛿̅)=0.00018 and u(Δ)=0.0014. 

The results from the initial and final values are the same. Therefore, u(Δ) using this 

method is 0.0014. 
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Both approaches yielded similar results; however, the latter is considered more 

accurate, so this value is chosen for the uncertainty evaluation. 

 

The expressions for the sensitivity coefficients were calculated and expressed in table 

35. 

 

Table 35: Expression of the sensitivity coefficients for the uncertainty evaluation 

Expression Value 

(
𝜕𝑥𝑠

𝜕𝑦𝑠
) 0.01207736 

(
𝜕𝑥𝑠

𝜕𝑦𝑟2
) -0.00822389 

(
𝜕𝑥𝑠

𝜕𝑦𝑟1
) -0.00385348 

(
𝜕𝑥𝑠

𝜕𝑥𝑟2
) 0.68093385 

(
𝜕𝑥𝑠

𝜕𝑥𝑟1
) 0.31906615 

 

The uncertainty of the mixture, calculated using Equation 29, was then assessed as 

0.0014 mol/mol. 

 

To confirm whether the values chosen for value assignment by bracketing, i.e., using 

only the initial value, are appropriate, it is necessary to verify that there is no 

instrumental drift in the measurement. For this purpose, the calculated data for  

𝑥𝑠,𝑏 , 𝑥𝑠,𝑒, 𝑢(𝑥𝑠,𝑏) and 𝑢(𝑥𝑠,𝑒), as shown in Table 36, are considered. 

 

Table 36: Amount fractions and standard uncertainties calculated from the beginning 

of the analysis and at the end 

𝑥𝑠,𝑏 (mol/mol) 0.1003 𝑢(𝑥𝑠,𝑏) (mol/mol) 0.0014 

𝑥𝑠,𝑒(mol/mol) 0.1001 𝑢(𝑥𝑠,𝑒) (mol/mol) 0.0014 

 

The value obtained from Equation 22 was 0.058, which is less than 1, confirming that 

there is no drift. Therefore, the values used to assess the amount fraction and its 

uncertainties should be those calculated using the data from the beginning of the 
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analysis, 𝑥𝑠,𝑏 and 𝑢(𝑥𝑠,𝑏). So, the determined value using bracketing was: 0.1003 ± 

0.0028 mol/mol (k = 2). 

 

Finally, since the sample mixture used was a PRM with a certified value of 0.10010 ± 

0.00078 mol/mol, a normalised error (Equation 54) analysis was performed using the 

certified value and the value calculated from the bracketing method, 0.1003 ± 0.0028 

mol/mol (with k = 2). The obtained En value was 0.064, confirming that the bracketing 

method is accurate. 

 

4.10. SPEM method analysis  

As with the bracketing method, the SPEM technique was also applied to a different 

gas mixture to evaluate its potential for verifying reference gas amount fractions. The 

following section presents the results obtained using this method. 

 

For the SPEM analysis, five replicates of a PRM of CO2 in N2 were measured, and 

their mean response and standard uncertainty were calculated. After that, five 

replicates of a gas mixture of CO2 in N2 were measured, and the same values were 

determined. The chosen gas mixture was also a PRM, allowing for accuracy 

verification of the method. Additionally, five more replicates of the PRM used as the 

reference gas mixture were measured after the sample mixture to check system 

stability. 

The certified value of the PRM used as reference was 0.09996 ± 0.00010. 

 

Results from the analysis are shown in table 37. 
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Table 37: Amount fractions for five replicates of the initial and final PRM 

measurements, and of the sample mixture measurement, obtained using the 

bracketing method 

Replicant yPRM, I (mol/mol) yPRM, f (mol/mol) ysample (mol/mol) 

1 8.52 8.41 8.39 

2 8.42 8.43 8.41 

3 8.40 8.44 8.41 

4 8.39 8.43 8.42 

5 8.39 8.43 8.42 

 

Once the measurements are done, it is necessary to check if the reference gas mixture 

and the sample mixture are indistinguishable. For that, Equation 30 was used. 

Since the ISO 12963 standard states that the criterion should be fulfilled for the 

measurements done before and after the sample measurement, the relevant results 

are shown in table 38. 

 

Table 38: Results obtained from PRMs and sample 

 PRM initial PRM final Sample 

𝑦𝑝𝑟𝑜𝑚 (mol/mol) 8,42 8,43 8,41 

𝑢(𝑦𝑝𝑟𝑜𝑚) (mol/mol) 0.023 0.0046 0.0068 

Criterion value 0.31 1.0 - 

 

Since criterion was fulfilled for measurements done before and after the sample 

measurement, the determination of the amount fraction of the sample mixture was 

performed using formula 31 and its uncertainty using Equation 32.  

The determined value using SPEM for the gas mixture was 0.09978 ± 0.00058 (k = 2). 

Since the sample mixture used was a PRM with a certified value of 0.10010 ± 0.00078 

mol/mol, a normalised error (Equation 54) analysis was performed using the certified 

value and the value calculated from SPEM. The obtained En value was 0.33, 

confirming that the SPEM method is accurate. 
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4.11. Calibration curve analysis 

To compare the uncertainty associated with different verification methods, a PRM of 

CO2 in N2 purchased from INMETRO was analysed using the calibration curve 

technique. This PRM is the same that was analysed using SPEM and bracketing 

methods, mentioned above. It is important to clarify that this PRM is not the one 

prepared in this work, but an independent standard used here as a sample to assess 

the performance of the different verification methods.  

The PRMs used for the calibration curve were all purchased from VSL, while the PRM 

used as a sample was purchased from INMETRO, thus having two independent 

traceability sources for the standards and the sample. The amount fractions and 

expanded uncertainties of the PRMs from VSL are shown in Table 39. 

 

Table 39: PRMs of CO2 in N2 from VSL used for the calibration curve 

PRM code 
Amount fraction  

(mol/mol) 
Expanded uncertainty, k = 2 

(mol/mol) 

D562955 0.05003 0.00005 

D562939 0.09996 0.00010 

D563094 0.20006 0.00020 

D563020 0.30042 0.00030 

5603670 0.40000 0.00040 

 

The type of fit and polynomial used for this regression was the same as the one 

validated for CO2 in N2 within this amount fraction range: GLS and a second-degree 

polynomial. The Γ obtained was 1.88 and the calibration curve is shown in Figure 28. 
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Figure 28: Calibration curve obtained for the PRMs of VSL and the sample cylinder 

 

The amount fraction with its standard uncertainty determined by the calibration curve 

method was 0.10021 ± 0.00018 mol/mol (k = 2). 

Given the fact that the sample mixture used was a PRM with a certified value of 

0.10010 ± 0.00078 mol/mol, a normalised error analysis was performed using the 

certified value and the value calculated from the calibration curve method. The 

resulting En value of 0.137 confirms the accuracy of the measurement. 

 

Table 40 shows the different values obtained from the characterization of the same 

PRM using three types of calibration methods. 
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Table 40: Results from different methods of characterization 

Method 
Amount fraction 

(mol/mol) 
Expanded uncertainty, k = 2 

(mol/mol) 

SPEM 0.09978   0.00058 

Bracketing 0.1003  0.0028 

Calibration curve 0.10021 0.00018 

 

When comparing the expanded uncertainties determined for each of the methods 

used, it is observed that the calibration curve method yields the lowest uncertainty 

(Figure 29). This is advantageous, as additional uncertainty components, such as 

those related to instability and preparation will be subsequently added. These 

additional components will further increase the final uncertainty of the reference 

mixture. It is important to remember that in metrology, minimizing uncertainty is 

essential to ensure that appropriate values are maintained throughout the traceability 

chain. For this reason, the calibration curve method is an effective approach for 

achieving lower uncertainties in gas analysis. 

 

 

Figure 29: Graph of the values obtained by the different methods of characterization 
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However, since gases typically exhibit linear regressions, this method requires the use 

of at least five reference gas mixtures. This involves obtaining five independent 

standards and longer measurement time. In this regard, the SPEM method would be 

the best option, as it allows for low uncertainties. However, its application requires a 

reference mixture that is nearly identical to the sample being calibrated, strictly 

meeting the criterion reported in Equation 22. If a suitable standard is available, this 

method is ideal, as it significantly reduces measurement time by measuring just two 

gas cylinders and it only requires one single standard. Otherwise, an additional 

characterization method would be necessary, resulting in extra time and the use of 

additional resources. 

 

The bracketing method is effective when reference standards are very close in amount 

fraction to the sample being characterized. However, if the analyte being calibrated is 

already well studied and known to deviate from a linear relationship, this method 

results in higher uncertainty compared to other approaches. Therefore, it is advisable 

only when a well-established linear relationship exists within a measurement range 

that covers the sample amount fraction. 

 

In conclusion, selecting the most suitable calibration method for gas mixtures depends 

on the available reference standards, the time available for analysis, and the intended 

purpose of the calibration. It is essential to assess whether achieving the lowest 

possible uncertainty is necessary or if a slightly higher uncertainty remains acceptable 

for the client or end user.  

 

4.12. Comparison of results between XLGENLINE and CCC software 

For the calculation of amount fractions using calibration curves, the software most 

commonly used was XLGENLINE v1.1. However, another software was used to 

validate the calculations made by the first one. 

 

XLGENLINE (Figure 30) is very user friendly as it works using an Excel spreadsheet. 

It also allows for the inverse evaluation of results, uses polynomial regressions of order 

2 or 3, and employs GLS. One of the most convenient aspects of the software is that 
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it provides the result of the sample to be interpolated directly within the function, 

without the need to solve for the regression that best fits. However, when dealing with 

nonlinear regressions, it does not give you the parameters of the function and it only 

provides the Root Mean Square Residual Error and the Maximum Absolute Weighted 

Residual, which means that you can only determine whether the fit is good or not. On 

the other hand, it provides the regression plot including the measured values, the fitted 

data and the inverse function. 

 

In contrast, CCC Software (Figure 31), which uses Weighted Total Least Squares 

(WTLS), optimizes the estimates of both x and y, providing more accurate results in 

cases where uncertainties are present in both variables. WTLS is more advanced as 

it iterates through optimization processes to minimize errors in both variables, unlike 

GLS, which focuses primarily on adjusting weights based on uncertainty in y. 

Therefore, CCC is better suited for situations where the uncertainty in x is significant, 

as it allows for more precise estimations by adjusting both x and y values to minimize 

the total error (Lecuna et al., 2020). 

 

One of the advantages of CCC Software is that it always provides the parameters of 

the fitted function, including the values of variances and covariances. However, while 

CCC allows for performing the regression, it does not directly allow you to input the 

value to be interpolated into the regression. This means that the interpolation step 

must be done manually, which adds extra effort compared to XLGENLINE, where the 

interpolation can be directly calculated, and the result is obtained in the same software. 
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Figure 30: XLGENLINE v1.1 software 

 

 

Figure 31: CCC Software v.1.3  

 

 

To compare the results obtained from both software programs, the data from Table 41 

was used. This data was derived from measurements of different PRMs of CO2 in N2 

and a sample mixture of the same gases with an unknown amount fraction and 

associated uncertainty. 
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Table 41: Data from a measurement of a sample mixture of CO2 in N2 along with 6 

PRMs 

Amount fraction 
(mol/mol) 

Standard uncertainty 
of the amount 

fraction (mol/mol) 

Measured response 
values expressed as 

integrated area 
(pA*min) 

Standard 
uncertainty of the 

response 
(pA*min) 

2.000E-03 1.00E-06 0.1613 0.0011 

5.003E-02 2.50E-05 4.1533 0.0013 

9.996E-02 5.00E-05 8.2583 0.0043 

2.001E-01 1.00E-04 16.4211 0.0069 

3.004E-01 1.50E-04 24.5010 0.0048 

0.400 0.0002 32.4229 0.0047 

 

The unknown sample was measured along whit the PRMs in a GC-TCD and the 

obtained area was 5,0133 mV*min with a standard uncertainty 0,000648537 mV*min.  

 

Using XLGENLINE, the results were 0.060485 ± 0.000055 mol/mol (k=2), as 

highlighted in bold at the bottom of the inverse evaluation output (Figure 32), below 

the x-values and their associated uncertainty. The uncertainty shown in the table 

represents the standard uncertainty. As shown in the figure, the residual sum of 

weighted squared deviations, which reflects the overall discrepancy between the 

observed data and the fitted regression line, accounting for measurement uncertainty, 

remains below 2. This value (1.498), also highlighted in bold, indicates a strong 

agreement between the model and the data, supporting reliable quantification 

throughout the calibration range. A second-degree polynomial was selected for the fit, 

based on prior validation results for CO2 indicating it as the most appropriate model. 
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Figure 32: Results obtained from interpolating a mixture in XLGENLINE 

 

Using the CCC software, the regression that best fits the data was determined, as 

shown in Figure 33 and its graph in Figure 34. With these values and an R script, the 

amount fraction and the uncertainty of the unknown mixture was calculated. The script 

from the Figure 35 was used. 

 

 

 

Figure 33: Regression results using CCC software 
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Figure 34: Calibration curve using CCC software 

 

 

Figure 35: R script for the determination of the amount fraction and uncertainty of the 

unknown sample 
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The calculated value using CCC software and the R studio script was 0.06047844 

mol/mol with a standard uncertainty of 7.850121x10-6.  

 

Table 42 shows values obtained from both software. 

 

Table 42: Software comparison 

Software 
Amount fraction 

(mol/mol) 
Standard uncertainty 

(mol/mol) 

Expanded 
uncertainty, k=2 

(mol/mol) 

XLGENLINE 0.060485 2.7289x10-5 0,000055 

CCC Software + 
R studio 

0.060478 7.85x10-6 0,000016 

 

To determine whether the results show statistically insignificant differences, a 

normalised error was calculated between the values obtained using both software. 

The calculated En value was 0.12, indicating that the results obtained with both 

software are equivalent within their uncertainties. 
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CHAPTER 5.   CONCLUSIONS 

 

The system for vacuuming cylinders and introducing gases into aluminium cylinders 

was successfully developed, achieving precise control over both mass and pressure, 

which is crucial for ensuring precise preparation and accurate reference gas mixtures, 

 

The reference gas mixtures, CRMs and PRM, were successfully developed with 

metrological traceability, ensuring their accuracy and enabling international 

comparability of measurements within the country. It is important to highlight that the 

PRMs developed exhibit significantly lower uncertainty than CRM of the same amount 

fraction and analyte, confirming that they are superior in the metrological chain for 

achieving more precise and reliable measurements. 

 

The quantification methods using GC-TCD/FID were successfully developed and 

validated for value assignment and verification of the gas mixtures, ensuring reliable 

and consistent results in gas mixture analysis. 

 

The calibration methods used for the gas mixtures (calibration curve, bracketing, and 

SPEM) were found to be effective, each with its advantages depending on the context. 

The choice of the most suitable calibration method depends on the available reference 

gas mixtures, the time available for determination, and the intended purpose of the 

calibration. 

 

The software used for uncertainty determination were validated against each other, 

demonstrating that both XLGENLINE and CCC Software provide reliable and accurate 

results. 
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CHAPTER 6.   PERSPECTIVES 

 

The development of PRMs for gas mixtures holds significant promise for advancing 

measurement capabilities across various sectors, particularly in environmental 

monitoring, energy production, and industrial processes. A key aspect of these 

developments is achieving greater precision and direct traceability in measurements, 

especially for gases like CO. While the production of CO PRMs could not be achieved 

in this particular work due to the unavailability of pure CO within the required 

timeframe, developing this PRM remains essential to ensure greater accuracy in 

applications such as air quality monitoring and emissions control. 

 

Similarly, PRMs for CO2 are essential for both high-level and trace-level applications. 

At elevated amount fractions, they are needed for the support of climate change and 

greenhouse gas monitoring programs, enabling accurate and comparable data for 

global emissions inventories. On the other hand, at lower amount fraction ranges, the 

preparation of CO2 PRMs becomes more challenging due to the limitations in the purity 

of commercially available CO2. Developing reliable PRMs at these levels is crucial for 

ambient air monitoring and for calibrating instruments used in indoor air quality 

assessments and sensitive analytical systems. 

 

In addition, the use of PRMs in PT schemes is crucial to assess the performance of 

laboratories and to ensure the comparability of measurement results across 

institutions. This is particularly important in the context of air pollutant monitoring, 

where reliable and traceable measurements are essential for regulatory compliance 

and public health protection. The availability of well-characterized PRMs supports the 

validation of analytical methods and reinforces national capabilities in environmental 

measurement and control. 

 

Another important area where the development of PRMs can contribute to global 

progress is the hydrogen industry. As the world shifts toward renewable energy, 

hydrogen plays a key role as a clean energy carrier. To safely and effectively use 

hydrogen, it is important to have a solid metrological infrastructure in place. 

Developing PRMs for hydrogen impurities is essential to ensure that hydrogen used 

in applications like fuel cells and industrial processes meets the necessary purity 



116 

 

standards. Accurate measurements of impurities will be crucial for ensuring the 

reliability of hydrogen-based technologies and for safely calibrating sensors to detect 

any potential leaks. This will also help standardize hydrogen production and use 

across industries, making sure hydrogen can be used safely and efficiently. 
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CHAPTER 7.   APPENDIX 

 

APPENDIX I: Published papers in international scientific journals. 

APPENDIX II: Oral presentations at conferences or CCQM working group meetings. 

APPENDIX III: Posters presented at conferences. 
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APPENDIX I 
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APPENDIX II 

 

Collaboration Project INTI-PTB (2025) 

Seminar Presentation: The Role of LATU Supporting the Hydrogen Industry 

Type of Participation: Invited Speaker 

Organising Institution: INTI. Argentina 

Geographic Scope: International 

 

SURAMET SIM Projects on Hydrogen and Biogas (2024) 

Seminar Presentation: The Role of LATU Supporting the Hydrogen Industry 

Type of Participation: Invited Speaker 

Organising Institution: INMETRO. Brazil. 

Geographic Scope: Regional - Online 

 

Gas Analysis Working Group - 48th Meeting (2023) 

Type: Presentation about new developments at LATU 

Organising Institution: LATU. Montevideo, Uruguay. 

Geographic Scope: International 

 

Gas Analysis Working Group - 46th Meeting of the CCQM (2022) 

Type: Presentation about development at LATU 

Organising Institution: National Physical Laboratory (NPL). Teddington, United 

Kingdom. 

Geographic Scope: International 

 

Gas Analysis Working Group - 39th Meeting of the CCQM (2018) 

Type: Introducing LATU Gas Laboratory 

Organising Institution: Centro Nacional de Metrología (CENAM). Queretaro, Mexico. 

Geographic Scope: International 
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APPENDIX III 

 

Poster presentation at Congreso Uruguayo de Química Analítica - CUQA (2024) 
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Poster presentation at Green Hydrogen Academic Workshop (2024) 

Universidad Tecnológica del Uruguay (UTEC) and Universidad de la República  
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Poster presentation at 1st CIPM STG-CENV Stakeholder Meeting (2024) 

Organizing Institution: BIPM (online), France. 
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Poster presentation at Workshop on Global and National GHG Monitoring Initiatives 

(2024) 

Organizing Institution: Korea Research Institute of Standards and Science - KRISS 

(online) 
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Poster presentation at Green Hydrogen Workshop (2023) 

Organizing Institution: Laboratorio Tecnológico del Uruguay, Uruguay 
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Poster presentation at SETAC Latin America 15th Biennial Meeting (2023) 
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Poster presentation at Congreso Uruguayo de Química Analítica - CUQA (2022) 
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