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Abstract—To address the challenges posed by the deployment
of microservices of future end-user applications in the cloud
continuum, a performance prediction model working together
with a network elasticity controller will be needed. With that aim,
this work introduces Layered Queuing-Graph Neural Networks
(LQ-GNN), a novel Machine Learning (ML) approach to develop
a generalized performance prediction model for microservice-
based applications.

Unlike previous works focused on individual applications,
our proposal aims for a versatile model applicable to any
microservice-based application, integrating the Layered Queue-
ing Network (LQN) modeling with Graph Neural Networks
(GNN). LQ-GNN allows to efficiently estimate the response time
of applications under different resource allocations and place-
ments on the computing continuum. The obtained evaluation
results indicate that the proposed model achieves a prediction
error below 10% when considering different evaluation scenarios.

Compared to existing methodologies, our approach balances
prediction accuracy and computational efficiency, making it vi-
able for real-time deployments. Consequently, ML-based perfor-
mance prediction can significantly enhance the resource manage-
ment and elasticity control of microservice-based architectures,
leading to more resilient and efficient systems.

Index Terms—Computing Continuum, Elasticity, Microservice-
based applications, Graph Neural Networks, Machine Learning.

I. INTRODUCTION

IN the last decade, more and more computing tasks have
been shifted to the cloud, driven by the advantages of

resource flexibility for users and CapEx (Capital Expenditures)
efficiency for both users and service providers [1]. Users
benefit from the ability to scale their demand for resources
as needed, paying only for usage time, while cloud operators
maximize their cost efficiency by sharing their infrastructure
among multiple users. In recent years, fog and edge comput-
ing have emerged as extensions of cloud computing, getting
closer to data sources and establishing a seamless computing
continuum [2].

The computing continuum facilitates the deployment of
novel services across a distributed infrastructure, catering to
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various applications such as autonomous vehicles, smart cities,
or content delivery. These services exhibit diverse require-
ments and are often unlikely to be supported only by tradi-
tional remote cloud computing. For instance, they may need
low-latency connections for a rapid decision-making regarding
their input data sources and a significant computing capacity
for intricate data analysis. The computing continuum solution
offers a wide range of computational and communication
resources, promoting more effective support of heterogeneous
demands.

On the other hand, recently, there has been a significant
adoption of the so-called multi-tier microservice architecture
as an alternative software development framework for cloud
applications [3]. This new paradigm moves away from the
conventional monolithic application, where a single service
encapsulates all functionality, towards a model where indi-
vidual microservices provide fine-grained, single-concern, and
loosely-coupled services. This architecture enables building
more sophisticated functionalities [4] depending on the chosen
microservices composition.

Microservices are intended to be deployed on the cloud
continuum to run latency-sensitive applications that interact
directly with their end-users [5]. In this sense, availability
and response time metrics reflect the user’s experience and
are commonly established as service-level objectives (SLOs).
Particularly for microservice-based applications, the response
time SLO (also named application latency in the literature)
holds significant importance, and to meet this objective, many
operators have traditionally allocated some excess resources on
their cloud platforms. However, this practice incurs a consider-
able cost, where commonly 20% of the computing cost is due
to over-provisioning [6]. Hence, even minor enhancements in
cloud resource allocation could lead to substantial cost savings
at scale.

In the above scenario, to preserve an efficient use of
resources, it is mandatory to satisfactorily solve the problem
of resource allocation. The aim is to minimize the assigned
resources while meeting all QoS requirements. Moreover,
since applications workloads are time-variant, it is desirable
to dynamically adjust the allocated resources (such as CPU,
RAM, or even new microservice instances) in real-time. The
approach of dynamically, autonomously and optimally adapt-
ing to a varying workload is known as elasticity, and it is
generally implemented by a so-called elasticity controller [7].

Unlike monolithic deployments, microservices promote a
more accurate resource allocation by scaling individual ap-
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plication components. However, this fine granularity presents
unique challenges to implement the elasticity concept, differ-
ent from those of conventional Service Oriented Architecture
(SOA) applications [8]. Microservices add complexity to re-
source management, as the elasticity controller must consider
the dependencies between microservices to ensure the required
quality of service (see Section II for more details). In ad-
dition, given the implications of dependencies, microservice-
based applications may experience some specific performance
phenomena when the workload changes very quickly [9].

To overcome these challenges and effectively implement an
elasticity approach, it is necessary to conceive a model to
predict the performance of different potential resource allo-
cation and placement solutions for the constituent microser-
vices of the applications. In this regard, Machine Learning
(ML) approaches have emerged as a powerful modeling and
prediction tool [9]–[12]. However, despite recent advances
in machine learning to solve this problem, a fundamental
limitation of existing works comes from the resultant learned
models, as they are specific to the application used for training.
In addition, the above-mentioned ML-based works are based
on learning specific relationships, like the traffic load with the
application response time, instead of the dependencies between
microservices.

In this paper, we seek to overcome these limitations and
build a more generic performance predictor, as a necessary
tool for any microservice-based application deployment and
placement, as an effective enabler of elasticity in the cloud
continuum. The contributions made by this work can be
summarized as follows: First, we adopt the Layered Queueing
Networks (LQNs) [13] technique to build an enriched graph
model for applications based on microservices. Second, we
adapt the LQN resultant graph of any application to be used
as the input of a Graph Neural Network (GNN) to predict
the application deployment’s performance given the allocated
resources and placement of the corresponding microservices.
Finally, we develop a testing environment to assess the ac-
curacy of our performance predictions, comparing the results
of the GNN predictions with those obtained by means of a
conveniently adapted state-of-the-art simulator. The proposed
predictor could then be used as part of an elasticity controller
to decide the best deployment option for the application,
although this is out of the scope of this work.

II. CHALLENGES FOR PERFORMANCE PREDICTION OF
MICROSERVICE-BASED APPLICATIONS

Performance prediction for resource allocation and elasticity
of microservice-based applications presents significant chal-
lenges, primarily due to the distributed and interdependent
nature of their constituent microservices. Unlike traditional
monolithic systems, microservices require the elasticity con-
troller to manage resource allocation across multiple loosely
coupled services while ensuring end-to-end Quality of Service
(QoS). This complexity arises from the dependencies between
microservices and their placement across a computing contin-
uum, creating several performance prediction challenges.

One key challenge is the variability of execution paths
for different types of requests. For instance, in the Social

Network application proposed in [8], requests such as reading
a user’s timeline or viewing another user’s posts follow differ-
ent ordered sequences of microservices. Figure 1 shows part
of the application’s architecture and illustrates the distinctive
paths taken by different types of requests. Complementarily,
some microservices handle multiple request types (e.g., Post
Storage), while others are specific to particular paths (e.g.,
Home Timeline). Moreover, even for a single request type,
different sub-paths may be followed based on data availability,
leading to varying workloads across microservices.

Performance prediction becomes even more difficult due
to backpressure effects. This occurs when a microservice
experiences an increased response time not because of its
own resource saturation, but due to congestion in downstream
services. For example, if the Post Storage MongoDB becomes
slow, requests will pile up at the Post Storage service, inflating
the response time despite adequate resource availability. This
makes it challenging to identify the root cause of QoS viola-
tions, as neither resource utilization nor response time alone
can accurately indicate where performance issues originate.

Another major issue is the cascading effect [9], where se-
quential scaling causes delays in accommodating an increased
load. When a bottleneck microservice scales up, the resultant
load increase propagates downstream, potentially requiring
subsequent microservices to scale up as well. This step-
by-step adjustment delays the system’s overall response to
traffic spikes, worsening performance degradation during peak
demand periods.

The combination of backpressure and cascading effects ex-
acerbates the difficulty in pinpointing performance bottlenecks
and the intended timely scaling. Mistaking the source of
degradation can lead to delayed resource allocations, allowing
queues to grow and consequently prolonging the recovery
time.

Finally, the distributed deployment of microservices across
diverse physical nodes introduces network strain, particularly
under high load. Reliance on RPC or HTTP communications
means that network delays can significantly contribute to tail
response time, especially as queues grow inside network in-
terface controllers. Thus, transmission bandwidths and delays
must be considered for resource allocation and microservice
placement.

Traditional autoscaling approaches like AWS or Kubernetes
[14], [15] monitor and scale applications as single units,
which is insufficient for microservice-based systems with strict
performance guarantees. A more holistic view for performance
monitoring, prediction and elasticity is needed—one that
proactively considers microservice dependencies, workload
changes, and network infrastructure to prevent performance
degradation and ensure end-to-end QoS.

III. RELATED WORK

As mentioned above, calculating the end-to-end response
time of a microservice-based application is not straightfor-
ward. Each microservice exhibits distinct response time pat-
terns, and the connections between them can be quite complex.
Not only is the end-to-end response time of the request the
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Fig. 1. Different possible requests’ paths in the Social Network application.

result of multiple additions and maximum operations involving
the response time of each microservice, but some microser-
vices’ response times are also influenced by the performance
of neighboring microservices [9].

Therefore, a significant challenge arises: response time mea-
sures can only occur after setting a resource configuration to
the actual infrastructure. Real-time experimentation of various
alternatives is infeasible due to the potential impact on mi-
croservice performance when altering resources. Additionally,
the search space for possible combinations grows exponen-
tially when ranging from tens to hundreds of microservices
within an application. To address this issue, recent research
on the subject has focused on different alternatives to model
the problem in a way that provides fast predictions on the
performance of a given resource allocation. In this regard,
research can be classified into three main strategies: model-
based, simulation-based, and data-based.

The model-based approach involves developing a theoretical
model of the application’s behavior to analyze its performance.
Traditional queueing theory is not enough to model the
behavior of a microservice-based application with blocking
connections between microservices. Therefore, an extended
form of queueing called layered queueing is necessary. When
a given software component calls another component and
waits (blocked) for its reply, we have an example of layered
queueing. For this, current research uses the Layered Queueing
Network (LQN) model [13], [16]

The layered queueing model was introduced several years
ago to model the behavior of distributed systems and has
evolved over the years. LQN has become a standard for analyt-
ically modeling traditional distributed systems, with existing
solvers and simulators designed to compute solutions [16]. It
has also been applied to modeling the performance of cloud
applications. However, it has not been until recently that the
idea of using LQN to model microservice-based applications
has emerged.

In this regard, ATOM is proposed in [17], an autoscaling
controller for microservice-based applications that uses LQN
models to estimate performance. The proposed controller
works iteratively by the following steps: from monitoring
data, an LQN model of the application is obtained, an LQN

analytical solver is used to obtain performance estimates from
the LQN model, and these estimates are used in a meta-
heuristic algorithm to find a scaling solution; finally, the
obtained solution is applied to the system. Regarding the
estimate, the proposal is evaluated for a single application,
and not much detail on the accuracy of the solver is provided.

A similar approach, which also takes advantage of LQN
modeling for resource scaling, is presented in [18]. In this
case, the LQN model is transformed to a fluid approxima-
tion, using a compact system of coupled ordinary differential
equations (ODEs). Then, the resource allocation problem is
formulated as a nonlinear optimization problem where the
ODEs of the fluid approximation of the LQN are used as
constraints. Finally, the optimization is solved with a series of
relaxations such as local optimization, smooth approximations
for linearization and differentiability, and transforming integer
variables into continuous ones. The evaluation is performed
for a single microservice-based application. The results of the
performance estimates show an error of less than 8% for the
estimate on the response time of microservices.

Despite the potential of modeling techniques, significant
limitations arise when addressing the elasticity demands in
microservices. Solvers often stumble because they rely on
assumptions like Poisson arrivals, which do not align with
the heavy-tail, autocorrelated nature of Internet traffic [19].

Alternatively, simulators [20] can model the performance of
microservice-based application deployments more accurately
for non-homogeneous traffic. However, running an appropriate
simulation demands a significant computational load, turning
into long run times. Moreover, the cost of running a simulation
scales exponentially with the number of simulated incoming
requests to be processed and the number of involved microser-
vices. Consequently, this limitation severely restricts its utility
when considering a real-time elasticity scenario where strict
time constraints apply.

In this context, data-driven approaches using Machine
Learning (ML) have recently been proposed. These approaches
sidestep these pitfalls by deriving models directly from real-
world data, capturing complex, non-linear dynamics, with
impressive precision.

In [10] a resource manager called Sinan is proposed,
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which uses a Convolutional Neural Network (CNN) model
for detailed short-term performance prediction and a Boosted
Trees model that evaluates the long-term performance evolu-
tion. Sinan leverages a dual-model approach to achieve more
accurate resource allocation predictions and to better account
for system inertia when building up queues. By examining
near-future outcomes and system behavior over time, Sinan
dynamically adjusts per-tier resources online based on the ser-
vice’s runtime status and end-to-end quality of service (QoS)
targets. However, its main limitation is that CNN is highly
dependent on the graph of the application’s microservices, and
a different CNN is needed for each application.

Therefore, GNNs have recently become a go-to for
microservice-based applications, thanks to their affinity for
graph data structures and their possibility of being independent
of the input graph structure. Moreover, by representing the ap-
plication as a graph of microservices, GNN models can better
capture the complex interactions, which can help in detecting
back-pressure and cascading effects, since they understand the
graph’s dependencies [21].

In this sense, GRAF, as referenced in [9], employs a GNN
to estimate the end-to-end tail response time of an application
using the execution states of the microservices. Initially, it
examines the workloads of the running application, which are
combined with the CPU quota of the microservices to depict
the node state of the graph of microservices. The input graph is
constructed from the previous analysis and consists of a Direct
Acyclic Graph (DAG) representing the connections between
microservices. Subsequently, GRAF applies a gradient descent
algorithm to identify the least resource configuration that
meets the tail response time Service Level Objective (SLO). In
the loss function, the fully trained GNN model is used to detect
potential violations of the response time SLO. Regarding
the estimated performance of the GNN, the authors report
percentage errors between 20% and 30% depending on the
response time ranges.

PERT-GNN follows a similar approach [11], a generic
framework based on GNNs that predicts the end-to-end re-
sponse time for microservice-based applications. It defines
the interactions or dependencies of constituent microservices,
which are observed from previous execution traces of the ap-
plication, using the Program Evaluation and Review Technique
(PERT). A GNN is built based on the PERT Graphs gener-
ated, and the task of response time prediction is formulated
as a supervised graph regression problem using the graph
transformer method. This approach is similar to the one used
by GRAF, but it incorporates PERT Graphs and the graph
transformer method. The authors show that using a PERT
Graph improves response time predictions as more insight into
the temporal dynamics of microservices is obtained. In this
case, the prediction approach is evaluated for two different
applications, obtaining a percentage error of about 12% with
an absolute error of 1.2ms to 1.6ms.

Graph-PHPA, as referenced in [12], is another machine
learning-based approach that employs a two-stage prediction
method. This method utilizes both Long Short-term Memory
(LSTM) and a GNN. The LSTM is used to predict the
workload, while the GNN is used to model the relationship

between the workload and the resource consumption of dif-
ferent microservices within the network. However, it should
be noted that there is not much information available on how
the graph is constructed using this approach. In this case, the
node state is solely based on the resource consumption of each
microservice. This approach differs from the previous ones as
it combines LSTM and GNN and focuses only on resource
consumption for the node state.

Our approach diverges from previous works on GNNs by
aiming not at developing a model for a single application but
at constructing a generalized model capable of predicting the
performance of any microservice-based application. By inte-
grating LQN modeling and considering microservice features
such as the processing delay of requests, we leverage the
intrinsic interactions among microservices to achieve a general
model. Moreover, our model explicitly incorporates network
latency between microservices as a key factor. By supporting
different placement strategies across the computing continuum,
it allows microservices to be deployed at any point within this
infrastructure. This flexibility adds complexity to the problem,
as the varying network delays between microservices become
an essential consideration in the model’s predictions.

IV. LQN-BASED GRAPH MODEL

As stated in Section II, predicting the end-to-end response
time of requests for microservice-based applications is a
challenging matter. Therefore, it is critical to design a model
that can replicate the microservices’ behavior and interactions.
In this regard, previous works have proposed different graph
models; the most used ones are Call Graphs, these are Directed
Acyclic Graphs (DAGs) where the nodes stand for microser-
vices and the edges stand for the communication between
them.

However, the Call Graph approach falls short of modeling
all the complexities of microservice-based applications. As
stated in [11], the main limitations of a Call Graph are:

• Lack of distinction between different processing paths:
a call graph typically represents the entire application’s
call structure without distinguishing between the possible
distinct processing paths followed by different requests.

• No representation of the internal microservice behavior:
a call graph only captures the interactions between mi-
croservices without providing details about the internal
stages or processing steps within each microservice.

• Inability to capture temporal dynamics: when a microser-
vice has two or more outgoing links to other microser-
vices, a call graph does not provide information about
the order in which those subsequent processing requests
are carried out, which can be essential for understanding
the system performance and its behavior.

Hence, we propose building a graph model based on the
Layered Queueing Network (LQN) technique. This technique
allows us to represent not only the relationships between
microservices, but also the different possible paths traversed
by any request within the graph, as well as the behavior and
performance of the involved microservices.
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Fig. 2. LQN model example.

A. Layered Queueing Networks

First, let us briefly introduce the Layered Queueing Net-
works (LQNs) modeling technique. By extending traditional
queueing networks, LQNs incorporate various layers of re-
sources and services that interact with one another. Each layer
contains different entities, which may represent a software
module or a hardware resource, making requests to entities
in lower layers. This method is particularly effective for
systems with nested or hierarchical service requests, such
as distributed systems or microservice-based applications. It
allows performance metrics such as response time, throughput,
and resource utilization to be obtained.

Within an LQN, the entities representing software modules
are referred to as tasks, which possess queues and provide
different types of services known as entries. If necessary, the
behavior of each type of service can be modeled through ac-
tivities. Figure 2 shows an example of an application modeled
by an LQN. In LQN notation, a task is represented by a
parallelogram, which encompasses additional parallelograms
for its entries and rectangles for its activities. The replication
factor, shown in angular brackets, indicates how many iden-
tical replicas are considered for each task. Task multiplicity,
displayed in curly brackets, refers to the number of software
threads available per task replica. Hardware resources are
modeled by processors, illustrated as circles, and each task
must be linked to one. The processor symbolizes the hardware
computational units responsible for executing each task thread.
Processor multiplicity, also shown in angular brackets, denotes
the processor’s level of parallelism.

Each entry has an execution demand, indicated in square
brackets, representing the mean time it takes for that entry
to process a request (we also call it processing delay in this
work). However, if necessary, an entry behavior can also be

modeled by a graph of activities (as in Task 2 of Figure
2), each of them with its own execution demand. Activities
represent the finest level of detail in the model and are
interconnected in a directed graph to denote the execution
order. The model allows the requests to diverge into several
sub-paths that eventually converge. The fork can be an AND
(&), implying that all activities following the divergent point
can execute concurrently, or an OR (+), which selects one of
the sub-paths based on a given probability p.

Entries and activities are connected to other lower-layer
entries through directed links, symbolizing service requests
to lower layers. A request from an entry or an activity to
another entry may yield a response to the requester; in this
case, we consider this a synchronous request. The service time
(or response time) for an entry to a request is the total time a
single request holds it. This encompasses its own processing
delay and any periods where it is blocked, waiting for its
processor or for nested lower-level services to finish their
tasks. This concept is the main difference from traditional
queuing networks and is essential for modeling microservice-
based applications.

B. LQN-Based Microservices Graph Model

The previously described LQN model represents an appli-
cation execution very similar to a microservice-based architec-
ture where the tasks correspond to the different microservices
of the application. However, it is not a graph that can be
directly considered an input to a GNN. Therefore, we propose
a new graph representation for a microservice-based architec-
ture by combining the LQN ideas with the traditional DAG
representation of microservice-based applications.

In this regard, two main characteristics of LQNs need to
be adapted. First, in LQNs, tasks include entries, which also
include activities. Then, we propose a representation where
each entity of the LQN model (tasks, entries, and activities)
is a node of a graph and where the entries or activities of a
task are connected to the corresponding task through a link.
Given that in our scenario, we do not envision sharing com-
puting resources between microservices (each microservice is
allocated its own resources), we do not add a representation
for processors (as in LQN) to our model. Instead, information
regarding the resources allocated to a task is considered an
attribute of the task node.

Secondly, the activities’ graph allows forks, which implies
that a request can follow different paths depending on the
probability of the OR forks or even parallel paths in the case
of an AND. We propose to model each path as a node of
the graph that is connected to all the activities it traverses.
Hence, forks in LQN would generate two separate paths in
our model. This way, we have a detailed representation of a
request’s possible paths and its corresponding performances.
Moreover, we substitute the modeling of the entries with the
modeling of the paths and the activities that constitute them.

Following the LQN model, every activity processes requests
and consumes time on the processors assigned to the re-
spective microservice. An activity can also send a request
to another activity of its own microservice or to a different



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 6

microservice. Then, activities are also connected through links,
following this path. In our model, we are always considering
synchronous requests, which means that the execution of the
requester waits while the requestee processes the request and
generates the corresponding reply. However, we differentiate
blocking and non-blocking calls, which determine if the thread
of execution is blocked while waiting for the response or if the
call is implemented in a way that does not block the execution.

Given that microservices can be deployed and distributed
among possibly distant computing nodes in the computing
continuum, we must also model the underlying network delay.
In our modeling, the network delay between two microser-
vices is modeled as a dummy task, which does not consume
resources but has an activity with a processing delay equal to
the network delay.

The rationale of the proposed representation is the follow-
ing:

• The state of an activity (e.g., response time, throughput)
depends on the state of the microservice it belongs to
(e.g., assigned resources and resource utilization), on
the state of the activities that send requests to it (e.g.,
throughput), on the state of the activities which it sends
a request to (e.g., response time) and on all the paths that
traverse the activity (e.g., amount of requests).

• The state of a microservice (e.g., load) depends on the
state of all its activities (e.g., load, throughput).

• The state of a path (e.g., response time) depends on the
state (e.g., response time, load) of all the activities it
traverses.

In summary, our model of an application consists of a graph
with three types of nodes: task, activity, and path. The task
nodes represent the microservices and are connected to activity
nodes. An activity node represents the minimum computation
unit and is connected to other activities to form a sequence of
activities a request can traverse. Additionally, all the activities
of a request path are connected to a path node, which gathers
information about the request path.

In Figure 3, we show a graph example for an application
with four microservices (red nodes), each of them with a
different amount of activities (green nodes). There are also
two paths (light and dark blue nodes): P1, which is a sequence
of three activities from T1 and T2, and P2, which is a
more extended sequence that includes all the activities of the
application.

C. Graph Construction and Processing-Delay Estimation

Deriving the complete LQN graph previously proposed
involves two main tasks: (1) constructing the LQN graph,
which consists of tasks, activities, and their connections, and
(2) estimating the processing delay metrics for each task and
activity.

For the first task, the LQN graph can be constructed
using information provided by the application owner, such
as a UML diagram. Some existing works propose automated
approaches to derive LQNs from UML descriptions [22], [23],
which could further facilitate this process. Additionally, it is
necessary to extract request paths from the original application,

Fig. 3. Example for the proposed LQN-based graph model.

determine the load for each path, and gather information
on microservice activities, such as request processing delays.
In real-world scenarios, application performance monitoring
tools [24] can be used to derive communication patterns,
performance characteristics, and relevant metrics.

For the second task, estimating processing delays can
be achieved by analyzing response time measurements of
microservices and applying statistical estimation techniques.
One possible approach is the maximum likelihood estima-
tion method proposed in [25], which has demonstrated high
accuracy in previous evaluations. This allows for a reliable
assessment of processing delays without requiring extensive
manual intervention.

However, in our study, this estimation process is not re-
quired as we rely solely on simulations. Since we have full
control over the simulated environment, the processing delays
are predefined within the application configuration. Therefore,
while we highlight an approach that could be used in practical
deployments, our experiments do not depend on this estimation
technique.

V. LQ-GNN: MODEL OVERVIEW AND APPLICATIONS

The graph model proposed above defines a circular depen-
dency between microservices, activities, and paths. To solve
the circular dependencies, and inspired by the work from
[26], we implement a Graph Neural Network architecture 1

consisting of a three-stage message passing algorithm that
combines the states of tasks, activities, and paths and updates
them iteratively. Finally, it combines these states to estimate
the application’s response time. We introduce this novel inte-
gration of Layered Queueing Networks (LQN) and GNNs as
LQ-GNN.

A. LQ-GNN Design

In Algorithm 1, we present the proposed message-passing
architecture in detail. First, hidden states hk, ha, and hp

are initialized using the initial features xk, xa, and xp into

1A comprehensive description of how GNNs work can be found in [27].
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fixed-size vectors representing feature embeddings. The ini-
tial features of tasks xk are defined as a n-element vector
that characterizes the microservice. In our case, this vector
includes the number of threads configured in the microservice,
the number of processor cores assigned, and the number of
replicas deployed. We set the initial features of activities xa

with the processing delay of a request and with a boolean
parameter, which indicates if the activity calls are blocking or
non-blocking. Finally, the initial feature of paths xp consists
of the load on that path (as the average requests per second).

Once all hidden states are initialized, the message-passing
phase starts. This phase is executed for T iterations, where
T is a configurable parameter of the model. Each message-
passing iteration is divided into three stages, representing the
message exchanges and updates of the hidden states of tasks,
activities, and paths.

In the first stage (from lines 11 to 17), the hidden state
of each path is updated. For this, each activity connected to
a path generates a message from its hidden state. Note that
the only neighbors of a path are its activities. Then, all these
messages are aggregated in the path in an ordered vector.
Finally, the hidden state of the path is updated using the
previous aggregation as input to a Gate Recurrent Unit (GRU)
network.

For the second stage, a similar approach is followed to
update the state of the activities. In this case, we have three
different types of neighbors for each activity in the graph: the
task to which the activity belongs, the paths that traverse that
activity, and the predecessor and successor activities. Each of
these types of neighbors generates a message to the activity.
The task (line 19) and the paths (lines 20 to 22) send their
hidden states directly. For the neighbor activities (lines 23 to
25), the messages are generated using a neural network that
receives as entry the hidden state of source and destination
activities and the direction of the connection (if the source
is a successor or predecessor). Then, all these three types of
messages (ma,k,ma,k,ma,k) are aggregated using an edge-
attention mechanism (line 26).

In the third stage, the state of each task is updated by
combining the messages from all the activities that belong to
that task. For this, each activity connected to the task generates
a message from its hidden state. Then, all these messages are
aggregated in an ordered vector, and the hidden state of the
task is updated using the previous aggregation as input to a
GRU network.

Finally, the updated hidden states are used to predict the
application’s response time. For this, we propose and evaluate
two different predictions:

• the response time of each task (line 37)
• the response time of the entire application (line 39).
The functions R represent a readout function consisting of

a neural network. For the prediction of tasks, this function
is individually applied to all tasks’ hidden states. For the
application’s response time, a sum pooling function is used
to group the states of the paths, and then the readout function
is applied to obtain one prediction.

Figure 4 shows the message-passing proposal over an
example graph. In the figure, the yellow arrows represent

Algorithm 1 Proposed GNN architecture.
1: for each k ∈ Tasks do
2: h0

k ← xk ▷ [#threads, #cores, #replicas]
3: end for
4: for each a ∈ Activities do
5: h0

a ← xa ▷ [proc delay, blocking]
6: end for
7: for each p ∈ Paths do
8: h0

p ← xp ▷ [load]
9: end for

10: for t=0 to T-1 do
11: for each p ∈ Paths do
12: for each a ∈ Activities(p) do
13: mt

p,a ← ht
a

14: end for
15: M t

p ← [mt
p,1, ...,m

t
p,np

]

16: ht+1
p ← GRU(ht

p,M
t
p)

17: end for
18: for each a ∈ Activities do
19: mt

a,k ← ht
k | k ∈ Tasks(a)

20: for each p ∈ Paths(a) do
21: mt

a,p ← ht
p

22: end for
23: for each a′ ∈ Activities(a) do
24: mt

a,a′ ← DNN(ht
a, h

t
a′ , dira′)

25: end for
26: M t

a ←
∑

i∈N(a) γ(m
t
a,i, h

t
a) ∗ mt

a,i | N(a) =
Tasks(a) ∪ Paths(a) ∪Activities(a)

27: ht+1
a ← GRU(ht

a,M
t
a)

28: end for
29: for each k ∈ Tasks do
30: for each a ∈ Activities(k) do
31: mt

k,a ← ht
a

32: end for
33: M t

k ← [mt
k,1, ...,m

t
k,nk

]

34: ht+1
k ← GRU(ht

k,M
t
k)

35: end for
36: end for
37: for each k ∈ Tasks do
38: ŷk ← Rk(h

T
k )

39: end for
40: ŷa ← Ra(

∑
p∈Paths h

T
p )

messages received by activity A1-T2 from paths, tasks, and
other activities; the green arrows represent messages received
by path P1 from the corresponding activities, and the red arrow
represent messages from activities to task T2.

B. LQ-GNN for Resource Allocation and Elasticity

LQ-GNN is designed to predict the response time of
microservice-based applications. By accurately forecasting
how different deployment configurations influence the ap-
plication’s performance, LQ-GNN becomes a key tool for
an efficient implementation of the resource allocation and
elasticity mechanisms. An illustrative example of the use of
LQ-GNN, which we are currently developing, would come
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Fig. 4. Example graph with message-passing proposal.

from steering the resource allocation mechanism by con-
catenating a genetic algorithm (GA) and an optimization
heuristic. The use of GAs is specially suitable to explore
a wide search space of candidate deployment locations and
resource assignments for any application. The goal is to meet
the response time requirements while adhering to constraints
such as cost or resource availability when several applications
must be deployed simultaneously. The GA receives an LQN
graph for a given application, the expected traffic demand, and
the required response time. Starting with strategic candidate
solutions, where a solution represents a specific deployment of
microservices in the continuum (including how many instances
of each microservice) and a given allocation of resources (e.g.,
CPU cores), the GA runs the LQ-GNN approach to estimate
the response time of each proposed candidate solution. This
way, the GA will be able to arrange an initial population of
many different valid solutions, and in successive generations,
the same GA will converge to a subset of optimal or near-
optimal solutions, all meeting the required response time.
This process is repeated for each of the applications to be
deployed. Once optimal allocations are identified for each
individual application, a higher-level heuristic will take those
candidate solutions and select one of them for each application
to coordinate the deployment of all applications together. This
heuristic will balance the competing demands of different
microservices and the available resources, ensuring the best
possible placement throughout the entire infrastructure.

VI. EVALUATION

In this section, we present the LQ-GNN assessment on
predicting the response time of microservice-based applica-
tions. First, we provide a description of the methodology and
data generation for training, as well as an overview of our
experimental configuration. In the following, we conduct an
evaluation of the performance of LQ-GNN and compare it
against an LQN analytical solver.

A. Methodology

We evaluated the effectiveness of our proposed LQ-GNN
model in predicting the response time of both individual
microservices and the entire application. To achieve this, we

tested the model on datasets generated from three different
microservice-based applications: a 4-tier web application [20]
(4-tier) and two variations of a common Social Network
application [8] (SN-1 and SN-2). Furthermore, we conducted
experiments using the Mix case, where the model was trained
and tested with a combination of the three datasets to assess
its generalizability.

We also considered an infrastructure made up of a set of
computing servers distributed across the edge, fog, and cloud.
In this setup, network latency varies depending on the distance
between the end-user and the servers, as well as between
servers located at different tiers of the continuum. Although
our model can accommodate any network latency between
pairs of microservices, we chose only three tiers for clarity
and simplicity in the evaluation.

The datasets used for training and testing were obtained
by implementing and executing the applications in an ex-
tended version of the µqSim Simulator [20]. µqSim provides
comprehensive intra- and inter-microservice models, enabling
accurate emulation of complex multi-tier applications. Our
extended simulator2 introduces additional capabilities, such
as defining network delays between microservices (to model
cloud-continuum placements), deploying multiple instances of
microservices, and extracting detailed performance metrics for
each microservice.

Each one of the three testing graphs contained a different
number of microservices, connections, and paths. Even more,
each microservice has its own set of activities, each of them
with its processing delay and specific characteristics (e.g.,
blocking call behavior). Then, for each graph, a set of instances
was generated by varying the following setup characteristics:

• number of threads assigned to each microservice (1 to 8),
• number of cores assigned to each microservice (1 to 8),
• placement of the microservices on edge, fog or cloud

servers (with the corresponding variation on the network
latency between microservices),

• request load (requests per second) of the application (200
to 20,000 depending on the graph).

For each graph, we conducted between 200K and 250K
simulations by varying the features mentioned above. The
total simulation time required to generate the dataset varies
significantly by graph, ranging from 3,000 hours for the 4tier
graph to 50,000 hours for the SN-1 graph. However, since the
simulations are independent, they can be parallelized. In our
case, we reduced the wall time for the SN-1 graph to just 300
hours through parallel execution.

The simulation results consisted of four different statistics
of the application performance:

• Average end-to-end response time. This is the average
response time of the application.

• 95th percentile end-to-end response time. This is the 95th
percentile response time (i.e., tail response time) of the
application.

• Average response time per microservice. This is the
average response time of an individual microservice of
the application.

2https://github.com/mrichart/uqsim-power-management-beta
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• 95th percentile response time per microservice. This
is the 95th percentile response time of an individual
application microservice.

From all simulation results, we kept only those with a
request rejection rate below 2%. This approach produced a
total amount of approximately 100K samples for each graph,
from which we took 80% for training, 10% for validation,
and the remaining 10% for testing. All experiments were
conducted on a server with an Intel Xeon Gold 6138 40-Core
Processor CPU with a 40GB RAM running Linux CentOS 7.

In Tables I and II we present the main statistics for the
response time from the training dataset. This will be helpful
when evaluating the performance of predictions in the next
sections.

TABLE I
APPLICATIONS RESPONSE TIME STATISTICS FROM THE TRAINING

DATASET.

Average response time (ms) 95th percentile response time (ms)

Graph Min 25th Median 75th Max Min 25th Median 75th Max

4-tier 0.211 0.337 0.566 1.17 63.8 0.833 0.958 1.32 6.12 728
SN-1 1.09 1.96 3.40 5.66 121 3.60 8.95 14.0 21.1 930
SN-2 1.12 2.04 3.71 5.96 150 3.62 9.07 14.9 21.8 936
Mix 0.211 1.16 2.33 4.97 150 0.834 4.57 10.8 19.3 936

TABLE II
MICROSERVICES RESPONSE TIME STATISTICS FROM THE TRAINING

DATASET.

Average response time (ms) 95th percentile response time (ms)

Graph Min 25th Median 75th Max Min 25th Median 75th Max

4-tier 0.00190 0.0131 0.450 4.51 490 0.00644 0.0347 1.293 14.5 2612
SN-1 0.0116 0.201 1.88 4.90 121 0.0297 0.602 10.0 15.15 930
SN-2 0.0117 0.166 1.65 4.70 150 0.0296 0.491 8.78 15.0 936
Mix 0.00190 0.200 1.55 4.80 490 0.00644 0.572 8.30 15.0 2612

B. LQ-GNN Implementation and Training

The proposed GNN model was implemented using the
IGNNITION Framework [28], which allows a fast prototyping
of the solution. The implemented model is available online3.

The main implementation setup characteristics are:
• The dimension of all entities’ hidden states is 8.
• The number of iterations (T ) is set to 8.
• The neural network for generating the messages between

activities is a two-layer, fully connected neural network
with 32 and 8 units and ReLU activation.

• The readout neural network is implemented as a 3-layer
fully connected neural network with ReLU activation
function and 32 units for the hidden layers, and a linear
one for the output layer.

For each of the three graphs, we train the GNN model,
thus getting a different trained GNN for each graph. We use
the training and validation dataset of the corresponding graph
for training, while preserving the test dataset for evaluating
the performance, using instances never seen during training.

3https://github.com/mrichart/lq-gnn

Fig. 5. Evolution of loss during training for the 4-tier graph.

In addition, we also trained a fourth GNN model using
randomly selected instances from the three previous graphs.
The rationale is to show the generalization capability of the
approach; the trained GNN is not tied to a particular graph.

We set the Mean Squared Error as the loss function for
training, and we use an Adam optimizer with an initial learning
rate of 0.001. We train each model over 50 epochs. Each epoch
has between 1,000 and 1,600 steps, depending on the size of
the training dataset. For graphs 4-tier and SN-1 we set a batch
size of 65, while for graph SN-2 and the Mix case we set the
batch size to 128. All these values were empirically obtained
so as to maximize prediction performance.

The average training time for the 4-tier graph was of 60
hours, for the SN-1 graph of 190 hours, for the SN-2 graph
of 45 hours, and for the Mix case of 280 hours. In Figure 5,
we show the evolution of the training and validation losses for
the 4-tier graph. As we can see, it converges to a satisfactory
low value in the 50 epochs used for training.

C. End-to-end Response Time

In this section, we show the performance of our proposed
LQ-GNN model on predicting the end-to-end response time
of the applications under evaluation.

We computed the error of the LQ-GNN predictions with re-
spect to the results of the µqSim simulator using four different
statistical metrics: Mean Absolute Percentage Error (MAPE),
Mean Absolute Error (MAE), Mean Square Logarithmic Error
(MSLE) and Root Mean Squared Error (RMSE). Our objective
with MAPE and MSLE is to show the accuracy of our model.
While MAPE is easily understood as a percentage, MSLE
shows more stability when dealing with data with a wide
range of values, such as the response times of individual
microservices. On the other hand, MAE and RMSE show
a measure of the prediction error in time units, which is
very helpful to understand the expected performance of the
proposed predictive model. While MAE is easier to interpret,
we also include RMSE as it has a higher sensitivity to large
error values.

In Tables III and IV we present the error results for
predicting the average and the 95th percentile of the response
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time of the entire application compared to the results obtained
with the simulator.

Regarding the average response time, the prediction accu-
racy of LQ-GNN is highly reliable when trained and tested
on an individual application, achieving a MAPE between 5%
and 7%. However, when using the generalized model (where
the GNN is trained on a combination of the three graphs) the
accuracy decreases, resulting in a MAPE of approximately
10%. For the other two statistical metrics, the MAE ranges
between 0.2ms and 0.4ms, while the RMSE falls between
1.6ms and 2.1ms across all cases.

TABLE III
AVERAGE RESPONSE TIME PREDICTION PERFORMANCE OF LQ-GNN.

Graph MAPE MAE MSLE RMSE

4-tier 6.9% 0.239 0.0230 1.633
SN-1 4.6% 0.388 0.0118 2.191
SN-2 4.7% 0.383 0.0090 2.046
Mix 9.7% 0.342 0.0459 2.102

To better understand the significance of the obtained accu-
racy values, it is important to consider the objective of these
predictions. As described in the introductory section, the goal
of our LQ-GNN predictions is to assist an elasticity controller
in making informed decisions regarding the placement and
resource allocation of an application. Given that response
times in microservice-based applications typically range from
several milliseconds to hundreds of milliseconds, a mean
absolute error of 0.4 ms represents only a small fraction of
the total response time. This level of error is well within
an acceptable range for practical decision-making, as it does
not significantly impact the controller’s ability to optimize
resource allocation effectively.

For the tail response time (95th percentile), the MAPE
is slightly higher, ranging from 7% to 10%, with an MAE
of around 2ms. However, considering that the response time
values in this case are significantly higher and more varied (see
Table I), these results are still very promising. Once again,
for the purpose of considering such predictions, the errors
obtained are satisfactory.

TABLE IV
95TH PERCENTILE RESPONSE TIME PREDICTION PERFORMANCE OF

LQ-GNN.

Graph MAPE MAE MSLE RMSE

4-tier 7.4% 1.747 0.0210 12.533
SN-1 6.9% 2.539 0.0374 15.050
SN-2 7.3% 2.171 0.0213 13.838
Mix 9.6% 2.081 0.0290 15.081

D. Microservice Response Time

We also evaluated the performance of LQ-GNN on predict-
ing the response time of individual microservices of the ap-
plication. Having an individual prediction for each constituent
microservice would allow an elasticity controller to have a
more detailed diagnosis of the performance of the application.

In particular, this would help finding microservices which are
generating high response times and decide, for example, to
increase their resources or change their placement.

As in the previous section, we report the error of LQ-GNN
prediction with respect to the results of the µqSim simulator
using the same error metrics. In Tables V and VI, the average
response time and the results of the 95th percentile response
time are presented. To ease visualization, we calculated the
error for each microservice of the application and averaged
by the total number of microservices.

TABLE V
INDIVIDUAL MICROSERVICE AVERAGE RESPONSE TIME PREDICTION

PERFORMANCE OF LQ-GNN.

Graph MAPE MAE MSLE RMSE

4-tier 4.7% 0.422 0.0126 5.344
SN-1 3.2% 0.185 0.0079 1.459
SN-2 6.5% 0.301 0.0199 1.569
Mix 9.5% 0.438 0.0114 5.546

Similarly to the case of the end-to-end response time, the
results are highly accurate. For the average response time of
the three graphs, the MAPE ranges between 3% and 6.5%,
with an MAE between 0.2ms and 0.4ms. For the case of the
4-tier graph, we can observe a higher RMSE compared to the
others. This is because, in this scenario, the variability of the
response time among the different microservices is higher (see
Table II) and includes a considerable amount of outliers. As
in previous results, the more general model has a higher error
with a MAPE of 9.5%, but still maintaining a good prediction
accuracy in the other metrics.

TABLE VI
INDIVIDUAL MICROSERVICE 95TH PERCENTILE RESPONSE TIME

PREDICTION PERFORMANCE OF LQ-GNN.

Graph MAPE MAE MSLE RMSE

4-tier 4.5% 1.492 0.0122 21.011
SN-1 5.6% 1.313 0.0215 9.825
SN-2 7.4% 1.493 0.0271 9.800
Mix 7.3% 2.281 0.0329 27.553

For the prediction of tail response time (95th percentile) of
a microservice, we have very similar performance results. In
this case, we obtain a MAPE between 4.5% and 7.5% and a
MAE of around 1.5ms. Again, given the broader distribution
of different response times in the dataset of the 4-tier graph,
the RMSE for this case (and for the Mix case) is much higher.

E. LQN Analytical Solver

To compare our results against other potential prediction
approaches, we have used an LQN analytical solver. The
LQN solver [13] consists of an iterative algorithm based on
the Linearizer algorithm [29]. The Linearizer is a heuristic
algorithm to obtain approximate average statistics from basic
queueing-network. Briefly explained, the LQN solver works by
applying the Linearizer algorithm to each layer of the LQN
graph in an iterative manner until a convergence threshold is
reached. Therefore, it is important to note that the LQN solver
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does not provide an exact solution to the problem because of
its coarse-grain approach.

For the LQN solver, we have used the same datasets and
performed the same tests for each graph. As we did with LQ-
GNN, we compare the response times found by the solver
with the results obtained by the µqSim Simulator. The results
obtained were not very promising, with an MAPE between
50% and 60%, depending on the graph, for both the end-to-end
response time and the microservices response time. Therefore,
we discarded providing a more detailed comparison.

Moreover, to validate the model implemented for the LQN
solver (note that the model needs to be described in a specific
XML Schema 4), we tested the same specified LQN model by
an LQN simulator [16]. For the LQN simulator, it was not
possible to run the entire test dataset since each simulation
takes between 60 and 120 minutes to complete and it would
have been necessary to carry out up to 250K simulations.
However, we randomly selected 200 instances from the 4-
tier graph and ran them in the LQN simulator. Again, we
compare the results of the LQN Simulator with those of the
µqSim Simulator. We obtained an average MAPE of 15%,
suggesting that the model implemented is accurate and that is
the LQN solver that does not produce good results for our test
cases.

VII. CONCLUSIONS AND FUTURE WORK

In this work, we have analyzed the challenges and so-
lutions involving the placement and resource allocation of
microservice-based applications in a computing continuum
working scenario. By focusing on providing elasticity for the
deployment of applications onto a computing continuum, we
emphasize the requirement to have a performance modeling
tool of microservice-based applications.

In this regard, we propose LQ-GNN, a novel strategy
to predict the response time of microservice-based applica-
tions while considering different microservice locations and
resource assignments. We demonstrated that the LQ-GNN
model, leveraging Layered Queueing Networks and Graph
Neural Networks, provides a robust framework for predict-
ing applications performance. This model offers significant
improvements over existing approaches, making it a feasible
tool for real-time resource allocation and elasticity control.
The results showed that the model assures acceptable error
margins even when generalized across multiple applications,
ensuring its practical applicability in diverse scenarios.

Moreover, we have highlighted the limitations of current
approaches, such as the computational cost of simulations, the
unrealistic assumptions of analytical solvers, the generalization
shortage of similar ML solutions, and how our approach ad-
dresses those shortcomings. In summary, our work contributes
to providing a valuable tool in the decision-making of resource
allocation approaches allowing for more accurate and timely
solutions.

Future research will further refine this model, exploring
its application in increasingly complex and heterogeneous
cloud computing environments as well as for more intricate

4http://www.sce.carleton.ca/rads/lqns/lqn-documentation/schema/

microservice-based applications. We also plan to extend our
testing with real-world data, aiming to validate and refine our
model’s performance in practical environments. This step will
allow us to better understand the challenges and opportunities
presented by real-world applications and improve the robust-
ness and versatility of the model.
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