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Abstract

The ISO 9806:2017 standard is widely used to characterize the thermal performance of solar collectors. It

permits two test methods: Steady State Testing (SST) and Quasi-Dynamic Testing (QDT). While SST

requires high stability and clear sky conditions, which limit its application, QDT offers more flexibility in

sky conditions. In contrast, the QDT method adds complexity due to the handling of transient phenomena

during data processing. There are two approaches to parameter identification in QDT: multilinear regression

(MLR) and dynamic parameter identification (DPI). MLR, the most common tool, faces challenges with

certain collector types and its results depend on the data averaging time. DPI, while more complex, has the

potential to overcome MLR’s shortcomings. Which of these two methods is most suitable for testing low-

temperature solar collectors in a broad sense is an issue that has not yet been addressed. This work provides

evidence that the DPI procedure is more convenient than the MLR procedure, especially for evacuated tube

collectors with heat pipes. Specifically, it is shown that DPI produces more reliable test results and provides

more accurate estimates of useful power, and it exhibits less variability with respect to data averaging time,

demonstrating its improved robustness.

Keywords: Solar thermal collector, dynamic parameter identification, transient model, ISO 9806 standard.

1. Introduction 1

The ISO 9806:2017 [1] is the most widely used standard for characterizing the thermal performance of 2

solar collectors. It establishes a general thermal model that can be used for a wide variety of technologies: 3

flat plate, evacuated tube, concentrating, etc., both for water and air solar heating systems. Although 4

there are other standards such as ASHRAE-93 [2], they have a high degree of similarity, making them 5

essentially equivalent to each other [3]. The ISO 9806:2017 standard includes two test procedures: Steady 6

State Testing (SST), which requires a high degree of system stability (including flow rate, inlet temperature, 7
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List of Symbols

ṁ Mass flow rate, kg s−1.

Q̇u Useful power produced by the collector, W.

η0,b collector peak efficiency referred to direct solar

irradiance.

η0,hem collector peak efficiency referred to global solar

irradiance.

θ Incidence angle.

θL Longitudinal angle of incidence.

θT Transversal angle of incidence.

ϑa Ambient air temperature, ◦C.

ϑi Collector inlet temperature, ◦C.

ϑm Mean temperature of heat transfer fluid, ◦C.

ϑo Collector outlet temperature, ◦C.

a1 Heat loss coefficient, W/m2K.

a2 Temperature dependence of the heat loss coeffi-

cient, W/m2K2.

a5 Effective thermal capacity, J/Km2.

AG Gross area of collector, m2.

fd Diffuse fraction, Gdt/Gt.

Gbt Direct solar irradiance on collector plane, Wm−2.

Gdt Diffuse solar irradiance on collector plane,

Wm−2.

Gt Global solar irradiance on collector plane,

Wm−2.

Kb Incidence angle modifier for direct solar irradi-

ance.

Kd incidence angle modifier for diffuse solar irradi-

ance.

KbL Incidence angle modifier in the longitudinal

plane.

KbT Incidence angle modifier in the transversal plane.

Khem Incidence angle modifier for global solar irradi-

ance.

q Volumetric flow rate, Lmin−1.

u Surrounding air speed, ms−1.

solar irradiance, wind speed, etc.), and Quasi-Dynamic Testing (QDT), where stability conditions are more8

flexible. Numerous publications have demonstrated the equivalence between these methods, using the current9

ISO 9806:2017 standard for flat plate collectors (FPC) [4] and evacuated tube collectors (ETC) [5], as well as10

the European standard EN 12975 for the same technologies, FPC [6] and ETC [7]. The latest version of this11

standard has become a requirements standard from now on, referring to ISO 9806. This work focuses on the12

QDT method, specifically for water heating systems, considering the two main solar collector technologies:13

flat plate and evacuated tube. Next, a brief background on the QDT methodology is provided.14

1.1. State of the art15

The SST methodology requires strict control of test variables, particularly solar irradiance stability.16

As a result, outdoor testing must adhere to strict clear-sky conditions, limiting the viability of testing in17

regions with variable cloud conditions. In contrast, the less common QDT methodology allows for collector18

operation under a variety of sky conditions - clear, partly cloudy, and completely cloudy. This flexibility19

makes quasi-dynamic testing more suitable for climates with variable cloudiness, resulting in shorter testing20

times and increased testing capacity for outdoor laboratories, as shown for temperate climate zones in21

Europe [7] and Latin America [8]. However, data processing for the QDT method becomes more complex22
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due to the management of transient collector behavior and the separation modeling of direct and diffuse 23

solar irradiance. 24

There are two different approaches to determining the parameters of the models in the QDT methodology 25

[6], which differ in how they handle transient phenomena. The first method involves approximating the 26

time derivative using finite differences and treating it as an independent variable in a regression algorithm, 27

commonly known as multi-linear regression (MLR). The second method is to perform a dynamic simulation 28

coupled with a non-linear regression algorithm (Dynamic Parameter Identification, DPI). While DPI offers 29

advantages over the MLR method, its implementation is more challenging. The study by Muschaweck and 30

Spirkl [9] represents one of the early precedents for this procedure for FPC. The thermodynamic model 31

used in this work was later improved by Bosanac [10], becoming more similar to the current thermal model 32

suggested by ISO 9806:2017 for this type of collector. Fischer et al. [11] demonstrated the equivalence 33

between these two methods for four different flat plate collectors. The equivalence for evacuated tube 34

collectors has not been addressed yet. 35

The MLR method is the most widely used tool due to its simplicity and has been implemented in a variety 36

of technologies. In addition to the FPC and ETC collectors already mentioned, there are also precedents for 37

their application to uncovered collectors [7], parabolic trough collectors [12] and Fresnel concentrators [13]. 38

However, it has some disadvantages, which are summarized below. First, MLR results depends of averaging 39

time used for experimental data [14]. Although a 30-second averaging time is suggested by the standard, it is 40

well known that small averaging time duration can create difficulties in the parameter identification process. 41

Typically, data averaging times of 5 to 10 minutes are used, producing results similar to those of the SST 42

method. The specific data averaging time that provides the best results, closest to SST parameter values, 43

depends on the collector technology. Second, while this methodology is widely used in the context of flat 44

plate collectors, some difficulties have been reported when trying to extend this methodology to evacuated 45

tube collectors with heat pipes [15]. These types of collectors have a much larger time constant compared to 46

other technologies, and the MLR method has difficulty in accurately describing the temperature variations 47

at the collector outlet. This makes it difficult to determine some of the characteristic parameters, especially 48

those related to the incident angle modifier. Finally, the MLR method must limit temperature variations at 49

the collector inlet. This is not a problem in QDT testing because the standard itself imposes a limit on the 50

variability, but it becomes an issue in the context of in-situ testing [14]. 51

The DPI procedure has the potential to overcome the disadvantages of the MLR method. In this 52

regard, DPI allows the use of test data with high temporal resolution, e.g. 10 seconds, as shown in [13], 53

as well as a 5-minute average, as shown in [10]. Therefore, this procedure appears to be more robust in 54

handling different data averaging times. On the other hand, DPI provides greater flexibility regarding the 55

thermodynamic model of the collector [11], allowing the use of more sophisticated models. For example, it 56

allows the use of multi-nodal models, which have been shown to be suitable for in-situ testing and are able 57
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to handle significant variations in fluid temperature at the collector inlet [14]. Finally, it is worth noting58

that the combination of multi-node models and high temporal resolution test data allows a more accurate59

reproduction of the real collector dynamics, improving the modeling of transient phenomena and resulting60

in shorter test times [13].61

The disadvantage of the DPI procedure is that its implementation requires the use of more complex math-62

ematical tools. While some implementations are available for the kind of collector used in this work, they63

often rely on closed-code or paid programs [14], making replication difficult. Furthermore, the implementa-64

tion of this method for evacuated tube collectors has not yet been reported in the literature, compromising65

the generality of the method, which represents another limitation of this approach.66

1.2. Article’s contribution67

The main objective of this work is to demonstrate that the DPI procedure is the better choice for QDT68

testing of low-temperature solar collectors.69

It is observed that critical aspects of the QDT method are significantly improved through this procedure,70

especially for evacuated tubes. To achieve this objective, a specific implementation of the DPI procedure71

for both types of collectors is presented and experimentally validated against SST results and compared to72

QDT-MLR results. Specifically, the test data from a Flat Plate Collector (FPC) and an Evacuated Tube73

Collector with Heat Pipes (ETC-HP) are considered. This work represents the first case of implementation74

of the DPI procedure for ETC-HP collectors. Thus, it represents a significant progress in demonstrating the75

generality of the DPI procedure, that is, its application to different technologies.76

The advantage of the DPI procedure demonstrated in this work are the following. First, through sen-77

sitivity analysis and comparison with MLR results, it is shown that the DPI procedure has less variability78

in terms of data averaging time. While for the MLR method this variable (data averaging time) has to be79

set specifically for each type of collector, in the DPI procedure this variable can be set within a wide range80

without compromising the results. The ability of the DPI procedure to work with data of high temporal81

resolution is demonstrated, showing the superiority of this procedure over the MLR in terms of parameter82

uncertainty and the consequent precision of the useful power estimation. Furthermore, it is shown that83

DPI reduces the problems associated with the determination of the IAM in the case of ETC technology. It84

provides more reliable results and allows to reduce the test duration by shortening the sequences related to85

the IAM determination.86

Finally, to address one of the major drawbacks of the DPI procedure, a free and explained computational87

code is provided. This not only facilitates the replication of this work, but also aims to broaden the88

application of the DPI procedure to test laboratories worldwide. The availability of such free and open89

algorithms is an important foundation for future research in the field of solar collector testing, which has90

not been provided in previous related work.91
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1.3. Article’s outline 92

This article is organized as follows. In the following section, Section 2, we describe the thermodynamic 93

model proposed by the ISO 9806:2017 standard for low-temperature glazed solar collectors, along with the 94

specific DPI algorithm implemented in this work. In Section 3, we provide detailed information about the 95

test platform, the collectors tested and the measurements performed. In Section 4, we present the results 96

obtained using the DPI procedure and compare them with SST and QDT-MLR results, thus providing 97

experimental validation for the proposed DPI procedure. This section also highlights the advantages of the 98

DPI procedure over the MLR and discusses the findings. Finally, Section 5 summarizes the main conclusions. 99

2. Methodology 100

This section describes the thermodynamic model used for the QDT methodology, the test procedure, 101

and the dynamic parameter identification algorithm introduced in this work. 102

2.1. Thermodynamic model and parameters 103

The thermodynamic model used by the quasi-dynamic method in the ISO 9806:2017 standard is quite 104

general and applicable to different solar collector technologies. The standard provides guidelines for using 105

the model in each case, specifying the terms that can be omitted from the general equation based on the 106

technology of the solar collector being tested. The proposed model for low-temperature glazed collectors is 107

shown in Eq. (1): 108

Q̇u

AG
= η0,b [Kb (θ) Gbt +Kd Gdt]− a1 (ϑm − ϑa)− a2 (ϑm − ϑa)

2 − a5
dϑm

dt
, (1)

where Q̇u is the useful power produced by the collector (i.e. delivered to the heat transfer fluid), Gbt and Gdt 109

are the direct and diffuse solar irradiance on the collector plane, respectively, ϑm is the average temperature 110

of the fluid passing through the collector (it is calculated as the average of the inlet and outlet temperatures, 111

assuming a linear temperature variation along the collector), ϑa is the ambient temperature, and the set of 112

parameters p that characterize the thermal behavior of the collector are: η0,b, Kb, Kd, a1, a2 and a5. The 113

first parameter is the optical efficiency of the collector at normal incidence referred to direct solar irradiance, 114

a1 and a2 are the thermal loss factors, a5 is the effective thermal capacity divided by the gross collector 115

area (AG), and Kb and Kd are the incident angle modifiers (IAM – Incident Angle Modifier) with respect 116

to direct and diffuse solar irradiance, respectively. 117

All parameters are constant except the IAM associated to the direct solar irradiance, Kb, which varies 118

with the angle of incidence, θ. For this function we use the model of [4], originally designed for flat plate 119

collectors and then extended to evacuated tube collectors in [5]. Thus, it is a general model applicable to 120

different technologies (uniaxial and biaxial IAM). This model involves dividing the incident angle range into 121
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smaller intervals and using a piecewise linear function within each interval. For example, with a 10◦ interval,122

the adjustable parameters would be Kb(10
◦),Kb(20

◦), . . . ,Kb(80
◦), where Kb(θi) is the Kb value at angle123

θi. It is set that Kb(0
◦) = 1 and Kb(90

◦) = 0. This approach outperforms other models over a wide range124

of incidence angles as shown in [4].125

In the case of evacuated tube collectors, Kb is a function of two angles of incidence, θL and θT , corre-126

sponding to angles projected onto two perpendicular planes. We use the simplification of [16], factorizing127

the IAM into two different functions: Kb = KbL × KbT . Here, KbL denotes Kb computed at (θL, 0), and128

KbT denotes Kb computed at (0, θT ). In this case, the discretization process was applied to both KbL and129

KbT .130

2.2. Test procedure131

In the QDT method, parameter identification involves a single test that requires the execution of at132

least one measurement sequence for each designated day type. Each day type corresponds to a specific133

measurement sequence defined by the standard. The total number of sequences required will depend on134

local climatic conditions and the timing of the test. Each day type should last a minimum of 3 hours and135

may consist of several non-consecutive sub-sequences, each lasting a minimum of 30 minutes. There are four136

different day types, each with specific conditions as described in the following paragraph.137

Day type 1 requires running sequences where the fluid temperature is close to the ambient temperature,138

primarily under clear sky conditions. The angle of incidence is varied within a specified range to provide139

sufficient variability for the Kb function. Day Type 2 involves measurements under varying cloud cover140

conditions. Day Type 3 requires the collector to operate at an intermediate inlet temperature, at least141

two different temperatures are required, and Day Type 4 requires a high inlet temperature sequence. Both142

day types 3 and 4 must include clear sky measurements. Guidelines for improving the clarity of parameter143

identification for ETC-HP technology are outlined in [5, 15].144

To ensure that the experimental data set contains sufficient variability for accurate parameter identifi-145

cation, the standard recommends generating the following plots: 1) (ϑm − ϑa) as a function of G; 2) Gbt as146

a function of θ; 3) Gdt as a function of G; and 4) (ϑm − ϑa) as a function of wind velocity parallel to the147

collector area, u. These plots should be compared to the typical plots of the standard and show a significant148

degree of similarity. Variability in this work is ensured in accordance with the ISO 9806:2017 standard.149

Although this work focuses primarily on the QDT method, the SST method is also implemented and150

presented in Section 4 as a baseline and reference. The SST method is well known and described in numerous151

references, such as [7], and therefore its detailed explanation is omitted.152

2.3. Parameter identification algorithm for QDT methodology153

There are two parameter identification procedures for the QDT method [6]: (i) the finite difference154

approximation of the time derivative and (ii) dynamic parameter identification. In both cases, the afore-155
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mentioned thermodynamic model is used and the mean squared error of the useful power serves as the 156

objective function for minimization: 157

Ec(p) =
1

M

M∑
i=1

[
Q̇u(ti)− Q̇∗

u(ti, p)
]2

, (2)

where Q̇u(ti) represents the useful power produced by the collector at time ti (experimental measurement), 158

Q̇∗
u(ti, p) is the model estimate of useful power at the same time, and M is the number of measurements. 159

Note that the mean squared error is a function of the parameters, i.e., Ec = Ec(p). The goal of the regression 160

algorithm is to find the parameter set p̂ that minimizes the function Ec(p). 161

Regarding the regression algorithm, in this study the Two-Metric Projection method has been imple- 162

mented for both parameter identification procedures [17]. This algorithm is iterative, non-linear and con- 163

strained, and its versatility is highlighted, being suitable for different collector technologies. Furthermore, 164

its constraints ensure convergence to physically plausible values. To reduce the algorithm’s susceptibility 165

to local minima, the procedure is iterated with 10 different randomly generated starting points, and the 166

solution with the smallest mean square error is selected. Parameter uncertainties are estimated using a 167

linearization approach [13]. Detailed information on this algorithm can be found in [5]. 168

The parameter identification procedures, MLR and DPI, differ in how they estimate Q̇∗
u. In particular, 169

the procedures differ in their approach to transient effects, which is discussed in detail in the following 170

subsections. In both cases, averages of the variables involved should be taken every certain time interval. 171

2.3.1. Approximation of derivative by finite difference (MLR) 172

The essence of this method is a finite difference approximation of the time derivative of the mean 173

temperature of the fluid, as follows: 174

dϑm

dt
∼=

ϑm(t+∆t)− ϑm(t)

∆t
. (3)

where ∆t is the data averaging time, ϑm(t) and ϑm(t + ∆t) are, respectively, the experimental average 175

temperature of the fluid at the beginning and at the end of the time interval ∆t. The estimated useful 176

power produced by the collector, Q̇∗
u, is estimated using Eq. (1) in combination with Eq. (3). Subsequently, 177

the term dϑm/dt serves as an additional independent variable in the regression algorithm, along with the 178

other measured variables on the right side of Eq. (1): ϑi, ϑa, θ, Gb, and Gd, averaged over ∆t. 179

Note that in this procedure, the regression algorithm can be either linear or non-linear, depending on 180

the collector technology. In the case of flat plate collectors, the thermodynamic model can be expressed 181

linearly in terms of the parameters. Thus, the regression problems can be reduced to a simple Multi-Linear 182

Regression (MLR) algorithm. Since the first implementations of this procedure were applied to flat plate 183

collectors [18], this procedure is commonly known as MLR. However, as mentioned before, for the generality 184

of this work, a non-linear algorithm has been chosen. 185
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This procedure is applicable to different collector technologies and is widely used as mentioned above,186

mainly due to its simplicity of implementation. In particular, we highlight the previous work of [5], a study187

that provides a computational program for parameter identification using the QDT methodology through188

the MLR procedure. This program is intended for general use with low temperature glazed solar collectors.189

2.3.2. Dynamic parameter identification (DPI)190

This procedure differs from the previous one in that it requires a dynamic simulation of the collector.191

Specifically, the estimation of the mean fluid temperature, ϑ∗
m, is obtained by solving the differential equation192

provided by Eq. (1) based on the input variables and a set of characteristic parameters p. Once this equation193

is solved, Q̇∗
u is estimated as follows,194

Q̇∗
u = 2 ṁ cp (ϑ∗

m − ϑi) , (4)

where ṁ and ϑi correspond to the experimental measurements of mass flow rate and fluid temperature195

at the collector inlet, respectively. To distinguish experimental measurements from estimates, an asterisk196

notation is used. Variables with an asterisk (e.g., Q̇∗
u) represent estimates, while those without it correspond197

to experimental measurements.198

The input variables correspond to measurements of the relevant variables in the collector modeling:199

ϑa, θ, Gb, and Gd, which are added to the previously mentioned ϑi and ṁ. These input variables are200

time-dependent functions (averaged over ∆t), but remain constant during each iteration of the regression201

algorithm, while the characteristic parameters of the collector vary in each iteration.202

In this work, the differential equation is solved numerically with the procedure that is explained below.203

To do this, Eq. (1) is first combined with Eq. (4) and conveniently rewritten as follows:204

dϑ∗
m

dt
=

AG

a5

(
η0,b [Kb (θ) Gbt +Kd Gdt]− a1 (ϑ

∗
m − ϑa)− a2 (ϑ

∗
m − ϑa)

2 − 2ṁcp (ϑ
∗
m − ϑi)

AG

)
. (5)

Then, the value of ϑ∗
m at a generic time ti, i.e., ϑ∗

m(ti), is determined by integrating Eq. (5) between the205

times ti−1 and ti, assuming the value of ϑ∗
m at the initial time t0 is known. This integral is performed using206

the trapezoidal rule. For simplicity, we will refer to F (t, ϑ∗
m) as the right-hand side of Eq. (5). This results207

in:208

ϑ∗
m(ti) = ϑ∗

m(ti−1) +
δt

2
[F (ti, ϑ

∗
m(ti)) + F (ti−1, ϑ

∗
m(ti−1))] , (6)

where δt = ti−1 − ti represents the simulation time step. The Eq. (6) is non-linear with respect to ϑ∗
m(ti)209

and is solved for each time step by a fixed-point iteration. The forward Euler method, which approximates210

the integral by the area of a rectangle, is used as the initial value for this iteration.211

ϑ∗
m(ti) = ϑ∗

m(ti−1) + δt F (ti−1, ϑ
∗
m(ti−1)) . (7)

The numerical accuracy of the trapezoidal rule method is directly influenced by the chosen simulation212

time step. In general, the numerical error decreases with decreasing simulation time step. Higher values213
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of the simulation time step can lead to convergence problems in the regression algorithm, as shown in 214

[19]. In the present work, the simulation time step is decoupled from the data averaging time. This solves 215

the aforementioned convergence problems and allows to reduce the numerical error simply by choosing a 216

simulation time step smaller than the data averaging time of the experimental data. However, the numerical 217

method still requires input variable values at each simulation time step. Consequently, when the simulation 218

time step is smaller than the data averaging time (δt < ∆t), the input variables are linearly interpolated. 219

The effects of varying these parameters or using an alternative numerical resolution method are explored in 220

the Section 4. 221

The numerical solution of the differential equation requires the regression algorithm to be nonlinear. The 222

combination of these factors makes the implementation of this procedure more challenging than the MLR 223

procedure. In this context, there are some precedents for the implementation of this parameter identification 224

procedure for low-temperature collectors [14, 20]. However, all of these implementations rely on closed- 225

source, paid tools, which further complicates reproducibility. Furthermore, these works only demonstrate 226

the implementation of the method for flat plate collectors. While the procedure is theoretically applicable to 227

other types of technologies, similar to MLR, this generalization has not yet been demonstrated nor tested. 228

As mentioned in the introduction, this work aims to further demonstrate the generality of the procedure 229

and improve its reproducibility by providing well-described computational code (see the Data and Software 230

Availability section). This code represents an improvement and continuation of the software provided in 231

[5, 19]. 232

3. Test facilities and experimental data 233

This section describes the test facilities, the collector tested, and the measurements used to determine 234

the collector parameters. 235

3.1. Testing facilities and evaluated collectors 236

The experiments were carried out at the Solar Heater Test Bench (Banco de Ensayos de Calenta- 237

dores Solares - BECS) located at the Solar Energy Laboratory (Laboratorio de Energía Solar - LES, 238

http://les.edu.uy/) of the University of the Republic (Udelar) in Salto, Uruguay (latitude=−31.28◦°S, 239

longitude=−57.92◦°W). This test facility, adapted by researchers at LES, is based on existing facilities at 240

the National Renewable Energy Center (Centro Nacional de Energías Renovables - CENER) in Spain and 241

is described in detail in [4]. It is noteworthy that in 2019 this test facility participated in a laboratory 242

intercomparison at the Latin American regional level, organized by the PTB (Physikalisch-Technische Bun- 243

desanstalt), the German metrology institute. It received the highest rating in most of the test variables 244

and received only two minor observations related to the determination of secondary variables, both of which 245

have already been addressed by the laboratory [21]. 246
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For this study, the thermal performance of two solar thermal collectors was evaluated: a flat plate247

collector, denoted as FPC, and an evacuated tube collector with heat pipes, denoted as ETC-HP. The FPC,248

which serves as the reference collector in the aforementioned interlaboratory comparison, has a gross area249

of 2.02m2 and is made of a copper plate and a selective titanium oxide coating, which contribute to its250

excellent thermal performance. The ETC-HP has a gross area of 1.55m2 and consists of 10 evacuated tubes,251

each with an outside diameter of 59mm and a length of 1.80 cm, spaced 18mm apart. This collector is252

equipped with heat pipes measuring 168.7 cm in length, with 163 cm as the evaporator section and 5.7 cm as253

the condenser section. The diameters of the evaporator and condenser are 14mm and 8mm, respectively.254

The FPC was tested from April 30 to May 15, 2021, and the ETC-HP was tested from September 3 to255

September 30, 2022. Both collectors were mounted on a mobile tracker with a manually adjustable horizontal256

tilt and an azimuth that could be adjusted either manually or automatically at 2-minute intervals.257

3.2. Data set description258

The tests were conducted in accordance with the ISO 9806:2017 standard. Throughout the experiments,259

a spatial average wind speed of 3m/s was maintained using blowers. In addition, the flow rates were set260

to 2.40L/min for the FPC and 1.90L/min for the ETC-HP, following the standard recommendation. Five261

different measurement sequences were obtained for the FPC and six different sequences for the ETC-HP262

(due to its complex IAM) using the QDT method. The main characteristics of these measurement sequences263

for each collector are summarized in Table 1.264

Table 1: Description of the measurement sequences performed on each collector for the QDT method.

Collector Sec. Date Hour ϑi (◦C) q (L/min)
ϑm − ϑa

fd θ (◦) θL (◦) θT (◦)
(◦C)

FPC

1a 04/30/2021 08:15-17:35 20.1(0.55) 2.388(0.89) 7.3 0.08-0.35 0-69 - -

2a 11/05/2021 09:35-12:45 16.1(0.17) 2.388(1.87) 3.5 0.06-0.95 0-44 - -

3a 08/05/2021 12:45-15:55 42.5(0.13) 2.388(1.01) 26.9 0.07-0.09 0-44 - -

3b 12/05/2021 12:45-15:55 61.8(0.10) 2.391(1.04) 45.9 0.07-0.11 0-44 - -

4a 15/05/2021 09:35-12:55 82.9(0.25) 2.389(0.83) 67.1 0.08-0.09 0-44 - -

ETC-HP

1a 07/09/2022 07:51-17:15 22.9(0.49) 1.889(0.56) 3.0 0.12-0.26 - 0-8 0-72

1b 27/09/2022 08:05-17:15 24.9(0.20) 1.892(0.62) 2.6 0.10-0.13 - 0-40 0

2a 30/09/2022 11:15-14:30 23.0(0.16) 1.892(0.52) 2.5 0.17-0.99 - 0-18 0

3a 04/09/2022 12:35-15:50 45.9(0.11) 1.892(0.28) 29.0 0.10-0.10 - 0-12 0

3b 05/09/2022 12:35-15:50 66.9(0.17) 1.891(0.46) 47.0 0.09-0.10 - 0-12 0

4a 03/09/2022 12:35-15:50 88.5(0.15) 1.892(0.77) 72.4 0.09-0.09 - 0-12 0

The table contains information about the test date, inlet temperature ϑi (mean and maximum variabil-265

ity), flow rate q (mean and maximum variability), mean temperature difference ϑm − ϑa, diffuse fraction266
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fd = Gdh/Gh (range of variation), angle of incidence and transverse and longitudinal angles of incidence 267

(range of variation). All sequences meet the collector inlet temperature and flow stability requirements of 268

the standard for the QDT method; variability is less than ±1 ◦C and 2% of the mean, respectively. 269

The SST method used the same data set, but underwent different processing procedures to identify the 270

subsequences or data points that met the specific measurement requirements of that method. 271

4. Results 272

In this section, we present and discuss the results of the two test methods, SST and QDT, as well as 273

the two parameter identification procedures for the QDT method: MLR and DPI, both with the non-linear 274

optimization method. Subsection 4.1 validates the DPI algorithm presented in this work and provides an 275

analysis of the discrepancies between these test methods, especially for ETC-HP. In the following subsection 276

(Subsection 4.2), we show the advantages of the DPI procedure over MLR, demonstrating its superiority for 277

solar collector testing. 278

4.1. DPI algorithm validation 279

Table 2 shows the values of the parameters of the thermal models described in Eq. (1) for each test 280

method, together with the typical P67 uncertainty of the parameters. For all the parameters, a t-statistic 281

greater than 3 (ratio between the parameter value and its uncertainty) was obtained, indicating statistical 282

significance, except for the parameter a2, which had to be kept constant at zero in some cases, in accordance 283

with the test standard. Node values for the IAM are reported at 10 degree intervals, where Kb(80
◦) for FPC 284

and KbL(θL > 40◦) and KbT (80
◦) for ETC-HP correspond to interpolated data, as is usually done for these 285

high angle values. 286

For the QDT method and both parameter identification procedures, parameters were determined at four 287

different data averaging times: 30 seconds, 1, 5, and 10 minutes. In the case of the MLR method, 5-minute 288

averages were used for FPC and 10-minute averages were used for ETC-HP. This choice of data averaging 289

time minimizes the deviation from the results obtained with the SST method, as demonstrated in previous 290

studies [5, 8]. For the DPI procedure, although there are minimal changes in parameters with different data 291

averaging times (as shown in the following subsection), we have found that the 30-second average provides 292

the best option. In addition, a simulation time step of 30 seconds was chosen for the numerical simulation 293

in the DPI algorithm. 294

The results of the SST and QDT-MLR have been previously presented and discussed in [5, 8] for FPC and 295

ETC, respectively. The only difference in this study is the use of different test data for FPC. Considering the 296

previous testing of this type of collector [7], both test methods have a relatively high degree of agreement. 297

The main differences occurred in the parameters a5, Kd for both collectors and in the parameter Kb(θ ≥ 70◦) 298

for ETC-HP. 299
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Table 2: Parameter values and uncertainty for each collector obtained using the different test methods and parameter identifi-

cation procedures. Data not applicable is indicated by N/A.

Collector FPC ETC-HP

Testing SST QDT-MLR QDT-DPI SST QDT-MLR QDT-DPI

method (10 minutes) (5 minutes) (30 second) (10 minutes) (10 minutes) (30 second)

Parameters Value Uncer. Value Uncer. Value Uncer. Value Uncer. Value Uncer. Value Uncer.

η0,b 0.726 N/A 0.718 ±0.0018 0.72 ±0.0009 0.371 N/A 0.367 ±0.0027 0.365 ±0.0003

Kd 0.905 N/A 0.973 ±0.005 0.941 ±0.004 1.007 N/A 1.181 ±0.033 1.237 ±0.003

a1 4.499 ±0.0186 4.311 ±0.041 4.331 ±0.02 1.682 ±0.06 1.686 ±0.044 1.677 ±0.004

a2 0 N/A 0.001 ±0.0006 0.001 ±0.0003 0 N/A 0 N/A 0 N/A

a5 × 1000 11.0 ±0.6 11.4 ±0.3 12.7 ±0.2 207.6 ±1 126 ±4 168 ±0.7

θ Kb Kb Kb KbL KbT KbL KbT KbL KbT

0 1 1 1 1 1 1 1 1 1

10 1.00 0.99 0.99 0.99 1.01 0.98 1.01 0.98 1.00

20 1.00 0.99 0.99 0.99 1.07 1.00 1.07 1.00 1.09

30 1.00 0.99 0.98 1.00 1.15 1.00 1.20 1.00 1.18

40 1.00 0.98 0.98 0.97 1.29 0.93 1.39 1.00 1.36

50 0.97 0.94 0.94 0.77 1.40 0.74 1.58 0.80 1.57

60 0.90 0.86 0.87 0.58 1.44 0.56 1.57 0.60 1.56

70 0.72 0.74 0.68 0.39 1.18 0.37 1.68 0.40 1.75

80 0.36 0.37 0.34 0.19 0.59 0.19 0.84 0.20 0.88

90 0 0 0 0 0 0 0 0 0

In the case of QDT-DPI, the results of both collectors show small differences compared to QDT-MLR.300

Again, the largest differences are observed in the parameters a5, Kd and Kb(θ ≥ 70◦), but the discrepancies301

are smaller than those observed in SST vs. QDT-MLR. Regarding the differences observed in the parameters302

Kd and Kb(θ ≥ 70◦), it does not seem to be a clear trend that one algorithm gives better results than the303

other. The same applies to a5 for the FPC collector. However, in the case of a5 for the ETC-HP collector,304

the DPI algorithm gives values closer to those of the SST method, suggesting a better modeling of the305

transient effects of the collectors.306

It is important to note that the determination of the a5 value by the SST method follows the procedure307

described in section 25.2 of the ISO 9806:2017 standard. This involves operating the covered collector in308

a steady state, uncovering it and waiting for it to reach a new steady state. The a5 value is obtained by309

integrating the thermodynamic model between these two operating points. However, taking into account310

the mass and specific heat of ETC-HP materials, according to section 25.4 of the ISO 9806:2017, a5 values of311

5459 J/°Cm2 were obtained, which are significantly lower than the previous SST and QDT values in Table 2.312
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One interpretation of this difference could be that the procedure in section 25.4 of the ISO 9806:2017 does not 313

take into account the phase change within the heat pipe. This oversight may slow down the temperature 314

changes at the collector outlet, resulting in an effective thermal capacity greater than predicted by this 315

method (section 24.5 of the ISO 9806:2017). In other words, a5 from QDT and SST takes these effects 316

into account, resulting in lower values for this parameter. It is imperative to deepen this analysis and the 317

interpretation of the a5 parameter for this type of collector, which represents future work. 318

Despite the observations mentioned in the previous paragraph, we conclude that the DPI algorithm 319

presented in this paper has been successfully validated for both collectors and provides equivalent results 320

to SST and QDT-MLR. Although MLR and DPI give equivalent results when their optimal data averaging 321

time is considered, the latter has some advantages that are discussed in the following subsection. 322

4.2. Superiority of the DPI procedure 323

This subsection shows the advantages of the DPI procedure over the MLR. Subsection 4.2.1 shows the 324

robustness of DPI with respect to data averaging time, which results in lower parameter variability, and 325

also presents its ability to provide more accurate estimates of useful power and the consequent reduction 326

in parameter uncertainty. Subsection 4.2.2 shows that the DPI procedure yields more reliable IAM results, 327

showing greater robustness to experimental data and the possibility of reducing test duration. 328

4.2.1. Robustness against data averaging time 329

In this subsection, the robustness of the parameter identification procedures with respect to the data 330

averaging time is evaluated. For this comparison, parameter values for both collectors were determined 331

using the QDT method with different averaging times: 30 seconds, 1, 5 and 10 minutes. While 30 seconds 332

is the value suggested by the standard, 1 and 10 minutes are the typical values used in the literature. The 333

1 minute time base was chosen as an intermediate value between 30 seconds and 5 minutes, which also 334

reduces the number of samples to be treated computationally. Both MLR and DPI procedures were used for 335

parameter identification. The results are summarized in Table 3. For each parameter, the mean value and 336

the maximum variability are presented, taking into account the different data averaging times mentioned 337

above. The maximum variability for each parameter was calculated as the difference between the maximum 338

and minimum values and then expressed as a percentage of the average. At the end of the table, the average 339

of the maximum variability for all parameters is shown. For simplicity, the table presents the a50 factor 340

instead of a1 and a2, as it represents the overall thermal loss factor at a temperature difference of 50K. This 341

factor is calculated as a50 = a1 + 50× a2. Additionally, the Kb values at 0◦ and 90◦ are omitted since they 342

are fixed by physical constraints. 343

In most cases, the average values of the parameters show small differences with respect to the opti- 344

mal values of the table Table 2, so the parameter specification procedures differ mainly in the maximum 345
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Table 3: Average values and maximum variability of the parameters for each collector obtained by the QDT method and each

parameter identification procedure, MLR and DPI, taking into account different data averaging times: 30 seconds, 1, 5 and 10

minutes.

Collector FPC ETC-HP

Method QDT-MLR QDT-DPI QDT-MLR QDT-DPI

Parameters Ave. Var. Ave. Var. Ave. Var. Ave. Var.

η0,b 0.718 0.8 % 0.719 0.4 % 0.358 5.3 % 0.365 0.3 %

Kd 0.969 6.8 % 0.965 3.5 % 1.352 26 % 1.234 2.3 %

a50 4.359 1.6 % 4.385 0.9 % 1.549 16 % 1.659 6.0 %

a5 × 1000 9.9 42.4 % 11.7 14.5 % 62.6 196 % 163 8.0 %

θ Kb Kb Kb Kb KbL KbT KbL KbT KbL KbT KbL KbT

10 0.99 1.0 % 0.99 0.0 % 0.96 1.03 5.2 % 3.9 % 0.98 1.00 0.0 % 1.0 %

20 0.99 0.0 % 0.99 0.0 % 0.91 1.10 22 % 5.4 % 1.00 1.09 0.0 % 0.0 %

30 0.99 0.0 % 0.99 1.0 % 1.00 1.21 0.0 % 0.8 % 1.00 1.18 0.0 % 0.0 %

40 0.98 0.0 % 0.98 0.0 % 0.98 1.39 7.1 % 0.7 % 1.00 1.36 0.0 % 0.0 %

50 0.94 4.3 % 0.94 0.0 % 0.79 1.56 7.6 % 2.6 % 0.80 1.57 0.0 % 0.6 %

60 0.86 1.2 % 0.87 1.2 % 0.59 1.59 6.8 % 1.9 % 0.60 1.56 0.0 % 0.6 %

70 0.73 6.8 % 0.70 5.7 % 0.39 1.55 7.6 % 13 % 0.40 1.77 0.0 % 4.5 %

80 0.37 5.4 % 0.35 5.7 % 0.20 0.78 5.1 % 13 % 0.20 0.89 0.0 % 4.5 %

Var. all - 5.9 % - 2.8 % - 17.2 % - 1.6 %

variability.346

Regarding the MLR procedure, the results show a considerable variability with respect to the data aver-347

aging time, which is in line with previous findings [14] for FPC. This variability is particularly pronounced348

in the case of the ETC-HP, with many parameters showing values greater than 10 %. To obtain accurate349

parameter values, a data averaging time equal to or greater than 5 minutes (approximately) is required.350

However, the specific data averaging time that gives the best results, closest to the SST parameter values,351

depends on the collector technology. Consequently, this variable (data averaging time) must be set specif-352

ically for each collector type, which is a clear disadvantage of this procedure. The optimal data averaging353

time has been found in previous studies [5, 22] and corresponds to 5 minutes and 10 minutes for FPC and354

ETC-HP, respectively.355

To further understand and clarify the above results, the mean squared error of the useful power was also356

calculated for each case and the results are shown in Figure 1. This error is expressed as a percentage of357

the average useful power for each collector, being 504W/m2 and 326W/m2 for FPC and ETC respectively.358

This figure shows a clear trend: the mean squared power error for the MLR procedure decreases with data359

averaging time. This trend illustrates why it is necessary to work with relatively long averaging times in the360
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case of the MLR procedure; this procedure has difficulty modeling the transient effects of the collectors at 361

low data averaging times, resulting in high errors. One explanation for this is that since dϑm/dt is estimated 362

using finite differences, i.e. dϑm/dt ≈ ∆ϑm/∆t, the relative error in this variable is inversely proportional 363

to the experimental temperature differences ∆ϑm [22]. At low data averaging times, the differences ∆ϑm 364

are small and therefore the relative error of the associated independent variable is high, which naturally 365

introduces error into the modeling and explains the behavior shown in Figure 1. 366

(a) FPC. (b) ETC.

Figure 1: Root mean square error of useful power as a function of data averaging time for both collectors and parameter

identification procedures of the QDT methodology. This error is expressed as a percentage of the average useful power for each

collector, which is 504W/m2 and 326W/m2 for FPC and ETC, respectively.

The DPI procedure, Table 3, also shows a significant reduction in parameter variability compared to 367

the MLR procedure. In particular, this behavior is accentuated in the case of the ETC-HP collector, with 368

a reduction in the variability of almost all the parameters. This makes the method less dependent on 369

data averaging time and more robust than the MLR procedure. Figure 1 shows a clear trend for the DPI 370

procedure that, in contrast to the MLR procedure, the mean squared error is approximately constant and 371

independent of the data averaging time. 372

In addition, Figure 1 allows a depth comparison between MLR and DPI. In the case of the FPC collector, 373

it can be seen that the MLR and DPI procedures have similar errors for data averaging times greater than 374

5 minutes. However, for data averaging times less than or equal to 1 minute, the DPI procedure provides 375

more accurate estimates, i.e., the root mean square error is lower. In the case of the ETC collector, the 376

DPI procedure provides more accurate estimates over the entire range of data averaging times analyzed. 377

In conclusion, the superiority of the DPI procedure over the MLR method is particularly evident at low 378
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averaging times (30 seconds and 1 minute) for both FPC and ETC.379

(a) FPC. (b) ETC.

Figure 2: Scatter plots of useful power for both collectors and parameter identification procedures of the QDT method. Data

correspond to 30 seconds of data averaging.

Complementing the previous paragraph, Figure 2 shows the scatter plots of the useful power for each380

collector and parameter identification method for a data averaging time of 30 seconds. This figure further381

highlights the fact that the DPI procedure has a lower mean square error, as shown by the lower dispersion382

of these figures. In particular, for the ETC-HP collector, these differences are more pronounced, clearly383

showing the advantages of the DPI procedure for this specific technology. Consequently, for this collector,384

the parameter uncertainty estimated by the DPI procedure at this data averaging time is an order of385

magnitude lower than that estimated by the MLR method at its optimal data averaging time (10 minutes),386

as shown in Table 2.387

It is important to note that although the study carried out in this section focuses on the effect of data388

averaging time on parameter values, this variable also affects the assessment of experimental data quality, i.e.389

the verification of compliance with the requirements of the standard. Some measured variables, in particular390

wind speed, vary significantly with averaging time, potentially complying with the standard in some cases391

but not in others. As the collectors in this work are covered, wind speed does not play a significant role392

in the thermal modeling and power output. Although there can be minor deviations from the wind speed393

requirements in the analysis, they do not significantly affect the results. However, this should be investigated394

in more detail when applying the DPI tool to uncovered collectors, which represents future work.395
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4.2.2. Improving the reliability of IAM estimation 396

In this subsection it is shown that the DPI procedure yields more reliable IAM results, especially for 397

the ETC-HP technology, overcoming one of the main drawbacks of the MLR procedure. This is due to its 398

improved transient modeling, which provides robustness to experimental data. Specifically, we evaluate the 399

feasibility of using data sequences for day type 1 that are not symmetric with respect to solar noon, which is 400

a requirement of the standard that results in higher testing times. Thus, the elimination of this requirement 401

allows for a reduction in test times by shortening the measurement sequences associated with day type 1. 402

To achieve this, each day type 1 measurement sequence from Table 1 was split into two segments, 403

distinguishing whether the data were taken before or after solar noon. Separate training datasets were then 404

created sharing the day type 2, 3, and 4 sequences, but being difference in the previously generated day 405

type 1 sub-sequences. Two different datasets were created for the FPC collector and four for the ETC-HP 406

collector. The next step was to identify the parameter values of the collectors using the different data 407

sets. In each case, the optimal data averaging time was used for each collector and parameter identification 408

procedure. After parameter identification, the average of each parameter was calculated based on the results 409

obtained from the different data sets. The maximum variability for each parameter was calculated as the 410

difference between the maximum and minimum values and then expressed as a percentage of the average 411

parameter value. The results of this analysis for each collector and parameter identification procedure are 412

presented in Table 4. At the end of the table, the average of the maximum variability for all tests are shown, 413

considering all parameters and the Kb values. 414

In the case of the FPC collector, it is observed that the average values of the parameters are close to 415

the optimal values in Table 2, and the maximum variability is relatively small in both cases, MLR and DPI, 416

being slightly lower in the case of DPI. Therefore, for this particular type of collector, it is possible to use 417

measurement sequences for day type 1 that are not symmetrical with respect to solar noon in both cases 418

(MLR and DPI). However, it is noted than the DPI provide better results, specially for the a5 parameter 419

and the Kb values for the higher incident angles. 420

On the other hand, a different behavior is observed in the case of the ETC-HP collector. In the case 421

of the MLR procedure, it is observed that the average values of some parameters differ from their optimal 422

values, but the differences are small. This is particularly the case for the IAM values for large angles of 423

incidence. In addition to these differences, a significant maximum variability is also observed, reaching up 424

to 18 % in some cases. For this reason, it is not advisable to use asymmetric measurements for day type 1 425

in the MLR procedure. On the contrary, in the case of the DPI procedure, it is observed that the average 426

values of the parameters are close to the optimal values and the maximum variability is relatively small. 427

Therefore, in the case of DPI, it is possible to use asymmetric measurements for day type 1. This makes 428

DPI a more versatile and reliable method, since its results do not depend on the type of collector. 429
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Table 4: Average values and maximum variability of the parameters for each collector obtained by the QDT method and by

each parameter identification procedure, MLR and DPI, considering different data sets.

Collector FPC ETC-HP

Method QDT-MLR QDT-DPI QDT-MLR QDT-DPI

Parameters Ave. Var. Ave. Var. Ave. Var. Ave. Var.

η0,b 0.719 0.1 % 0.721 0.0 % 0.365 1.4 % 0.363 0.6 %

Kd 0.971 0.0 % 0.938 0.0 % 1.202 2.6 % 1.251 1.4 %

a50 4.418 0.1 % 4.404 0.1 % 1.621 5.3 % 1.637 2.2 %

a5 × 1000 11.7 2.6 % 13.0 0.8 % 122 9.1 % 161 8.7 %

θ Kb Kb Kb Kb KbL KbT KbL KbT KbL KbT KbL KbT

10 0.99 0.0 % 0.99 0.0 % 0.97 1.03 0.0 % 0.0 % 1.00 1.01 0.0 % 1.0 %

20 0.99 0.0 % 0.99 0.0 % 0.99 1.08 0.0 % 4.9 % 0.98 1.09 0.0 % 0.9 %

30 0.99 0.0 % 0.99 0.0 % 1.00 1.21 1.0 % 3.7 % 1.00 1.19 0.0 % 0.8 %

40 0.99 1.0 % 0.98 0.0 % 0.93 1.40 0.0 % 9.9 % 1.00 1.37 0.0 % 0.7 %

50 0.95 1.1 % 0.95 0.0 % 0.75 1.59 15 % 6.4 % 0.80 1.57 0.0 % 1.9 %

60 0.86 3.5 % 0.87 3.5 % 0.56 1.57 15 % 7 % 0.60 1.55 0.0 % 7.1 %

70 0.65 22 % 0.63 13 % 0.37 1.66 16 % 18 % 0.40 1.74 0.0 % 6.3 %

80 0.33 22 % 0.32 16 % 0.19 0.83 16 % 10 % 0.20 0.87 0.0 % 6.9 %

Var. all - 4.3 % - 2.7 % - 8.4 % - 1.7 %

Var. Kb - 6.1 % - 4.0 % - 9.3 % - 1.6 %

It should be noted that although the data corresponding to day type 1 are mostly clear skies and could in430

principle be considered quasi-stationary, significant variations in IAM and solar irradiance levels occur near431

sunrise and sunset, causing significant transients in the collectors. For this reason, the standard requires432

that the measurement sequences associated with this type of day be symmetrical with respect to solar noon;433

this compensates for these effects and improves the reliability of the results, but at the cost of longer test434

times. The removal of this requirement increases the demands on the parameter identification procedure,435

and the accurate identification of the IAM for high angles of incidence will depend on the approach used to436

deal with such transients. In this regard, the results obtained in this section are due to the fact that the437

DPI procedure has a better ability to model transient effects than the MLR procedure.438

Finally, it is important to note that in all cases (collectors and averaging times), a simulation time step of439

30 seconds was used for the numerical simulation in the DPI algorithm. Since this variable must be specified440

by the tester, different values were studied to evaluate its impact on the results. This analysis demonstrated441

that the results and conclusions presented in this paper remain consistent as long as the interval is kept442

below 1 minute. Reducing the interval below 30 seconds did not significantly improve parameter estimation443

but did slow down program execution. Therefore, a simulation time step of 30 seconds is recommended, as it444
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proved suitable for both collectors, ensuring modeling accuracy compared to MLR while maintaining efficient 445

program execution. Additionally, different numerical solution algorithms for the differential equations (e.g., 446

forward Euler, backward Euler, multipass methods) and various interpolation schemes for the experimental 447

data were tested, with no significant differences observed in the results. 448

5. Conclusions 449

In this work, a DPI procedure has been presented for QDT testing of low temperature glazed solar 450

collectors. The algorithm’s results were compared with the SST and QDT-MLR methods using two solar 451

collectors of this type: an FPC and an ETC-HP. This work represents the first precedent of the implemen- 452

tation of the DPI procedure for the ETC collector. By comparison with the SST reference, the proposed 453

DPI procedure was validated. This work represents progress in demonstrating the generality of the general 454

procedure, that is, its applicability to different collector technologies. 455

Although the MLR and DPI procedures provided similar parameter values for their optimal data aver- 456

aging times, the latter procedure was demonstrated in this work to have significant advantages in terms of 457

reliability of results. In this regard, a sensitivity analysis of the data averaging time was performed, which 458

revealed the large variability of the results of the MLR procedure, especially in the case of the ETC-HP 459

collectors. This highlights the particular challenges of the MLR procedure for this type of collector. It also 460

shows the need for this procedure to work with data averaging times longer than 5 minutes to ensure the 461

reliability of the results, which is in line with previous work. For averaging times less than 5 minutes, the 462

root mean square error of the useful power increases significantly, introducing uncertainty in the process 463

and in the final parameter values. The specific data averaging time that gives the best results, closest to 464

the SST parameter values, but depends on the collector technology. 465

In contrast, the DPI procedure shows much lower variability with respect to data averaging time, and the 466

mean square error of the useful power remains stable over a wide range of data averaging times considered. 467

The greatest reduction in parameter variability and mean square error is observed in the case of the ETC- 468

HP, indicating that DPI is a better option for this particular technology. The fact that the characteristic 469

parameter values do not depend on the averaging time makes the DPI procedure more robust. However, 470

we recommend using averaging times for the DPI procedure that are less than or equal to 1 minute; this 471

ensures the advantages of this method over the MLR for both types of collectors in terms of precision of 472

useful power estimates and reduction of parameter uncertainty. 473

Another advantage of the DPI procedure that has been demonstrated is that it provides more reliable 474

results for the IAM, especially with respect to the nodal values of this function at high angles of incidence. 475

In addition, the DPI procedure was demonstrated to enable the use of asymmetric measurement sequences 476

with respect to solar noon for day type 1, which is currently required by the test regulations. Removing 477
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this requirement from the standard would allow for reduced test times by shortening the measurement478

sequences dedicated to Day Type 1. This also suggests that the DPI procedure is a better alternative for479

testing collectors with asymmetric IAM, i.e. collectors whose IAM is not symmetrical with respect to the480

longitudinal and/or transverse plane.481

A drawback of DPI procedures is that their implementation requires more complex mathematical tools.482

Although some literature describes implementations of this procedure, they are often based on closed code483

or paid programs, which pose challenges for replication. To address this limitation, a freely available and484

documented computational code is provided to facilitate the replication of this work and to broaden the485

application of the DPI procedure across different testing laboratories worldwide.486
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Appendix A. Data and software availability496

To facilitate the reproduction of DPI procedure tests for FPC and ETC collectors, a Matlab program im-497

plementing this algorithm is provided and can be downloaded: http://les.edu.uy/RDpub/PITool_STCT_v2-498

program.rar. This program is intended for general use with low-temperature collectors with covers, with499

uniaxial or biaxial IAM, and represents a second version of the program provided in [5]. The program500

calculates and reports the values of the characteristic parameters, together with their uncertainties and t-501

statistics (the ratio between the parameter value and its uncertainty). For the parameter a2, it is possible to502

set arbitrary upper and lower limits, so that the parameter can be set to zero if a positive value is obtained503

with a t-statistic less than 3 (in this case, both limits must be set to zero). Note, however, that the program504

does not check the quality of the experimental data set or its compliance with the requirements of the ISO505

9806:2017 standard, which should be ensured by the practitioner before using it. However, it does provide506

the recommended graphs to assess the variability of the data set. The software is provided with the two507

experimental data sets used in this work.508
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