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Abstract. We study problems in which a local model is coupled with a non-

local one. We propose two energies: both of them are based on the same
classical weighted H1-semi norm to model the local part, while two different

weighted Hs-semi norms, with s ∈ (0, 1), are used to model the nonlocal part.

The corresponding strong formulations are derived. In doing so, one needs to
develop some technical tools, such as suitable integration by parts formulas

for operators with variable diffusivity, and one also needs to study the map-

ping properties of the Neumann operators that arise. In contrast to problems
coupling purely local models, in which one requires transmission conditions on

the interface between the subdomains, the presence of a nonlocal operator may

give rise to nonlocal fluxes. These nonlocal fluxes may enter the problem as
a source term, thereby changing its structure. Finally, we focus on a specific

problem, that we consider most relevant, and study regularity of solutions and
finite element discretizations. We provide numerical experiments to illustrate

the most salient features of the models.

1. Introduction and problem setting

Our goal is to study problems in which local and nonlocal diffusion scalar models
are coupled, from both a theoretical and a numerical point of view. To that aim,
we rely on energy-based models, which involve a weighted H1-semi norm (squared)
to model the local part, and a weighted Hs-semi norm (squared) to model the
nonlocal part, where s ∈ (0, 1). We observe that similar models have already been
proposed by Acosta et al. [?, ?], who addressed their well-posedness. These results
serve as a foundation for our analysis; see Sections §§1.1–1.2. In this manuscript,
we focus on the transmission conditions between the two models and, in particu-
lar, we investigate whether they can be reformulated using classical transmission
conditions. It turns out this is not always the case. Also, different behaviors are
to be expected, depending on the chosen nonlocal model, that is, on the value of
s. We also study the a priori regularity of the solutions, which depends on the
geometry and in particular on the shape of the interface between the local and non-
local models. We refer to [?, ?, ?, ?] for related regularity studies. This regularity
allows us to carry out the numerical analysis after discretization by finite element
techniques of the coupled models. A natural idea is to use the same discretization
for both the local and the nonlocal models, so that the actual implementation is
straightforward. Using classical tools such as mesh refinement techniques [?], one
can then recover optimal convergence rates.

Other coupling strategies between local and nonlocal models have already been
proposed in the literature, in particular coupling classical elasticity models with
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peridynamic formulations. Special attention has been given to nonlocal models
with integrable kernels, and in this situation one needs to address the local limit
in which the so-called interaction horizon vanishes. We refer to [?, ?, ?, ?] and the
references therein for further details.

We next describe the domain configuration. Let Ω ⊂ Rn be a bounded Lipschitz
domain, that is partitioned into two disjoint Lipschitz subdomains Ω1 and Ω2. We
define the interface as Σ := int(Ω1∩Ω2) and, for k = 1, 2, we set Γk = int(∂Ωk \Σ).
We assume that Σ,Γ1,Γ2 are Lipschitz submanifolds of ∂Ω1 or ∂Ω2, respectively.
We point out that if either Γ1 or Γ2 is empty, then Σ is a manifold without boundary.

1.1. Motivation. As a starting point for our study of the coupled local/nonlocal
models, we inspect a classical problem: given f ∈ L2(Ω), we consider the purely
local energy

(1.1) E`[u] :=
1

2

∫
Ω1

σ1|∇u|2 dx+
1

2

∫
Ω2

σ2|∇u|2 dx−
∫

Ω

fu dx,

where σ is a given, bounded, and uniformly positive function and σ1 = σ|Ω1
, σ2 =

σ|Ω2 . Starting from the local energy E`, we note that the completion of D(Ω) with
respect to the norm associated with the Euler-Lagrange equations is equal to H1

0 (Ω)
endowed with the norm

v 7→
(∫

Ω

σ|∇v|2 dx
)1/2

.

Thus, the local problem is solved in this functional space. The energy E` is convex
in H1

0 (Ω), and its minimizer satisfies the Euler-Lagrange equations: find u ∈ H1
0 (Ω)

such that ∫
Ω

σ∇u · ∇v dx =

∫
Ω

fv dx, ∀v ∈ H1
0 (Ω),

or, in strong form, {
−div (σ∇u) = f in Ω,

u = 0 on ∂Ω.

We can also rewrite the previous equation as a transmission problem,

(1.2)


−div (σ1∇u) = f in Ω1,
−div (σ2∇u) = f in Ω2,

u = 0 on ∂Ω,
u|Ω1

− u|Ω2
= 0 on Σ,

(σ1
∂u
∂n )|Ω1

+ (σ2
∂u
∂n )|Ω2

= 0 on Σ,

where n denotes the normal derivative to Σ pointing outwards from Ω1.
A clear fact about the energy E` and its associated problem in H1

0 (Ω) is that, if
the diffusivity jumps at the interface or if it is not sufficiently regular inside Ω1 or
Ω2, then one cannot expect solutions to be globally any smoother than H3/2(Ω).
In contrast, in case of a globally Lipschitz diffusivity and ∂Ω being of class C1,1 or
Ω being convex, one can expect solutions to be in H2(Ω). Besides the diffusivities,
other aspects to take into account for the sake of the regularity of solutions are the
smoothness of the resulting subdomains and how Σ intersects ∂Ω.

In some applications, it is convenient to include a nonlocal region to the model.
Nonlocality can act as a means of relaxation. For example, peridynamics [?] is a
nonlocal reformulation of the basic equations of motion in continuum mechanics;
the theory remains valid in the presence of discontinuities and is therefore able to
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cover fracture. Another example consists in the replacement of the usual H1-forms
by the corresponding Hs-forms (0 < s < 1) in scalar problems. For transmission
problems with diffusivities with opposite sign and separated by an interface with
a corner, in [?], we provided numerical evidence that such an approach leads to a
shrinkage of the so-called critical interval for the ratio between the diffusivities, in
which the Fredholm solvability is lost.

In this work, we seek an energy-based coupling between a local and a non-local
model. Once the energy of the system that includes local and nonlocal contribu-
tions is defined, we derive the problem to be solved by using the Euler-Lagrange
equations. This variational formulation is posed in the completion of D(Ω) with
respect to the norm associated with these equations. We study the regularity of the
solution of the resulting coupled problem and exploit it to prove a priori convergence
rates for finite element discretizations of such a problem.

1.2. Local/nonlocal coupling. Here, we propose two different energies that ex-
tend (1.1) to a local/nonlocal coupled setting. These energies replace the weighted
H1(Ω2)-seminorm in (1.1) by certain weighted Hs-seminorms. For the sake of clar-
ity, we assume f ∈ L2(Ω). In the following discussions, more precise conditions
are introduced. We emphasize that our goal is to study coupled problems with
homogeneous Dirichlet boundary conditions, and we will therefore analyze energies
defined over D(Ω). In all cases the constant C(n, s) is the one defined in (2.2)
below, and we adopt the notation Ωc := Rn \ Ω.

We assume that we are given two measurable functions σ`, σn`, to which we will
refer as diffusivities, that satisfy σmax ≥ σ`, σn` ≥ σmin > 0 a.e.. In the sequel, the
domain of σ` shall be Ω1, while the domain of σn` varies from one example to the
other but is a subset of Rn×Rn. In order to have a usable variational structure, we
require that σn`(x, y) = σn`(y, x) a.e.; nevertheless, we point out this requirement
is not fundamental either for well-posedness or for regularity of solutions. We shall
make additional assumptions on the regularity of the diffusivities when needed in
Section 4.

The first energy we consider is

EI [u] :=
1

2

∫
Ω1

σ`|∇u|2dx

+
C(n, s)

4

∫∫
Ω2×Ω2

σn`(x, y)
(u(x)− u(y))2

|x− y|n+2s
dydx−

∫
Ω

fu dx,

(1.3)

and we take the completion of D(Ω) with respect to the norm associated with
the Euler-Lagrange equations. Namely, the energy EI takes into account weighted
H1(Ω1)- and Hs(Ω2)-seminorms.

Remark 1.1 (issues when s ∈ (0, 1/2]). While in principle the energy EI is mean-
ingful for s ∈ (0, 1), for s ∈ (0, 1/2] it has two issues: it does not admit a unique
minimizer and it gives rise to two decoupled problems. For the sake of simplicity
let us assume σn` ≡ 1 and σ` ≡ 1; in such a case, the energy above is

EI [u] =
1

2
|u|2H1(Ω1) +

1

2
|u|2Hs(Ω2) −

∫
Ω

fu dx.
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Regarding the first issue, because for s ∈ (0, 1/2] we have Hs(Ω2) ≡ Hs
0(Ω2), we

observe that the energy-minimization problem would not be well-posed because solu-
tions would be defined up to a constant on Ω2. Another way to see this is to notice
that u 7→ 1

2 |u|
2
Hs(Ω2) does not induce a norm in Hs

0(Ω2).

The second issue is related to the fact that, for s ∈ (0, 1/2], the energy EI does
not enforce any continuity on Σ. Therefore, when seeking for critical points of
EI one can on the one hand minimize the functional u 7→ 1

2 |u|
2
H1(Ω1) −

∫
Ω1
fu dx

over functions that vanish on ∂Ω and on the other hand seek critical points of the
functional u 7→ 1

2 |u|
2
Hs(Ω2) −

∫
Ω2
fu dx.

The second energy we inspect is

EII [u] :=
1

2

∫
Ω1

σ`|∇u|2dx

+
C(n, s)

4

∫∫
QΩ2

σn`(x, y)
(u(x)− u(y))2

|x− y|n+2s
dydx−

∫
Ω

fu dx,

(1.4)

where QΩ2
= (Rn×Rn) \ (Ωc2×Ωc2), and we also take the completion of D(Ω) with

respect to the norm associated with the Euler-Lagrange equations. With respect to
the previous energy, EII now incorporates the interactions between Ω2 and Ωc2. This
gives rise to meaningful minimization problems for all s ∈ (0, 1), and this energy
does not suffer any of the drawbacks mentioned in Remark 1.1. The presence of
the integral over Ω1 × Ω2 corresponds to a ‘flux density’ between Ω1 and Ω2 that
enforces continuity across the interface and effectively couples the problems even
for s ∈ (0, 1/2].

Remark 1.2 (Hilbert spaces). Both energies EI and EII induce Hilbert space
norms in D(Ω).

The outline of the paper is as follows. In the next Section, we review two different
definitions of fractional Laplacians, the related integration by part formulas and
nonlocal Neumann operators. In Section 3, we build the Euler-Lagrange equations
in strong form for both energies EI and EII . In particular, there is a difference in
the way the transmission condition acts on the solutions, depending on the chosen
energy. We then study the a priori regularity of the solution, focusing on the second
energy EII . In a last part (Section 5), we carry out the numerical analysis for both
energies, and provide some numerical results that highlight some salient features of
our models.

Along the manuscript, we use the notation a . b to denote that a ≤ Cb with a
constant C that is independent of both a and b; when relevant, we specify depen-
dence.

2. Fractional Laplacians and their associated Neumann operators

In this section, we write suitable integration by parts formulas for the weighted
operators appearing in the energies we proposed in §1.2.

2.1. Weighted fractional Laplacians. We shall make use of fractional-order
Sobolev spaces and Besov spaces. We employ the notation from [?] and refer to
that work for elementary properties of these spaces. Just in this subsection, we let
s ∈ (0, 1) be given, instead of s ∈ (1/2, 1) elsewhere.
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This work is concerned with fractional Laplacians with order s. In the whole
space Rn, there is a clear way to define such an operator: it is the pseudo-differential
operator with symbols |ξ|2s. Among several equivalent characterizations one can
provide [?], one can set for sufficiently smooth u : Rn → R,

(2.1) (−∆)su(x) := C(n, s) p.v.

∫
Rn

u(x)− u(y)

|x− y|n+2s
dy, x ∈ Rn,

with

(2.2) C(n, s) :=
22ssΓ(s+ n

2 )

πn/2Γ(1− s)
.

The operator (2.1) arises as the infinitesimal generator of a 2s-stable Lévy process,
and therefore has been widely employed in a number of applications, including
the modeling of market fluctuations [?] and subsurface flow through porous media
[?]. Our interest in the fractional Laplacian and related operators stems from the
analysis of interface problems involving dielectrics and metamaterials [?], where the
relaxation of the classical H1-setting by introducing Hs-forms –and consequently
leading to the use of the fractional Laplacian (2.1)– yields a reduction of the so-
called critical interval and therefore to a more stable behavior of solutions.

There is not a unique way to define fractional Laplacians on arbitrary domains
Λ ⊂ Rn. We briefly comment on three non-equivalent definitions. The spectral frac-
tional Laplacian corresponds to a non-integer power of the Laplace operator with
Dirichlet boundary conditions in the spectral sense. A second approach consists
in using definition (2.1); we refer to such an operator as integral fractional Lapla-
cian. As opposed to the spectral operator, the integral one does not depend on
the domain Λ; this definition keeps the probabilistic interpretation of the fractional
Laplacian defined over Rn. However, one should also observe that (2.1) involves the
values of u outside of Λ. A third way to define a fractional Laplacian on a domain
Λ consists in restricting the integral in (2.1) to the domain Λ itself. Namely, we
define the censored fractional Laplacian (or regional fractional Laplacian) of order
s of a function u : Λ→ R by

(2.3) (−∆)sΛu(x) := C(n, s) p.v.

∫
Λ

u(x)− u(y)

|x− y|n+2s
dy, x ∈ Rn.

This operator arises from taking first variation of the functional u 7→ 1
2 |u|

2
Hs(Λ).

While in principle this operator is meaningful for s ∈ (0, 1), the case s > 1/2 is the
most interesting: in such a case, the Dirichlet problem for this operator involves
boundary values on ∂Λ.

This work is concerned with operators related to (2.1) and (2.3) on bounded, Lip-
schitz domains in Rn. These operators shall arise in the Euler-Lagrange equations
related to energies (1.3) and (1.4), respectively. We let σn` be as in the beginning of
Section 1.2. By analogy with (2.1), let us consider the weighted integral fractional
Laplacian of order s,

(2.4) (−∆σn`)
su(x) := C(n, s) p.v.

∫
Rn
σn`(x, y)

u(x)− u(y)

|x− y|n+2s
dy.

The symmetry of σn` is required to have a problem with a variational structure;
if one starts from an energy with non-symmetric diffusivity, then the associated
operator in the Euler-Lagrange equations corresponds to a symmetrization of such
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a diffusivity. We can also consider a variant of (2.3) with variable diffusivity, the
weighted censored fractional Laplacian of order s,

(2.5) (−∆σn`)
s
Λu(x) := C(n, s)

∫
Λ

σn`(x, y)
u(x)− u(y)

|x− y|n+2s
dy, x ∈ Λ.

While operators like (2.4) and (2.5) are well-defined under much more general
assumptions on σn`, in practice we will require certain additional smoothness on
σn` in order to have integration by parts formulas or to exploit regularity estimates
for the solutions of the related Dirichlet problems. We revisit this point in Section
4 below.

Finally, we note that the pointwise definition of both (2.4) and (2.5) is meaningful
for sufficiently smooth functions. On the one hand, we have (−∆σn`)

s : S(Rn) →
S(Rn), and we can extend the definition to tempered distributions in a standard
fashion, namely (−∆σn`)

s : S ′(Rn)→ S ′(Rn) by

〈(−∆σn`)
sT, ϕ〉 := 〈T, (−∆σn`)

sϕ〉, ∀T ∈ S ′(Rn), ϕ ∈ S(Rn).

On the other hand, the operator (−∆σn`)
s
Λ is nonlocal and does not map neither

S(Rn) nor D(Λ) onto themselves. For the sake of our analysis, we simply point out
that if ϕ ∈ D(Λ) then (−∆σn`)

s
Λϕ ∈ L2(Λ); additionally, integrating by parts (see

(2.11) below) we have

((−∆σn`)
s
Λu, ϕ) = (u, (−∆σn`)

s
Λϕ), ∀u, ϕ ∈ D(Λ).

Therefore we can extend the definition of (−∆σn`)
s
Λ : L2(Λ)→ D′(Λ) by

(2.6) 〈(−∆σn`)
s
Λu, ϕ〉 := (u, (−∆σn`)

s
Λϕ), ∀u ∈ L2(Λ), ϕ ∈ D(Λ).

2.2. Integration by parts formulas for fractional Laplacians. We next re-
view some integration by parts formulas for the (weighted) integral and censored
fractional Laplacians on bounded domains. For the integral operator (2.1), [?,
Lemma 3.3] derives an identity of this type. A straightforward adaptation of the
proof to the variable diffusivity setting gives rise to the following.

Lemma 2.1. Let Λ ⊂ Rn be bounded and Lipschitz, σn` ∈ L∞(QΛ) be symmetric,
and bounded functions u, v ∈ C2

c (Rn),

C(n, s)

∫∫
QΛ

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx

=

∫
Λ

v(−∆σn`)
su dx+

∫
Λc
vNΛ

s,σn`
u dx,

(2.7)

where

(2.8) NΛ
s,σn`

u(x) := C(n, s)

∫
Λ

σn`(x, y)
u(x)− u(y)

|x− y|n+2s
dy, x ∈ Λc

is a weighted nonlocal Neumann operator.

The operator (2.8), with σn` ≡ 1, has been proposed in [?]; while there is no
widely accepted definition of a Neumann condition for the integral fractional Lapla-
cian (2.1), the one we chose has the advantage of giving rise to a variational struc-
ture while keeping the probabilistic interpretation of a Neumann condition as a
random reflection –according to a Lévy flight– of a particle inside the domain. We
refer to [?, Section 7] for a thorough comparison between this and other existing
approaches.
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As for the censored fractional Laplacian, according to [?, Theorem 3.3] and
[?, Theorem 2.7] (see also [?, Theorem 5.7] for a more general version), we have
the following integration by parts formula. Given a bounded C2 domain Λ, if s ∈
(1/2, 1), v ∈ Hs(Λ), and u ∈ C(Λ) can be written as u(x) = φ(x)d(x, ∂Λ)2s−1+ψ(x)
for all x ∈ Λ, with φ, ψ ∈ C2(Λ), then

C(n, s)

2

∫∫
Λ×Λ

(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx

=

∫
Λ

v(−∆)sΛu dx+

∫
∂Λ

vMΛ
s u dσ.

(2.9)

Above, MΛ
s is the fractional normal derivative

(2.10) MΛ
s u(x) := C ′(s) lim

t→0+

u(x− tn)− u(x)

t2s−1
, x ∈ ∂Λ,

where n is the outward normal on ∂Λ, and C ′(s) is the constant introduced in [?,
(5.13)-(5.14)] or [?, (3.8)-(3.9)],

C ′(s) :=
C(n, s)

2s(2s− 1)

(∫ ∞
0

|t− 1|1−2s −max{1, t}1−2s

t2−2s
dt

)(∫
{|x|=1,xn>0}

x2s
n dx

)
.

We are interested in the extension of (2.9) to the variable diffusivity case. Refer-
ence [?, Theorem 4.5] provides sufficient conditions for such an integration by parts
formula to hold. If σn` ∈ C1(Λ), then taking ψ1 = σn`, ψ2 = 0 in that theorem
allows one to get the formula below with

MΛ
s,σn`

u(x) := σn`(x, x)MΛ
s u(x),

namely

C(n, s)

2

∫∫
Λ×Λ

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx

=

∫
Λ

v(−∆σn`)
s
Λu dx+

∫
∂Λ

vMΛ
s,σn`

u dσ.

(2.11)

2.3. Traces and liftings (or restrictions and extensions). In view of the
integration by parts formula (2.7), to realize the mapping properties of the weighted
Neumann operator NΛ

s,σn`
u it suffices to characterize the trace space associated to

the energy. Such an effort has been carried out, for instance, in [?, ?] by using
robust Poisson kernel estimates. Here, we follow reference [?] and introduce the
space

(2.12) T s(Λc) := {g : Λc → R measurable : ‖g‖T s(Λc) <∞},

where

‖g‖T s(Λc) :=
(
‖g‖2L2(Λc;µs)

+ |g|2T s(Λc)
)1/2

,

|g|T s(Λc) :=

(∫∫
Λc×Λc

(g(x)− g(y))2

((|x− y|+ dx + dy) ∧ 1)n
µs(dx)µs(dy)

)1/2

,

dx = dist(x, ∂Λ), and

µs(dx) :=
(1− s)χΛc(x)

dsx(1 + dx)n+s
dx.
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To deal with the natural space for the energy EII , it shall be convenient to introduce
the space

V s(Λ|Rn) := {u : Rn → R measurable : ‖u‖V s(Λ|Rn) <∞},
endowed with

(2.13)

‖u‖V s(Λ|Rn) := (‖u‖2L2(Λ) + |u|2V s(Λ|Rn))
1/2,

|u|V s(Λ|Rn) :=

(
C(n, s)

2

∫∫
QΛ

(u(x)− u(y))2

|x− y|n+2s
dydx

)1/2

.

Remark 2.1 (boundedness of V s-inner product). Let t ∈ [s,min{1, 2s}). Then, a
straightforward application of the Cauchy-Schwarz inequality yields

C(n, s)

2

∫∫
QΛ

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx . |u|V t(Λ|Rn)|v|V 2s−t(Λ|Rn)

for all u ∈ V t(Λ|Rn), v ∈ V 2s−t(Λ|Rn), with a constant depending on n, s, t, σn`.

With the notation above, we have the following trace (restriction) and lifting
(extension) result [?, Theorem 1.2].

Theorem 2.1. Let Λ be a bounded Lipschitz domain and t ∈ (0, 1).

(1) There exists a continuous trace operator Trt : V
t(Λ|Rn)→ T t(Λc).

(2) There exists a continuous lifting operator Extt : T t(Λc)→ V t(Λ|Rn).

In both cases, the continuity constants depend on Ω and on a lower bound on t,
namely, they are uniformly bounded as t→ 1.

2.4. On the domain of the nonlocal Neumann operator. We can combine
Theorem 2.1 with the integration by parts formula (2.7) to extend the operator
NΛ
s,σn`

to a broader class of functions than C2
c (Rn). Indeed, let t ∈ [s,min{1, 2s})

and τ ∈ [0,min{1/2, 2s− t}). We define the space Ht(Λ) through

(2.14) Ht(Λ) = C∞c (Rn)
‖·‖Ht(Λ) , ‖u‖Ht(Λ) := ‖u‖V t(Λ|Rn)+‖(−∆σn`)

su‖H−τ (Λ).

Here, because τ < 1/2, we understand the restriction of the distribution (−∆σn`)
su

in the dual space of H̃τ (Λ), namely, acting on functions that are extended by zero
on Λc. We let L : Ht(Λ)× V 2s−t(Λ|Rn)→ R,

L(u, v) :=
C(n, s)

2

∫∫
QΛ

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx

−
∫

Λ

v(−∆σn`)
su dx.

(2.15)

By Remark 2.1, L is a bounded, linear operator:

|L(u, v)| .
(
|u|V t(Λ|Rn)|v|V 2s−t(Λ|Rn) + ‖v‖Hτ (Λ)‖(−∆σn`)

su‖H−τ (Λ)

)
. ‖u‖Ht(Λ)‖v‖V 2s−t(Λ|Rn),

(2.16)

because ‖v‖Hτ (Λ) = (‖v‖2L2(Λ) + |v|2Hτ (Λ))
1/2 . ‖v‖V 2s−t(Λ|Rn) since τ ≤ 2s− t and

Λ is a bounded, Lipschitz set.
Next, if u ∈ C2

c (Rn) and v ∈ D(Λ), we can use the integration by parts formula
from Lemma 2.1 to observe

(2.17) L(u, v) =

∫
Λc
vNΛ

s u dx = 0
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and, by density, we deduce that L(u, v) = 0 for all u ∈ Ht(Λ), v ∈ H̃2s−t(Λ).
We define LΛc : Ht(Λ)× T 2s−t(Λc),

LΛc(u, g) = L(u,Ext2s−t(g)),

where Ext2s−t : T 2s−t(Λc)→ V 2s−t(Λ|Rn) is an extension operator as in Theorem
2.1. It is clear that LΛc does not depend on how we extend g to Λ: any other

extension Ext′(g) ∈ V 2s−t(Λ|Rn) would yield Ext2s−t(g)−Ext′(g) ∈ H̃2s−t(Λ) and
therefore L(u,Ext′(g)) = L(u,Ext2s−t(g)).

Given u ∈ Ht(Λ), g ∈ T 2s−t(Λc), we then have by (2.16),

|LΛc(u, g)| . ‖u‖Ht(Λ)‖Ext2s−t(g)‖V 2s−t(Λ|Rn) . ‖u‖Ht(Λ)‖g‖T 2s−t(Λc).

The preceding discussion leads us to defining, for any t ∈ [s,min{1, 2s}),

NΛ
s,σn`

: Ht(Λ)→
(
T 2s−t(Λc)

)′
by

(2.18) 〈NΛ
s,σn`

u, g〉 := LΛc(u, g).

Naturally, by construction this is a bounded operator; additionally, if u is sufficiently
smooth we can identify NΛ

s,σn`
with its pointwise definition, and the integration by

parts formula remains valid.

Remark 2.2 (role of t). We introduced a parameter t ∈ [s,min{1, 2s}) in the
previous definition of the nonlocal Neumann operator NΛ

s,σn`
. Unlike Sobolev spaces

defined on bounded domains, the spaces V s(Λ|Rn) are not ordered with respect to
s: in general, it is not true that V t(Λ|Rn) ⊂ V s(Λ|Rn) if t > s because the former
space can accommodate functions with a stronger growth at infinity than the latter.
Therefore, formally, the operator (2.18) depends on t. However, for the sake of this
work, if we restrict our attention to functions that have bounded support, then t
plays no significant role as all the t-dependent operators coincide with the pointwise
definition (2.8) for functions in C∞c (Rn).

Remark 2.3 (role of τ). To define the nonlocal Neumann operator NΛ
s,σn`

u, we
not only required the function u to belong to the natural energy space V s(Λ|Rn) but
also that (−∆σn`)

su ∈ H−τ (Λ) for some τ < 1/2. This is in alignment with the
classical (local) case, in which one cannot define normal derivatives of functions
on H1(Ω) but requires some integrability of their Laplacian (see, for example, [?,
Chap. 6]).

3. Euler-Lagrange equations

For the two energies we introduced in §1.2, that extend (1.1) to a coupled lo-
cal/nonlocal setting, we discuss the strong form of the resulting Euler-Lagrange
equations. We recall that σ`, σn` are bounded and uniformly positive functions.

Conceptually, we follow a standard procedure: we first consider the first varia-
tion of the energies with respect to smooth functions supported in either Ω1, Ω2,
to obtain suitable integro-differential PDEs on such domains, and afterwards with
respect to smooth functions whose support intersects Σ to derive transmission con-
ditions. In doing so, we find some remarkable differences between these energies.
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3.1. Euler-Lagrange equation for EI . We begin with the energy EI in (1.3).
We assume Ω2 to be a C2 domain, so that the integration by parts formula (2.11)
holds. The Euler-Lagrange equations associated to EI write: find u ∈ HI such that

(3.1)

∫
Ω1

σ`∇u · ∇v dx+
C(n, s)

2

∫∫
Ω2

2

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx

=

∫
Ω

fv dx, ∀v ∈ HI ,

where HI is the completion of D(Ω) with respect to the norm associated with the
energy,

v 7→
∫

Ω1

σ`|∇v|2 dx+

(
C(n, s)

2

∫∫
Ω2×Ω2

σn`(x, y)
(v(x)− v(y))2

|x− y|n+2s
dydx

)1/2

.

Step 1. We take v ∈ D(Ω1) in (3.1) and integrate by parts to find that

〈−div (σ`∇u), v〉 =

∫
Ω1

σ`∇u · ∇v dx =

∫
Ω1

fv dx ∀v ∈ D(Ω1).

Thus, in D′(Ω1), and even in L2(Ω1) since f|Ω1
∈ L2(Ω1),

(3.2) − div (σ`∇u) = f in Ω1.

Step 2. Next, we take v ∈ D(Ω2) in (3.1) to obtain, for all v ∈ D(Ω2),

C(n, s)

2

∫∫
Ω2×Ω2

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx =

∫
Ω2

fv dx.

On the other hand, using (2.6) and the fact that HI ⊂ Hs(Ω2) so that we can apply
(2.11), we have

C(n, s)

2

∫∫
Ω2×Ω2

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx = 〈(−∆σn`)

s
Ω2
u, v〉.

Thus, in D′(Ω2), and even in L2(Ω2) since f|Ω2
∈ L2(Ω2),

(−∆σn`)
s
Ω2
u = f in Ω2.

Step 3. Finally, let us take v ∈ D(Ω) in (3.1). Formula (3.2) yields σ`∇u|Ω1
∈

H(div ,Ω1), and we therefore have∫
Ω1

σ`∇u · ∇v dx = −
∫

Ω1

div (σ`∇u)v dx+ 〈(σ`
∂u

∂n
)|Ω1

, v〉H̃1/2(Σ)

=

∫
Ω1

fv dx+ 〈(σ`
∂u

∂n
)|Ω1

, v〉H̃1/2(Σ),

where H̃1/2(Σ) := {g ∈ H1/2(∂Ω1) : g|Γ1
= 0} = {g ∈ H1/2(∂Ω2) : g|Γ2

= 0}, and
the equality holds algebraically and topologically. Since (−∆σn`)

s
Ω2
u ∈ L2(Ω2), we

can apply the integration by parts formula (2.11) and replace in (3.1) to arrive at

〈(σ`
∂u

∂n
)|Ω1

, v〉H̃1/2(Σ) +

∫
Σ

vMΩ2
s,σn`

u dσ = 0, ∀v ∈ D(Ω).

In other words, we have shown that

(σ`
∂u

∂n
)|Ω1

+MΩ2
s,σn`

u = 0 on Σ.
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To conclude, the minimization problem associated with the energy EI corre-
sponds to the following: find u ∈ HI such that

(CP-I-NEW)


−div (σ`∇u) = f in Ω1,

(−∆σn`)
s
Ω2
u = f in Ω2,

(σ`
∂u

∂n
)|Ω1

+ (MΩ2
s,σn`

u)|Ω2
= 0 on Σ.

Thus, for this energy the coupling between the local and the nonlocal models occurs
through the interface Σ. Remarkably, the resulting transmission condition involves
the fractional normal derivative operator MΩ2

s,σn`
.

3.2. Euler-Lagrange equation for EII . For the energy EII in (1.4), the Euler-
Lagrange equations write: find u ∈ HII such that

(3.3)

∫
Ω1

σ`∇u · ∇v dx+
C(n, s)

2

∫∫
QΩ2

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx

=

∫
Ω

fv dx, ∀v ∈ HII ,

where HII is the completion of D(Ω) with respect to the norm associated with the
Euler-Lagrange equations

(3.4) v 7→

(∫
Ω1

σ`|∇v|2 dx+
C(n, s)

2

∫∫
QΩ2

σn`(x, y)
(v(x)− v(y))2

|x− y|n+2s
dydx

)1/2

which, since σmax ≥ σ`, σn` ≥ σmin > 0 a.e. and using the notation (2.13), coincides
with (

|v|2H1(Ω1) + |v|2V s(Ω2|Rn)

)1/2

.

We repeat the same three steps as in §3.1.

Step 1. Taking v ∈ D(Ω1), the integral over Ω1 in (3.3) is handled as before by a
standard integration by parts. On the other hand, there is a contribution coming
from the double integral over QΩ2

, namely over (Ω1 × Ω2) ∪ (Ω2 × Ω1). Recalling
the definition (2.8) of the weighted nonlocal Neumann operator, which acts as a
flux density from Ω2 to Ω1, we conclude that, in L2(Ω1),

−div (σ`∇u) +NΩ2
s,σn`

u = f in Ω1.

Step 2. Taking v ∈ D(Ω2) in (2.15) and using (2.17), one has

C(n, s)

2

∫∫
QΩ2

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx =

∫
Ω2

fv dx.

On the other hand, since v vanishes on Ωc2, formula (2.18) yields

C(n, s)

2

∫∫
QΩ2

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx = 〈(−∆σn`)

su, v〉.

Thus, we obtain that in D′(Ω2), and even in L2(Ω2) since f|Ω2
∈ L2(Ω2),

(−∆σn`)
su = f in Ω2.
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A Neumann-type operator. To obtain the Euler-Lagrange equations for EII , we still
need to consider v ∈ D(Ω) in (3.3) and perform the corresponding integration by
parts. However, over Ω1, we only know that the sum Au := −div (σ`∇u) +NΩ2

s,σn`
u

belongs to L2(Ω1) but not the terms separately. We shall proceed similarly to the
second part of §2.3 to derive a integration by parts formula for A and deduce the
form of its associated Neumann operator. Indeed, we let J s(Ω2; Ω1) be the closure
of C∞c (Rn) with respect to the norm

‖u‖J s(Ω2;Ω1) :=
(
‖u‖2V s(Ω2|Rn) + ‖(−∆σn`)

su‖2L2(Ω2) + ‖u‖2H1(Ω1) + ‖Au‖2L2(Ω1)

) 1
2

.

We remark that, above, similarly to §2.4, instead of ‖(−∆σn`)
su‖L2(Ω2), for the sake

of the following argument we could have equivalently used ‖(−∆σn`)
su‖H−τ (Ω2) for

any τ ∈ (0, 1/2). We point out that J s(Ω2; Ω1) ⊂ Hs(Ω2) (see definition (2.14)),
and therefore for all u ∈ J s(Ω2; Ω1) we have NΩ2

s,σn`
u ∈ (T s(Ωc2))

′
by (2.18).

We let H1
0,Γ1

(Ω1) be the completion of

{v ∈ C∞c (Ω1) : v = 0 in a neighborhood of Γ1}

in H1(Ω1). Since Γ1 is a Lipschitz submanifold of ∂Ω1, we know that H1
0,Γ1

(Ω1) is

algebraically and topologically equal to the set of functions in H1(Ω1) that have zero
trace on Γ1. Then, we define a bilinear operator L : J s(Ω2; Ω1)×H1

0,Γ1
(Ω1)→ R,

(3.5) L(u, v) := 〈NΩ2
s,σn`

u, v〉 −
∫

Ω1

Auv +

∫
Ω1

σ`∇u · ∇v.

We claim that L is well-defined. Given u ∈ J s(Ω2; Ω1) and v ∈ H1
0,Γ1

(Ω1), by
the definitions of these spaces the only term in the formula above that we need to
inspect with detail is the first one and, since NΩ2

s,σn`
u ∈ (T s(Ωc2))

′
, it suffices to show

that v ∈ T s(Ωc2). Because v ∈ H1
0,Γ1

(Ω1), we can extend it first to H1
0 (Ω) by lifting

v|Σ ∈ H̃1/2(Σ) to Ω2 and then by zero on Ωc. Denoting by Ẽv be such an extension,

we find that Ẽv ∈ T s(Ωc2) because v|Ωc2 ∈ H
s(Ωc2), and ‖Ẽv‖T s(Ωc2) . ‖v‖H1(Ω1).

We remark that, according to (2.18), the way v is extended to Ω2 is irrelevant for
the computation of the duality term 〈NΩ2

s,σn`
u, v〉.

From the preceding discussion, it follows that the operator L is bounded:

|L(u, v)| ≤ ‖NΩ2
s,σn`

u‖(T s(Ωc2))
′‖Ẽv‖T s(Ωc2)

+ ‖Au‖L2(Ω1)‖v‖L2(Ω1)

+ ‖σ`‖L∞(Ω1)|u|H1(Ω1)|v|H1(Ω1)

. ‖u‖J s(Ω2;Ω1)‖v‖H1(Ω1),

where we used the fact that

‖NΩ2
s,σn`

u‖(T s(Ωc2))
′ .

(
‖u‖V s(Ω2|Rn) + ‖(−∆σn`)

su‖L2(Ω2)

)
.

Similarly to §2.4, if u ∈ C2(Ω) and v ∈ D(Ω1) we have, for the operator L in (3.5),
that L(u, v) = 0. Indeed, we can split the operator Au = −div (σ`∇u) +NΩ2

s,σn`
u,

cancel out the integrals involving NΩ2
s,σn`

u, and integrate by parts the local term.

Therefore, L vanishes on J s(Ω2; Ω1)×H1
0 (Ω1).

Next, we use the operator L to define a local Neumann operator over Σ for
functions in J s(Ω2; Ω1), which we shall denote by DΣ and which we expect to be
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in some space with differentiability order −1/21. Given g ∈ H̃1/2(Σ), we lift it to

Eg ∈ H1
0,Γ1

(Ω1) and we can then define DΣ : J s(Ω2; Ω1)→ (H̃1/2(Σ))′ by

〈DΣu, g〉 := L(u,Eg).

It is clear that this definition does not depend on the lifting operator E: given any

two liftings of g ∈ H̃1/2(Σ), E1g,E2g ∈ H1
0,Γ1

(Ω1), we have E1g − E2g ∈ H1
0 (Ω1)

and thus L(u,E1g − E2g) = 0 for all u ∈ J s(Ω2; Ω1).

We are now in position to proceed with the derivation of the Euler-Lagrange
equations associated to EII .

Step 3. From Step 2, we have (−∆σn`)
su ∈ L2(Ω1) and therefore u ∈ J s(Ω2; Ω1).

Thus, we take v ∈ D(Ω) in (3.3), use the integration by parts formula from Lemma
2.1 and the definition (3.5) of the operator L:∫

Ω

fv dx

=
C(n, s)

2

∫∫
QΩ2

σn`(x, y)
(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dydx+

∫
Ω1

σ`∇u · ∇v dx

=

∫
Ω2

v(−∆σn`)
su+

∫
Ω1

vAu+ L(u, v).

Because (−∆σn`)
su = f in Ω2 and Au = f in Ω1, we get L(u, v) = 0, and we

recover the interface condition

〈DΣu, v〉H̃1/2(Σ) = 0 ∀v ∈ D(Ω).

To conclude, the solution u to our problem with the second energy is governed
by: find u ∈ HII such that

(CP-II-NEW)


−div (σ`∇u) +NΩ2

s,σn`
u = f in Ω1,

(−∆σn`)
su = f in Ω2,

DΣu = 0 on Σ.

Let u ∈ J s(Ω2; Ω1). Since Au ∈ L2(Ω1), if either div (σ`∇u) or NΩ2
s,σn`

u belong

to L2(Ω1), then the other one belongs to L2(Ω1) as well. In such a case, DΣu
coincides with the (outer) normal derivative of u on Σ from Ω1. Indeed, splitting
Au, canceling out the integrals involving NΩ2

s,σn`
u, and integrating by parts the local

term we reach

〈DΣu, g〉H̃1/2(Σ) = L(u,Eg) = 〈(σ`
∂u

∂n
)|Ω1

, Eg〉H1/2(∂Ω1) = 〈(σ`
∂u

∂n
)|Ω1

, g〉H̃1/2(Σ).

We therefore have for all u ∈ J s(Ω2; Ω1)

(3.6) DΣu = (σ`
∂u

∂n
)|Ω1

provided that div (σ`∇u) ∈ L2(Ω1) or NΩ2
s,σn`

u ∈ L2(Ω1).

Remark 3.1 (Neumann boundary condition). If s < 1/2 and f |Ω2 is smoother
than just L2, then we actually expect the solutions to exhibit a standard homoge-
neous Neumann condition on the interface. Indeed, in that case one can show that
NΩ2
s,σn`

u|Ω1
∈ L2(Ω1). This, in turn, allows us to apply known results for local

1This is by analogy with the standard Neumann operator, that maps functions on H1(Ω)

whose Laplacian belongs to L2(Ω) to (H̃1/2(Σ))′, cf. [?, Chap. 6], for example.
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operators with mixed boundary conditions to prove the regularity of solutions. We
postpone a full discussion of this topic to Section 4.3.

In general, we must point out that we expect neither div (σ`∇u) nor NΩ2
s,σn`

u to

belong to L2(Ω1) and, therefore, we do not expect the boundary condition DΣu =
0 on Σ to correspond to a classical homogeneous Neumann condition. This is
consistent with the fact that, as s → 1, the system (CP-II-NEW) should formally
converge to (1.2).

4. Regularity of solutions for the energy EII .

In this section, we shall focus on the energy EII . We address the regularity
of the minimizers to (1.4) over HII . We shall make use of the Euler-Lagrange
equations (CP-II-NEW) and some known results on regularity of solutions to local
and nonlocal problems on Lipschitz domains in an iterative fashion. In first place,
we review these results, and afterwards combine them to deduce the regularity of
solutions under some additional assumptions on the domain configuration. Since
(CP-II-NEW) involves the interface operator DΣ, which may not coincide with a
classical normal derivative, we first consider the case in which Σ = ∅ and therefore
one recovers two isolated Dirichlet problems. Afterwards, we show that if s < 1/2
and f is sufficiently smooth we can actually prove that DΣ corresponds to a classical
Neumann operator and derive regularity of solutions in that case.

We present the results in this section for specific settings of particular interest
to us. However, several variants are possible with minor adjustments to certain
parameters, such as the type of domain (polygonal or arbitrary Lipschitz) or the
regularity of the data. This is especially true for our choice of Proposition 4.2, which
could be replaced with any suitable regularity estimate applicable to problems with
mixed Dirichlet/Neumann boundary conditions.

4.1. Review of known results. Here, we briefly discuss some global regularity
estimates in the Besov scale for solutions of PDE on Lipschitz domains that we shall
need in the sequel. For the sake of completeness, we collected some preliminary
material on Besov spaces in Appendix A.

4.1.1. Local operators. There is a vast literature concerning regularity of local, lin-
ear, elliptic PDE on bounded, non-smooth or piecewise smooth domains, cf. for
example [?, ?, ?, ?, ?, ?, ?] and the books [?, ?]. In this work, depending on the con-
figuration of the domain, we need to resort to either estimates with homogeneous
Dirichlet conditions (in the case Σ = ∅) or with mixed Dirichlet and Neumann con-
ditions with regions that may or may not intersect, depending on whether Σ∩∂Ω is
empty or not. In particular, the way in which regions with Neumann and Dirichlet
boundary conditions intersect critically affects the resulting regularity of solutions
[?].

Besides the condition σmax ≥ σ` ≥ σmin > 0 that we introduced in Section 1.2,
we assume the diffusivity σ` to be Lipschitz continuous,

(4.1) |σ`(x)− σ`(y)| . |x− y|, ∀x, y ∈ Ω1.

For problems with homogeneous Dirichlet boundary conditions, we have the
following result [?, Theorem 2] (see also [?] for related results in spaces with different
integrability indices). Since for the sake of approximation we can only exploit
minimal regularity, we shall conform ourselves with results of such a type.
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Proposition 4.1. Let Λ be a bounded Lipschitz domain, σ` satisfy (4.1), let f ∈
H−1(Λ) be given and u ∈ H1

0 (Λ) be the weak solution to the homogeneous Dirichlet
problem {

−div (σ`∇u) = f in Λ,

u = 0 on ∂Λ.

If f ∈ B−1/2
2,1 (Λ), then u ∈ Ḃ3/2

2,∞(Λ), with

‖u‖
Ḃ

3/2
2,∞(Λ)

. ‖f‖
B
−1/2
2,1 (Λ)

.

If f ∈ H−1+ θ
2 (Λ) for some θ ∈ (0, 1), then u ∈ H̃1+ θ

2 (Λ) with

(4.2) ‖u‖
H̃1+ θ

2 (Λ)
. ‖f‖

H−1+ θ
2 (Λ)

.

We next list some results regarding problems with mixed boundary conditions.
Since our goal is to apply the resulting regularity estimates to derive a priori ap-
proximation rates for finite element discretizations of problem (CP-II-NEW) on
two-dimensional polygonal domains, we will only state results in unweighted, L2-
Sobolev spaces and for problems with a constant diffusivity, cf. [?]. Other related
and important results in that could also be applied to our problem include reg-
ularity for curved polyhedra in 3d [?], or classical estimates on weighted spaces
[?].

Proposition 4.2. Let Λ ⊂ R2 be a bounded polygonal domain whose boundary is
the union of open sets ΓD, ΓN , with ΓD ∩ΓN = ∅, ΓD 6= ∅, and ΓD ∩ΓN consisting
of a finite set of points. Let f : Λ→ R be given and u ∈ H1(Λ) be the weak solution
to the homogeneous Dirichlet problem

−∆u = f in Λ,

u = 0 on ΓD,

∂u

∂n
= 0 on ΓN .

Let C ⊂ ∂Ω be the (finite) set of intersecting points between ΓD and ΓN and corner
points in ΓD and ΓN . For all c ∈ C, let ωc ∈ (0, 2π) be the opening of the (Λ-
interior) angle at c and let

γc =

{
1 + π

2ωc
if c ∈ ΓD ∩ ΓN ,

1 + π
ωc

if c ∈ ΓD ∪ ΓN .

Then, for
γ = γ(Λ) = min{γc : c ∈ C} > 1,

if f ∈ Hγ−2(Λ) we have u ∈ Hγ(Λ) and

‖u‖Hγ(Λ) . ‖f‖Hγ−2(Λ).

4.1.2. Nonlocal operators. Regularity results concerning nonlocal operators such as
(−∆σn`)

s are much scarcer than their local counterparts. Unlike what is needed for
the local operator, independently of whether Σ = ∅ or not, for the purposes of our
paper we only require results involving Dirichlet boundary conditions, although of
non-homogeneous type.

At this point, we need to make some assumption on the diffusivity σn`. Following
[?, E1] and [?, Hypothesis 2.11], to obtain extra regularity of solutions we require
some assumptions about the smoothness of the diffusivities. In the setting of [?], we
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have G(x, y, ρ) = C(n,s)
4 σn`(x, y)ρ2. Therefore, to apply the results in that paper,

we only need to assume some Hölder continuity on σn`. More precisely, we assume
that there exists β ∈ (0, 1] such that

(4.3) |σn`(x, y)− σn`(x′, y′)| .
(
|x− x′|β + |y − y′|β

)
.

With that, we can apply [?, Theorem 3.4] to deduce regularity estimates for prob-
lems with homogeneous Dirichlet conditions. We briefly state a result in this regard.
We refer to [?, Corollary 1.1] and [?, Corollary 3.8].

Proposition 4.3. Let s ∈ (0, 1). Assume σn` satisfies (4.3), and let f ∈ H−s(Λ)

be given. Let u ∈ H̃s(Λ) be the weak solution to the homogeneous Dirichlet problem

(4.4)

{
(−∆σn`)

su = f in Λ,

u = 0 in Λc.

If f ∈ B−s+β/22,1 (Λ), then u ∈ Ḃs+β/22,∞ (Λ), with

(4.5) ‖u‖
Ḃ
s+

β
2

2,∞ (Λ)
. ‖f‖

B
−s+ β

2
2,1 (Λ)

.

If f ∈ H−s+λ
β
2 (Λ) for some λ ∈ (0, 1), then u ∈ H̃s+λ β2 (Λ) with

(4.6) ‖u‖
H̃s+λ

β
2 (Λ)

. ‖f‖
H−s+λ

β
2 (Λ)

.

Remark 4.1 (optimality). The regularity estimate (4.5) is the maximal one can
expect even for a smooth right hand side f and a smooth domain. As a matter of
fact, the reduced regularity of solutions is caused by a rough boundary behavior, as
illustrated by a simple example:

Λ = B(0, 1) ⊂ Rn, f ≡ 1, σn` ≡ 1 ⇒ u(x) = c(n, s)(1− |x|2)s+,

where c(n, s) = 2−2sΓ(n2 )
(
Γ(n+2s

2 )Γ(1 + s)
)−1

. Regularity of solutions to problem
(4.4) with a constant diffusivity has been thoroughly studied in recent years; in par-
ticular, reference [?] obtains sharp estimates on the boundary behavior of solutions,
that leads to weighted Hölder regularity estimates. As a conclusion, the boundary
expansion

u(x) ' d(x, ∂Λ)sϕ(x),

where ϕ is smooth, turns out to be generic.

To prove regularity results of solutions of problems with non-homogeneous ex-
terior conditions, we only need to exploit the mapping properties of the operator
(−∆σn`)

s. For completeness, we provide a proof of the following lemma in detail.

Lemma 4.1. Let s ∈ (0, 1/2), α ∈ (0, 1− 2s), and the diffusivity σn` satisfy (4.3)
with β ≥ α. Then, the weighted fractional Laplacian (2.4) is a bounded operator
from Hα+2s(Rn) to Bα2,∞(Rn).

Proof. See Appendix B. �

We state the following theorem in a fashion that we will use in Section 4.3.
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Theorem 4.1. Let Λ be a bounded Lipschitz domain, s ∈ (0, 1/2), g ∈ Hα+2s(Λc)
for some α ∈ (0, 1− 2s), σn` satisfy (4.3) with β ≥ α, f : Λ→ R, and u ∈ Hs(Rn)
be the weak solution to the non-homogeneous Dirichlet problem{

(−∆σn`)
su = f in Λ,

u = g in Λc.

If f ∈ H−s+θ
β
2 (Λ) for some θ ∈ (0, 1), then u ∈ Hs+min{α+s−ε,θ β2 }(Rn) for all

ε > 0 and

(4.7) ‖u‖
Hs+min{α+s−ε,θ β

2
}(Rn)

. ‖f‖
H−s+θ

β
2 (Λ)

+ ‖g‖Hα+2s(Λc).

The hidden constant above behaves as ε−1/2 if α + s ≤ θ β2 and as (α + s − θ β2 )−1

if α+ s > θ β2 .

Proof. As Λ is a bounded Lipschitz domain and g ∈ Hα+2s(Λc), we extend it to
G ∈ Hα+2s(Rn). By using Lemma 4.1, we have (−∆σn`)

sG ∈ Bα2,∞(Rn) and then
the function ũ = u−G is a weak solution of the homogeneous Dirichlet problem{

(−∆σn`)
sũ = f̃ in Λ,

ũ = 0 in Λc,

with f̃ = f − (−∆σn`)
sG ∈ Bα2,∞(Λ).

In case α ≤ −s + θ β2 , we use the embedding Bα2,∞(Λ) ⊂ Hα−ε(Λ) for some
arbitrary ε > 0 (see (A.2)), that gives rise to

‖f̃‖Hα−ε(Λ) . ‖f‖
H−s+θ

β
2 (Λ)

+ ε−1/2‖(−∆σn`)
sG‖Bα2,∞(Λ),

and use (4.6) with λ = 2(α+s−ε)
β ∈ (0, 1) to obtain

‖ũ‖H̃α+2s−ε(Λ) . ‖f‖H−s+θ β2 (Λ)
+ ε−1/2‖g‖Hα+2s(Λc).

For α > −s + θ β2 we again resort to (A.2), exploit the embedding Bα2,∞(Λ) ⊂
H−s+θ

β
2 (Λ) with a constant O(α+ s− θ β2 ), and use (4.6) with λ = θ:

‖ũ‖
H̃s+θ

β
2 (Λ)

. ‖f̃‖
H−s+θ

β
2 (Λ)

. ‖f‖
H−s+θ

β
2 (Λ)

+
‖g‖Hα+2s(Λc)

α+ s− θ β2
.

�

Remark 4.2 (limitations on the value of s). We proved Lemma 4.1 and Theorem
4.1 for s in the range (0, 1/2). The main reason behind this limitation becomes
apparent upon inspection of our argument in Appendix B: we used first differences.
For sufficiently smooth diffusivities, we expect the weighted fractional Laplacian to
be an operator of order 2s, but if 2s > 1 then one cannot derive such a regularity
by using first differences. If α ∈ (0, 2− 2s) and σn` is locally Cβ near the diagonal
{x = y} for some β ≥ α, then we expect (−∆σn`)

s : Hα+2s(Rn)→ Bα2,∞(Rn) to be
a bounded operator.

However, we emphasize that we are interested in applying Theorem 4.1 in the case
where Σ 6= ∅ and the operator DΣ coincides with the classical Neumann operator;
as we already anticipated, and show in Section 4.3 below, we expect this only to
happen provided s < 1/2.
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4.2. A simple setting: isolated subdomains. From our discussion in Section
3.2, and in particular from the resulting Euler-Lagrange equations (CP-II-NEW),
we note that the problem simplifies notably in the case Ω1 ∩ Ω2 = ∅. Indeed, in
such a case, for all x ∈ Ω1 and y ∈ Ω2 we have |x− y| ≥ d(Ω1,Ω2) > 0 and thus we
have the pointwise bound

|NΩ2
s,σn`

u(x)| ≤
C(n, s) ‖σn`‖L∞(Ω1×Ω2)

d(Ω1,Ω2)n+2s

∫
Ω2

|u(x)− u(y)|dy

.
[
|u(x)|+ ‖u‖L2(Ω2)

]
for all x ∈ Ω1, with a hidden constant depending on n, s, σn`, d(Ω1,Ω2), and |Ω2|.
Therefore, because u ∈ L2(Ω) with ‖u‖L2(Ω) . ‖f‖L2(Ω) –this is because the energy

space satisfies HII ⊂ L2(Ω)–, we immediately deduce

NΩ2
s,σn`

u ∈ L2(Ω1), with ‖NΩ2
s,σn`

u‖L2(Ω1) . ‖f‖L2(Ω).

Therefore, in this setting, in order to prove regularity of solutions within Ω1 it
suffices to apply Proposition 4.1. Additionally, in the subdomain Ω2 we can exploit
the fact that u|Ωc2 vanishes on a neighborhood of Ω2. Namely, if we denote by U
the zero-extension of u|Ωc2 to Ω2, for x ∈ Ω2 we have

(−∆σn`)
sU(x) = C(n, s)

∫
Rn
σn`(x, y)

U(x)− U(y)

|x− y|n+2s
dy

= −C(n, s)

∫
Ω1

σn`(x, y)
U(y)

|x− y|n+2s
dy

and, because d(Ω1,Ω2) > 0, if σn` satisfies (4.3) we deduce (−∆σn`)
sU |Ω2

∈
Cβ(Ω2) ⊂ Hβ−ε(Ω2) for all ε > 0. We can therefore mimic the proof of Theorem
4.1 with this modification and arbitrary s ∈ (0, 1), and obtain enhanced regularity
estimates. We summarize our discussion in the following result.

Proposition 4.4 (isolated subdomains). Let s ∈ (0, 1). Assume Ω1 ∩ Ω2 = ∅,
β ∈ [0, 1) with β ≥ 2s − 1, f ∈ B−s+β/22,1 (Ω), and let u ∈ HII be the minimizer of

(1.4). Then, u|Ω1
∈ Ḃ3/2

2,∞(Ω1) and u|Ω2
∈ Ḃs+β/22,∞ (Ω2).

Proof. Let u ∈ HII be the minimizer of (1.4). According to our discussion above,
on Ω1 we have

−div (σ`∇u) = f −NΩ2
s,σn`

u ∈ B−1/2
2,1 (Ω1), u|∂Ω1

= 0,

and applying Proposition 4.1 we deduce u|Ω1
∈ Ḃ3/2

2,∞(Ω1). To prove the claimed

regularity of u|Ω2
, we point out that the function ũ = u− U satisfies the homoge-

neous Dirichlet problem

(−∆σn`)
sũ = f − (−∆σn`)

sU ∈ B−s+β/22,1 (Ω2), ũ|Ωc2 = 0,

and we can apply (4.5). �

Remark 4.3 (generalizations). The assumption β ≥ 2s− 1 in the previous propo-
sition is by no means fundamental. We included it for the clarity of the statement.
By the same argument, if s > 1/2 one can also prove regularity in case β < 2s− 1,
only that in such a case one would have a reduced regularity over Ω1. Similarly, we
can also apply interpolation arguments to deduce regularity estimates in case f is

less regular than B
−s+β/2
2,1 (Ω).
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4.3. Transmission problems – the case s < 1/2. We now assume that s ∈
(0, 1/2), α ∈ (2s, s + 1/2), and f ∈ Hα−2s(Ω2) ⊂ L2(Ω2). As anticipated in
Remark 3.1, because s < 1/2 we can actually show that the solution u satisfies a
homogeneous Neumann boundary condition on the interface from Ω1.

Lemma 4.2. Let Ω be a bounded Lipschitz domain, σn` satisfy (4.3), u be a min-

imizer of the energy EII with s ∈ (0, 1/2) and f ∈ H−s+θ
β
2 (Ω) for some θ ∈ (0, 1)

and satisfying s < θ β2 . Then, NΩ2
s,σn`

u
∣∣
Ω1
∈ L2(Ω1).

Proof. The well-posedness of problem (CP-II-NEW) implies u|Ωc2 ∈ H
1(Ωc2), and

because u vanishes on Ωc, we have u|Ωc2 ∈ H
1−ε(Ωc2) for all ε > 0. We can therefore

apply Theorem 4.1 with α = 1− 2s− ε; because s < 1/2 we can assume ε is small

enough so that min{1−s−ε, θ β2 } = θ β2 and therefore we obtain the global regularity

u ∈ Hs+θ β2 (Rn).
Let us define ω : Ω1 → R,

ω(x) =

(∫
Ω2

1

|x− y|n+2s−θβ dy

)1/2

.

Then, because θ β2 > s and Ω1, Ω2 are bounded, an integration in polar coordinates
allows us to deduce that ω ∈ L∞(Ω1) (with ‖ω‖L∞(Ω1) ≤ C(n, s, α, d(Ω1), d(Ω2))).

We can therefore compute, for all x ∈ Ω1 and by applying Hölder’s inequality,

|NΩ2
s,σn`

u(x)| ≤ C(n, s) ‖σn`‖L∞(Ω1×Ω2)

∫
Ω2

|u(x)− u(y)|
|x− y|n+2s

dy

≤ C(n, s) ‖σn`‖L∞(Ω1×Ω2) ‖ω‖L∞(Ω1)

(∫
Ω2

|u(x)− u(y)|2

|x− y|n+2s+θβ
dy

)1/2

.

Squaring both sides above and integrating on Ω1 yields

‖NΩ2
s,σn`

u‖L2(Ω1) .

(∫
Ω1

∫
Ω2

|u(x)− u(y)|2

|x− y|n+2s+θβ
dy dx

)1/2

.

The last integral above can be bounded by ‖u‖
Hs+θ

β
2 (Rn)

and we conclude that

NΩ2
s,σn`

u ∈ L2(Ω1). �

Under the assumptions of the previous lemma, by (3.6) we deduce that, on Ω1,
u solves the problem

−div (σ`∇u) = f −NΩ2
s,σn`

u in Ω1,

(σ`
∂u

∂n
)|Ω1 = 0 on Σ,

u = 0 on Γ1 = ∂Ω1 \ Σ.

We have f −NΩ2
s,σn`

u ∈ L2(Ω1). Next, we simplify our discussion by restricting Ω1

to be a two-dimensional, polygonal domain so that Proposition 4.2 can be applied.

Proposition 4.5 (case s < 1/2). Let Ω ⊂ R2 be a bounded polygonal domain such

that Ω1 satisfies the assumptions in Proposition 4.2. Let f ∈ H−s+θ
β
2 (Ω) for some

θ ∈ (0, 1) and satisfying s < θ β2 , and u be a minimizer of the energy EII with

s < 1/2. Then, u|Ω1
∈ Hγ(Ω1) for γ = min{γ(Ω1), 2} and u ∈ Hs+θ β2 (R2).
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Proof. Let γ = min{γ(Ω1), 2} ∈ (1, 2] be as in Proposition 4.2. We have f |Ω1
∈

L2(Ω1) and therefore u|Ω1 ∈ Hγ(Ω1). This readily implies u|Ωc2 ∈ Hγ(Ωc2) and

u|Ωc2 ∈ H1−ε(Ωc2) for all ε > 0. We can apply Theorem 4.1 to conclude that

u ∈ Hs+θ β2 (R2). �

Remark 4.4 (comments on the general case). In this subsection, we have performed
two different simplifications. On the one hand, we have restricted the analysis to
problems on two spatial dimensions, and on polygonal domains. As we already
stated, we made this assumption with the only goal of simplifying our analysis, and
the proof we made could be easily adapted for other configurations in which different
type of regularity estimates on Ω1 are available.

On the other hand, our analysis only covered the case s < 1/2. The reason
for this assumption is twofold. First, in our derivation of the strong form of the
Euler-Lagrange equations we were able to show the transmission condition DΣ = 0,
and we actually expect the operator DΣ to coincide with a Neumann derivative only
when s < 1/2; it should be noted that, in the limit s → 1 our problem recovers
a standard transmission problem and therefore the interface condition we expect is
like in (1.2). Second, the mapping properties of the operator NΩ2

s,σn`
are not clear

when s ≥ 1/2: while in principle we expect it to be an operator of order 2s ≥ 1, the
lack of second differences in its definition difficults the analysis. In particular, we
are not aware of a result like Theorem 2.1 for t > 1 and therefore we cannot give a
definition like (2.18) for functions in Ht(Ω2) with t > 1.

Nevertheless, a direct treatment of (CP-II-NEW) as a transmission problem
might allow to obtain regularity estimates in the whole range s ∈ (0, 1).

5. Numerical analysis and computational explorations

In this section, we consider a finite element discretization of both proposed ener-
gies. We discuss their approximation capabilities and outline the main ingredients
required in their analysis. We also include several numerical experiments, using the
code developed in [?] as a starting point, that illustrate the qualitative behavior of
the proposed models as well as some of their most relevant features.

5.1. Finite element setting, interpolation, and convergence. We consider
discretizations of the problems (CP-I-NEW) and (CP-II-NEW) by means of the
finite element method with piecewise linear continuous functions. Let h0 > 0; for
h ∈ (0, h0], we let Th denote a mesh of Ω, i.e., Th = {T} is a partition of Ω into
simplices T of diameter hT and h = maxT∈Th hT . Additionally, we assume that
Th meshes exactly both Ω1 and Ω2, and that the family {Th}h>0 is shape-regular,
namely,

(5.1) σ := sup
h>0

max
T∈Th

hT
ρT

<∞,

where ρT is the diameter of the largest ball inscribed in T . We take simplices to be
closed sets. We point out that our only assumption on meshes is shape-regularity;
in particular, we do not assume any uniformity. In some cases, we choose meshes
that are suitably graded towards the interface Σ to better capture the solution
behavior near that region.

Let Nh be the set of vertices of Th, Nh be the set of interior vertices, N = #Nh
and {ϕi}Ni=1 be the standard piecewise linear Lagrangian basis, with ϕi associated
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to the node xi ∈ Nh. With this notation, the set of discrete functions is

Ṽh :=

{
vh : Rn → R : vh ∈ C(Rn), vh =

N∑
i=1

viϕi

}
,

where vh is trivially extended by zero outside Ω. It is clear that Ṽh ⊂ H̃s(Ω) for
all s ∈ (0, 1). Therefore, we consider conforming finite element discretizations and

seek uh ∈ Ṽh such that either
(5.2)∫

Ω1

σ`∇uh · ∇vh dx+
C(n, s)

2

∫∫
Ω2

2

σn`(x, y)
(uh(x)− uh(y))(vh(x)− vh(y))

|x− y|n+2s
dydx

=

∫
Ω

fvh dx, ∀vh ∈ Ṽh

or
(5.3)∫

Ω1

σ`∇uh · ∇vh dx+
C(n, s)

2

∫∫
QΩ2

σn`(x, y)
(uh(x)− uh(y))(vh(x)− vh(y))

|x− y|n+2s
dydx

=

∫
Ω

fvh dx, ∀vh ∈ Ṽh

hold. These equations are simply discrete counterparts to (3.1) and (3.3), respec-
tively. Clearly, uh solves (5.2) (resp. (5.3)) if and only if it is the minimizer of the
restriction of the convex functional EI from (1.3) (resp. EII from (1.4)) over the

linear space Ṽh; existence of discrete solutions follows immediately. Moreover, if we
let vh = uh in either (5.2) or (5.3), then we immediately obtain discrete stability
bounds given f ∈ L2(Ω) (or even in suitable negative-order Sobolev spaces).

Furthermore, as Ṽh ⊂ HI (resp. Ṽh ⊂ HII) we trivially have a Galerkin orthog-
onality property and consequently a best approximation result holds. From this,
one can combine suitable quasi-interpolation estimates with a density argument like
[?, Thm. 3.1.3] to prove the convergence of the approximations. In case one has at
hand regularity estimates for the solutions, such as the ones described in Section 4,
convergence rates can be obtained. We do not delve into details, and only outline
the main ingredients for the energy EII . Using the fact that σ`, σn` are bounded
and uniformly positive, the best approximation result yields

|u− uh|H1(Ω1) + |u− uh|V s(Ω2|Rn) . inf
vh∈Ṽh

|u− vh|H1(Ω1) + |u− vh|V s(Ω2|Rn).

Thus, it suffices to use a suitable interpolation operator to bound the sum in the
right-hand side above. For clarity, we specifically consider the Scott-Zhang quasi-
interpolation operator [?]; analogous conclusions could be drawn from interpolation
using e.g. the Clément [?] or Chen-Nochetto [?] operators, although some modifi-
cations would be needed to deal with the interface. Since in all our problems the
solutions exhibit the minimal regularity u ∈ H`(Ω) for some ` > 1/2 for adequately
smooth σn` and f (see Theorem 4.1 with α close to 1 − 2s), we can follow the
original construction of the interpolation operator from [?].

For the following discussion, we consider an arbitrary bounded, polyhedral Lip-
schitz domain Λ that is meshed exactly by a shape-regular family Th = {T}, and
keep the notation introduced above. As we are considering piecewise linear La-
grange elements, for every node xi ∈ Nh we consider an (n − 1)-simplex Ki such
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that xi ∈ ∂Ki, we design Ih : H̃`(Λ)→ Ṽh by introducing the L2-dual basis of the
nodal basis over Ki and, in particular, we let ψi be the basis element such that∫
Ki
ϕiψi = 1. With this, we define

(5.4) Ihv =
∑

i : xi∈Nh

(∫
Ki

v(x)ψi(x)dx

)
ϕi.

Even if the sum is taken over all the mesh nodes, for functions that vanish on
∂Λ we have Ihv

∣∣
∂Ω

= 0. For the analysis of the operator, we need the following
notions: given T ∈ Th, we respectively define its first and second star by

S1
T :=

⋃
{T ′ ∈ Th : T ∩ T ′ 6= ∅} , S2

T :=
⋃{

T ′ ∈ Th : S1
T ∩ T ′ 6= ∅

}
.

We also require a slight modification to deal with boundary-touching simplices: we
define

S̃1
T :=

{
S1
T if T ∩ ∂Ω = ∅,

BT otherwise,

where BT is a ball centered at the barycenter of T , with radius comparable to hT ,
and such that S1

T ⊂ BT . We also consider

S̃2
T :=

⋃{
S̃1
T ′ : T

′ ∈ Th, int(T ′) ∩ S1
T 6= ∅

}
.

In [?, Section 4], approximation properties of this operator in integer-order
Sobolev spaces are studied. Combining the results therein with interpolation be-
tween Sobolev spaces, we deduce the following

‖v − Ihv‖L2(T ) + hT ‖∇(v − Ihv)‖L2(T ) . h
r
T |v|Hr(S1

T ) ∀v ∈ Hr(S1
T ), r ∈ [1, 2],

with . independent of h and T ∈ Th. For less-regular functions, the approximation
properties of the Scott-Zhang operator were first studied in [?]. Here, we recall a
related estimate derived in [?, ?], that is tailored to the analysis of our problem:

for all v ∈ Hr(S̃2
T ), s ∈ (0, 1), r ∈ [s, 2], it holds that(∫∫

T×S̃1
T

|(v − Ihv)(x)− (v − Ihv)(y)|2

|x− y|n+2s
dy dx

)1/2

. hr−sT |v|Hr(S̃2
T ).

To put together the local approximability estimates with respect to fractional-
order seminorms, one needs to use a suitable localization. The first results along this
line were obtained in [?, ?], where localization of the Hs(Λ)-seminorms are studied;

a slight modification needs to be introduced to deal with H̃s(Λ)-seminorms, see [?,
Section 4.1] for details. Concretely, we have

(5.5) ‖v‖2
H̃s(Λ)

≤ C(n, s)

2

∑
T∈Th

[∫∫
T×S̃1

T

|v(x)− v(y)|2

|x− y|n+2s
dy dx+

c(n, σ)‖v‖2L2(T )

sh2s
T

]
,

where σ is the shape-regularity constant introduced in (5.1). Collecting the results
mentioned above, we obtain the following global interpolation estimates.

Proposition 5.1. Let Λ be a bounded, polyhedral Lipschitz domain, s ∈ (0, 1), and
Ih be the Scott-Zhang interpolation operator defined above on a shape regular family
of meshes of Λ. Then, we have

(5.6) |v − Ihv|H1(Λ) .

(∑
T∈Th

h
2(r−1)
T |v|2Hr(S1

T )

)1/2

∀v ∈ Hr(Λ), r ∈ [1, 2],
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and

(5.7) |v − Ihv|H̃s(Λ) .

(∑
T∈Th

h
2(r−s)
T |v|2

Hr(S̃2
T )

)1/2

∀v ∈ H̃r(Λ), r ∈ [s, 2].

Under the assumption that Th meshes exactly both Ω1 and Ω2, the result above
immediately allows one to deduce convergence rates for our energy EII provided
we have at hand some estimates on the regularity of solutions. Indeed, it is clear
that (5.6) yields convergence rates in H1(Ω1) for the quasi-interpolation operator.
Additionally, even in problems in which Σ 6= ∅, the seminorm (2.13) can be trivially

bounded in terms of the global H̃s(Ω) norm, since QΩ2
⊂ QΩ. Thus, we can bound

|u− Ihu|V s(Ω2|Rn) ≤ |u− Ihu|H̃s(Ω) and we can use (5.7). In the settings of either

Sections 4.2 or 4.3, the resulting convergence rates read as follows.

Proposition 5.2 (convergence rates). Let {Th}h>0 be a shape-regular, conforming
family of meshes in Ω, such that for every h > 0 the meshes Th cover exactly both
Ω1 and Ω2, and let h = maxT∈Th hT .

In the setting of Proposition 4.4, we have

|u− uh|H1(Ω1) + |u− uh|V s(Ω2|Rn) . h
β
2 ‖f‖

B
−s+β/2
2,1 (Ω)

Additionally, under the same hypotheses as in Proposition 4.5, we have

|u− uh|H1(Ω1) + |u− uh|V s(Ω2|Rn) . h
min{γ, θ β2 }‖f‖

H−s+θ
β
2 (Ω)

.

5.2. Experiments. In this section we present the results to several computational
experiments involving the coupled models we proposed in Section 1.2. We mainly
focus on (CP-II-NEW), but we also show some experiments related to (CP-I-NEW).
In general, explicit solutions to the problems are not available, and therefore our
purpose in this section is, rather than numerically corroborating the validity of
Proposition 5.2, to explore some salient features of this problem. Concretely, we
investigate the behavior of solutions near the interface of the domain and provide
evidence that the interface operator DΣ from (CP-II-NEW) coincides with the
normal derivative for s < 1/2. We illustrate that, even when Ω consists of two
disconnected subdomains, there is effective coupling between the models. We also
present numerical evidence of the development of singularities on Ω1, caused by the
way Σ intersects ∂Ω, even when Ω1 is a convex domain. Furthermore, we study
the eigenvalues of the discrete problems for a fixed mesh size and show numerically
that (CP-II-NEW) recovers a standard local transmission problem in the limit as
s → 1. Finally, we compare the behavior of the two models (CP-I-NEW) and
(CP-II-NEW) in this limit.

5.2.1. Interface behavior. As discussed in Section 4.3, a relevant feature of solutions
to (CP-II-NEW) is that, for s < 1/2, there is a homogeneous Neumann interface
condition from the local subdomain. In contrast, for s → 1 we formally expect
to recover a standard transmission condition. We illustrate this behavior with the
following experiment. Let Ω = B(0, 2), with Ω2 = B(0, 1), Ω1 = B(0, 2) \ B(0, 1),
σ` ≡ 1, σn` ≡ 1, f ≡ 1. Formally, for s = 1 we recover the Dirichlet problem

u ∈ H1
0 (Ω): −∆u = 1, whose solution is u(x1, x2) =

(4−(x2
1+x2

2))+

4 and satisfies
∂u
∂n |Ω1

≡ − 1
2 at the interface Σ = ∂B(0, 1).
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We compute the normal derivative on the interface of the solutions to (5.3)

for s = j
100 , j = 1, . . . , 99. To better capture the solution behavior, we consider

approximations on adapted meshes in the spirit of Grisvard [?, Section 8.4] grading
according to the distance to the interface. More precisely, we fix h > 0 and µ ≥ 1
and build meshes such that the triangles have size

(5.8) hT '

{
h d(T,Σ)(µ−1)/µ if T ∩ Σ = ∅,
hµ if T ∩ Σ 6= ∅.

Figure 5.1 exhibits different slices of the computed solutions, as well as the
computed value of the normal derivative at the point (1, 0), obtained on a mesh
graded as above with µ = 2.5 and with 26077 elements on Ω1 and 40306 on Ω2.
From the right panel, it is apparent that

∣∣ ∂
∂n (uh|Ω1

)(1, 0)
∣∣ increases with respect

to s. While it is clear that none of the computed values equals zero, we point out
that for s = 0.01 and s = 0.5 we obtained ∂

∂n (uh|Ω1
)(1, 0) ≈ −6.7 × 10−4 and

∂
∂n (uh|Ω1)(1, 0) ≈ −9.4× 10−3, respectively. In contrast, for s = 0.99 we computed
∂
∂n (uh|Ω1

)(1, 0) ≈ −0.430; to better illustrate the convergence for s → 1, we also

run the experiment with s = 0.999 and obtained ∂
∂n (uh|Ω1

)(1, 0) ≈ −0.494, in very
good agreement with the expected limit value −1/2. Finally, we point out that,
in our experiments we observed that, for all s, ∂

∂n (uh|Ω1
)(1, 0) was monotonically

increasing as the meshes were increasingly refined.

0 0.5 1 1.5 2
0

0.25

0.5

0.75

1

0 0.25 0.5 0.75 1
-0.5

-0.4

-0.3

-0.2

-0.1

0

Figure 5.1. Finite element solutions to the problem described
in Section 5.2.1. Left panel: slices {x1 > 0, x2 = 0} for s =
0.1, 0.5, 0.9. Right panel: computed values of ∂

∂n (uh|Ω1
)(1, 0) for

different values of s.

5.2.2. Isolated subdomains. Our next set of experiments aims to illustrate the cou-
pling between the local and nonlocal models for the energy (1.4) even when Ω
is composed of two isolated subdomains, namely Σ = ∅. We consider Ω1 =
(− 3

4 ,−
1
4 ) × (− 1

2 ,
1
2 ), Ω2 = ( 1

4 ,−
3
4 ) × (− 1

2 ,
1
2 ); s = 0.5; σ` ≡ 1, σn` ≡ 1; and either

f = χΩ1 or f = χΩ2 . Figure 5.2 shows that finite element solutions we obtained
in this setting and indicates that, even if f is identically zero on one subdomain in
each case, the solution does not vanish. On each panel, we use different color maps
for each subdomain so that the behavior of the solution becomes clearer.
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0.0e+00 2.2e-010.0e+00 3.4e-04 0.0e+00 2.8e-02 0.0e+00 2.8e-04

Figure 5.2. Minimizers of (5.3) in the setting of Section 4.2. Left
panel: f = χΩ1

; right panel: f = χΩ2
.

5.2.3. Singularities arising in the local model. Our next experiment explores the
development of algebraic singularities over Ω1 for minimizers to (1.4) and their
dependence on s. We consider Ω = (−1/2, 1/2)2 \ [−1/2, 0]2, with Ω1 = Ω ∩ {x2 >
0}, σ` ≡ 1, σn` ≡ 1, and f ≡ 1. We observe that the domain configuration is
such that Σ intersects ∂Ω with a straight angle at the origin. Thus, according
to Propositions 4.2 and 4.5, in this setting, for s < 1/2, the regularity pickup in
Ω1 is given by γ(Ω1) = 3/2. On the other hand, as s → 1 one formally recovers a
classical Poisson problem on the L-shaped Ω with homogeneous Dirichlet boundary
conditions, that possesses a regularity pickup index γ(Ω) = 5/3.

We aim to illustrate the dependence of the solution regularity for this problem
with respect to s. For this purpose, we used a mesh graded similarly to (5.8),
although we considered the distance to the origin instead of the distance to the
interface to drive the grading. The left panel in Figure 5.3 depicts the mesh in Ω:
we have a local mesh size near the origin h ≈ 1.5× 10−5.
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Figure 5.3. Singular behavior in Ω1 of solution for s = 0.1. Left:
top view; center: slice x1 = 0; right: slice x2 = 0.

We performed least-squares fittings of our computed solution over the segments
{0}× (0, 1/200) and (0, 1/200)×{0} with a model of the form u(t) ' Ctγ using 11
equally spaced sampling points, as shown in the center and right panels of Figure
5.3 for s = 0.1; our findings are summarized in Table 5.1. We observe that, for
small s and even up to s ≈ 0.7, the asymptotic behavior of u|Ω1 near the origin
is consistent with the value γ(Ω1) = 3/2, there is a transition for larger values
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of s, and for s → 1 one recovers an exponent consistent with the expected global
regularity γ(Ω) = 5/3.

s = 0.1 s = 0.2 s = 0.3 s = 0.4 s = 0.5 s = 0.6
x1 = 0 0.5046 0.5041 0.5037 0.5032 0.5028 0.5028
x2 = 0 0.5009 0.5012 0.5015 0.5017 0.5018 0.5017

s = 0.7 s = 0.8 s = 0.9 s = 0.95 s = 0.99 s = 0.999
x1 = 0 0.5046 0.5142 0.5544 0.6007 0.6527 0.6655
x2 = 0 0.5016 0.5055 0.5382 0.5862 0.6482 0.6650
Table 5.1. Computed singular exponents via least-squares fitting
on the segments {0} × (0, 1/200) and (0, 1/200)× {0} for different
values of s on a graded mesh.

5.2.4. Eigenvalue comparison. For the next experiment we add a negative, zero-
order term to the energy EII . More precisely, for ω > 0 we consider Eω(v) :=
EII(v) − ω2‖v‖2L2(Ω). Clearly, the energy minimization problem becomes ill-posed

provided ω2 coincides with an eigenvalue of the associated differential operator over
Ω with homogeneous boundary conditions. We test our code in the same setting
as in §5.2.1: since σ` ≡ 1 and σn` ≡ 1, formally, for s ∼ 1 we expect to lose
uniqueness of solutions as ω2 approaches any eigenvalue of the (classical) Laplacian
with homogeneous Dirichlet boundary conditions. Over Ω = B(0, 2) ⊂ R2, such
eigenvalues are given by

λm,n =
j2
m,n

4
,

where jm,n is the n-th positive zero of the Bessel function of the first kind Jm. In
increasing order, the first four numerical values are

λ0,1 ≈ 1.45, λ1,1 ≈ 3.67, λ2,1 ≈ 6.59, λ0,2 ≈ 7.62.

Figure 5.4 reports the estimated `2-condition numbers of the resulting system ma-
trices on quasi-uniform meshes with 3442 elements on Ω1 and 2249 on Ω2 –this
corresponds to a mesh size h ≈ 5× 10−2– as a function of ω2 and for different val-
ues of s and ω2 spanning (0, 10). For s = 0.99, we observe a very good agreement
with the corresponding eigenvalues of the limit local problem while as s decreases
we observe that the spectrum tends to shift to the left. As s → 0, the eigenvalues
cluster around 1 from above, see the close-up for ω2 ∈ (0, 4) and s = 0.25.

5.2.5. Energy comparison in the limit s→ 1. Our final experiment aims to compare
the two energies (1.3) and (1.4), and highlight the different fashion in which both
recover the limiting local energy as s → 1. On the square Ω = (−1/2, 1/2)2, we
consider uloc(x1, x2) = (1/4−x2

1)(1/4−x2
2), which solves −∆uloc = f with homoge-

neous Dirichlet boundary conditions and f(x1, x2) = −2(x2
1 + x2

2) + 1. Considering
Ω1 = Ω∩{x1 < 0}, Figure 5.5 depicts the minimizers uI and uII we obtained resp.
for the two energies EI and EII for s = 0.999, as well as the corresponding solution
to the local problem. While visually both solutions to the coupled local/nonlocal
models seem to approximate the desired solution, it seems the minimizer of EII is
closer to it, while the coupling for the minimizer of (1.3) is weaker. To make this
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Figure 5.4. In blue, computed condition numbers in the setting
of §5.2.4 for s = 0.25 (left), s = 0.75 (center), and s = 0.95 (right).
In the right panel, the dashed line depicts the condition numbers
for the corresponding discrete local problems.

statement more precise, Table 5.2 compares the L2(Ω)-norms of such discrepancies
for values of s close to 1. While for the energy EII the convergence seems to be
linear with respect to (1−s), the behavior for EI is less clear and the discrepancies
are of a larger magnitude.

0.0e+00 6.2e-02 0.0e+00 6.2e-02 0.0e+00 6.2e-02

Figure 5.5. Discrete energy minimizers for s = 0.999 (left and
center, corresponding to EI and EII , respectively), and solution
to the limiting local problem. We use the same scale for the three
plots.

s = 0.9 s = 0.99 s = 0.999
EI 1.6× 10−2 1.3× 10−2 3.2× 10−3

EII 7.1× 10−3 6.4× 10−4 6.4× 10−5

Table 5.2. Discrepancy between solutions to (5.2) and (5.3) for
different values of s and uloc in the L2(Ω)-norm.

Appendix A. Some basic results on Besov spaces

This appendix collects a few well-known results about Besov spaces that we use
in the paper. While it is customary to introduce such spaces by real interpola-
tion between integer-order Sobolev spaces, here we employ an equivalent definition
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through difference quotients. In particular, we restrict to spaces with differentiabil-
ity order between 0 and 1. Given a function v : Rn → R and a vector h ∈ Rn \ {0},
we denote by τhv(x) := v(x+ h) the translation of v with vector h. Given Λ ⊂ Rn
and ρ > 0, we write

Λρ := {x ∈ Λ: d(x, ∂Λ) < ρ}.
Definition A.1. Let D be a fixed ball centered at the origin, δ ∈ (0, 1), p, q ∈ [1,∞].
Then,

(A.1) |v|Bδp,q(Λ) :=
(
qδ(1− δ)

∫
D

‖τhv − v‖qLp(Λ|h|)

|h|n+qδ
dh
)1/q

for p, q ∈ [1,∞) while for q =∞ we let

|v|Bδp,∞(Λ) := sup
h∈D

‖τhv − v‖Lp(Λ|h|)

|h|δ
,

Importantly, when p = 2 we have the algebraic and topological equivalence
Hδ(Λ) = Bδ2,2(Λ) for all δ ∈ R, and actually the same equivalence between Besov
and Sobolev spaces holds for an arbitrary p ∈ [1,∞] as long as the differentiability
order δ is not an integer.

We also make use of Besov spaces of functions that are supported on domains.
For that purpose, we define

Ḃδp,q(Λ) := {v ∈ Bδp,q(Rn) : supp v ⊂ Λ}.
The Besov scale on bounded Lipschitz domains possesses some relevant orderings
with respect to its defining parameters. While the inclusion

Bδ1p,q1(Λ) ⊂ Bδ0p,q0(Λ) if 0 < δ0 < δ1, 1 ≤ p ≤ ∞, 1 ≤ q0, q1 ≤ ∞,
is well-known (for example, [?, §3.3.1]), we are interested in a quantitative estimate.
The following result can be proven by repeating exactly the same steps as in [?,
Lemma 2.1].

Proposition A.1. Let Ω ⊂ Rn be a bounded Lipschitz domain, p, q ∈ [1,∞),
δ ∈ (0, 1), and ε ∈ (0, 1− δ). Then, Bδ+εp,∞(Ω) ⊂ Bδp,q(Ω) with

(A.2) ‖v‖Bδp,q(Ω) .

(
δ

ε

) 1
q

‖v‖Bδ+εp,∞(Ω) ∀ v ∈ Bδ+εp,∞(Ω).

Finally, we recall another well-known fact: that Besov spaces are increasing
with respect to the parameter q. This follows from the characterization of their
seminorms as discrete sums,

|v|Bδp,q(Λ) '


( ∞∑
k=0

|2kδ sup
|h|≤2−k

‖τhv − v‖Lp(Λ|h|)|
q

)1/q

if q <∞,

sup
k≥0

2kδ sup
|h|≤2−k

‖τhv − v‖Lp(Λ|h|) if q =∞,

and the fact that `q spaces are increasing with respect to q. We refer to [?, §2.10]
for details.

Lemma A.1. Let Ω ⊂ Rn be a bounded Lipschitz domain, p,∈ [1,∞), 1 ≤ q ≤
q′ ≤ ∞, and δ ∈ (0, 1). Then, Bδp,q(Ω) ⊂ Bδp,q′(Ω) with

(A.3) ‖v‖Bδ
p,q′ (Ω) . ‖v‖Bδp,q(Ω) ∀ v ∈ Bδp,q(Ω).
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Appendix B. Proof of Lemma 4.1

In this appendix, we prove Lemma 4.1 about the mapping properties of the
weighted fractional Laplacian (2.4). We note that, because 0 < α < 1− 2s, accord-
ing to Definition (A.1), it suffices to show that

(B.1) ‖(τh − I)(−∆σn`)
su‖L2(Rn) . |h|α‖u‖Hα+2s(Rn).

For that purpose, given x ∈ Rn we split

(τh − I)(−∆σn`)
su(x) = (−∆σn`)

su(x+ h)− (−∆σn`)
su(x)

=

∫
Rn

(σn`(x+ h, y + h)− σn`(x+ h, x+ h))

(
u(x+ h)− u(y + h)− u(x) + u(y)

|x− y|n+2s

)
dy

+

∫
Rn
σn`(x+ h, x+ h)

(
u(x+ h)− u(y + h)− u(x) + u(y)

|x− y|n+2s

)
dy

+

∫
Rn

(σn`(x+ h, y + h)− σn`(x, y))

(
u(x)− u(y)

|x− y|n+2s

)
dy

=: I(x) + II(x) + III(x).

(B.2)

We begin bounding the term I. We exploit the boundedness and Hölder regularity of
σn`, cf. (4.3), and fix some θ < min{2s, β}, to deduce

|σn`(x+ h, y + h)− σn`(x+ h, x+ h)| . |x− y|θ.

With that, making the change of variables z = y − x and using Minkowski’s inequality,

‖I‖L2(Rn) .

(∫
Rn

(∫
Rn

|u(x+ h)− u(y + h)− u(x) + u(y)|
|x− y|n+2s−θ dy

)2

dx

)1/2

=

(∫
Rn

(∫
Rn

|u(x+ h)− u(x+ h+ z)− u(x) + u(x+ z)|
|z|n+2s−θ dz

)2

dx

)1/2

≤
∫
Rn

‖τz(u− τhu)− (u− τhu)‖L2(Rn)

|z|n+2s−θ dz

. ‖u− τhu‖B2s−θ
2,1 (Rn).

Next, we observe that, by interpolation of the inequalities

‖u− τhu‖L2(Rn) . |h|
α+2s‖u‖Hα+2s(Rn), ‖u− τhu‖Hα+2s(Rn) . ‖u‖Hα+2s(Rn),

we have

‖u− τhu‖B2s−θ
2,1 (Rn) . |h|

α+θ‖u‖Hα+2s(Rn).

Therefore, since |h| ≤ 1, we obtain

(B.3) ‖I‖L2(Rn) . |h|
α+θ‖u‖Hα+2s(Rn) ≤ |h|

α‖u‖Hα+2s(Rn).

We now deal with the term II in (B.2). For this, we note that it essentially coincides
with a first difference for a non-weighted fractional Laplacian, namely,

II(x) = σn`(x+ h, x+ h) (τh − I) (−∆)su(x),

and thus

‖II‖L2(Rn) . ‖ (τh − I) (−∆)su‖L2(Rn) . |h|
α‖(−∆)su‖Bα2,∞(Rn).

We use the continuity of the embedding Hα(Rn) ⊂ Bα2,∞(Rn) (see (A.3)) and the well-

known mapping property (−∆)s : Hα+2s(Rn)→ Hα(Rn) to obtain

(B.4) ‖II‖L2(Rn) . |h|
α‖u‖Hα+2s(Rn).
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Finally, we bound the integral III in (B.2). We again exploit the β-Hölder regularity
of σn` (4.3),

‖III‖L2(Rn) . |h|
β

(∫
Rn

(∫
Rn

|u(x)− u(y)|
|x− y|n+2s

dy

)2

dx

)1/2

.

Upon making the change of variables z = x + y and using Minkowski’s inequality, we
obtain (∫

Rn

(∫
Rn

|u(x)− u(y)|
|x− y|n+2s

dy

)2

dx

)1/2

=

∫
Rn

‖τzu− u‖L2(Rn)

|z|n+2s
dz

and therefore, by definition (A.1),

(B.5) ‖III‖L2(Rn) . |h|
β‖u‖B2s

2,1(Rn)
.

The bound (B.1) follows by putting together (B.3), (B.4), and (B.5) and noticing that
‖u‖B2s

2,1(Rn)
. ‖u‖Hα+2s(Rn) by (A.2)-(A.3).
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