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A B S T R A C T

Despite the growing awareness in academia and industry of the importance of solar probabilistic forecasting
for further enhancing the integration of variable photovoltaic power generation into electrical power grids,
there is still no benchmark study comparing a wide range of solar probabilistic methods across various local
climates. Having identified this research gap, experts involved in the activities of IEA PVPS T161 agreed to
establish a benchmarking exercise to evaluate the quality of intra-hour and intra-day probabilistic irradiance
forecasts.

The tested forecasting methodologies are based on different input data including ground measurements,
satellite-based forecasts and Numerical Weather Predictions (NWP), and different statistical methods are
employed to generate probabilistic forecasts from these. The exercise highlights different forecast quality
depending on the method used, and more importantly, on the input data fed into the models.

In particular, the benchmarking procedure reveals that the association of a point forecast that blends
ground, satellite and NWP data with a statistical technique generates high-quality probabilistic forecasts.
Therefore, in a subsequent step, an additional investigation was conducted to assess the added value of such a
blended point forecast on forecast quality. Three new statistical methods were implemented using the blended
point forecast as input.

To ensure a fair evaluation of the different methods, we calculate a skill score that measures the
performance of the proposed model relative to that of a trivial baseline model. The closer the skill score is to
100%, the more efficient the method is. Overall, skill scores of methods that use the blended point forecast
ranges from 42% to 46% for the intra-hour scenario and 27% to 32% for the intra-day scenario. Conversely,
methods that do not use the blended point forecast exhibit skill scores ranging from 33% to 43% for intra-hour
forecasts and 8% to 16% for intra-day forecasts.

These results suggest that using (a) blended point forecasts that optimally combine different sources of
input data and (b) a post-processing with a statistical method to produce the quantile forecasts is an effective
and consistent way to generate high-quality intra-hour or intra-day probabilistic forecasts.
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1. Introduction

Accurate forecasts of solar energy generation play a crucial role
n effectively integrating solar power into existing grids and reducing
ssociated expenses [1]. This is because power output from photo-

voltaic plants (PV) is greatly influenced by weather conditions, making
t highly variable. Consequently, having precise information about
uture solar power production is essential to minimize the need for
ostly balancing services and power reserves. Hence, enhancing solar

forecasting models to increase the value of solar power generation
ecomes critically important. This work will focus in Global Horizontal
rradiance (GHI) forecasting since it is deemed one of the main drivers
or solar power forecasting [2].

Today, users are faced with a myriad of forecasting methods. They
can vary in the nature of the approach, the kind of inputs fed into the
models, the outputs they produce or even in the forecasting horizon
under consideration. Review publications aim to identify and structure
all these elements, often comparing the performance values reported
cross the literature [3–6]. However, benchmark studies aim to do

so using a methodology that ensures a fair comparison, i.e. the same
locations and training and test periods. This has been done for many
different aspects of solar forecasting: the post-processing of numeri-
cal weather prediction models (NWP) [7], baseline approaches [8],
autoregressive statistical learning approaches [9,10], cloud motion vec-
or techniques [11], deep learning approaches using sky images as

inputs [12], among others. In other words, these benchmark studies
ensure a comprehensive understanding and comparable indicators of
he benefits associated with a particular approach. For instance, in the
rame of IEA SHC Task 46 [13], Lorenz et al. [14] designed a stan-

dardized procedure to evaluate the accuracy of day-ahead deterministic
irradiance forecasts.

However, all these previous studies focus on deterministic fore-
asting and dismiss the inherent uncertainty of a forecast. Indeed,
hen it comes to decision-making for grid operators, utilities, aggre-
ators, balancing responsible parties and others, having not only a
oint forecast but also an associated uncertainty or prediction interval
ecomes immensely valuable. In other words, reliable probabilistic
redictions can significantly enhance the integration of variable energy
ources within the energy network, leading to improved efficiency [15].

Unlike the mature field of wind power forecasting, where probabilistic
forecasting is well-established [15–18], probabilistic solar forecasting
is still relatively nascent [19–21]. Consequently, there are considerably
less benchmark studies focusing on solar probabilistic forecasts.

A literature review restricted to intra-hour/intra-day solar prob-
bilistic forecasts reveals that a few studies have started to address
his gap. Among others, one can cite the following works. Grantham
t al. [22] used a non parametric bootstrapping method for generating

prediction intervals of GHI at a forecast horizon of 1 h. The bootstrap
technique requires a point forecast which is, in their work, delivered by
a linear auto-regressive (AR) model. With only past ground data, David
et al. [23] used a combination of point forecast ARMA model and a
parametric GARCH model to generate intra-hour (up to 1 h ahead with
a time step of 10 min) and intra-day (up to 6 h ahead with a time step of
1 h) GHI probabilistic forecasts. Lauret et al. [24] evaluated the quality
f three probabilistic models for intra-day solar forecasting. A linear
uantile regression technique is used to build three models for generat-
ng 1 to 6 h ahead probabilistic forecasts. Inputs of the models are either
nly ground data or ground data with day-ahead forecasts provided by
he European Center for Medium-Range Weather Forecast (ECMWF).
he results demonstrated that the Numerical Weather Prediction (NWP)
xogenous inputs improve the quality of the intra-day probabilistic
orecasts. Using only past ground GHI measurements, David et al.
25] set up a combination of 3 points forecasting methods and 7
robabilistic methods to issue intra-day GHI forecasts. None of the

model combinations clearly outperformed the others. However, regard-
less of the point forecasting method used, linear models in quantile
2 
regression, weighted quantile regression and gradient boosting decision
rees appear to produce probabilistic forecasts with higher quality than

the other proposed methods. In their work, Alonso-Suárez et al. [26]
developed three models aimed at generating intra-day probabilistic GHI
forecasts, spanning lead times from 10 min to 3 h with a granularity
of 10 min. The initial model solely relies on historical ground mea-
surements. The second model enhances the first one by integrating a
variability metric derived from these historical ground measurements.

he third model incorporates satellite albedo as an additional input. A
inear quantile regression is employed to create directly (i.e. without
sing a point forecast) a range of quantiles summarizing the predictive
istributions of the global solar irradiance. The findings demonstrate
hat the inclusion of satellite data further enhances the quality of the
robabilistic forecasts. Mazorra-Aguiar et al. [27] assessed the perfor-

mance of two approaches for solar probabilistic forecasting to generate
intra-day solar forecasts covering time horizons from 1 h to 6 h. The
first approach involves a two-step process. Initially, point forecasts
are generated for each forecast horizon, followed by the utilization of
quantile regression techniques to estimate the prediction intervals. The
second methodology directly predicts the quantiles of the predictive
distribution using past ground data as input. Yang et al. [28] bench-
marked 5 forecasting intrahour/intraday solar probabilistic methods
(including notably an Analog Ensemble method and a linear quantile
regression technique) on a standardized dataset set up by Pedro et al.
[29]. All the proposed methods generate directly the quantile forecasts

ithout resorting to a point deterministic forecast. The findings clearly
ighlight the significance of exogenous inputs in probabilistic solar

forecasting, as all methods demonstrate enhanced results upon the
ntegration of exogenous features computed from sky, satellite images
nd NWP outputs provided by the NAM the North American Mesoscale
NAM) forecast system.

Finally, it must be noted that specific methods based on Cloud-
Motion Vector (CMV) approach or combination of sky and satellite
images have been recently proposed in the literature. For instance, Car-
rière et al. [30] designed a CMV-based probabilistic method which is an
extension of the deterministic CMV approach by adding Gaussian noise
o the norm and direction of the cloud motion vector estimates. Paletta
t al. [31] used an hybrid deep learning method combining sky im-

ages, satellite observations and/or past ground irradiance to generate
intra-hour solar forecasts.

Following the previous literature review, the following comments
can be made. To evaluate the quantile forecasts two methodologies
can be distinguished. The first one leverages on a point deterministic
forecast to produce with a specific statistical technique the prediction
ntervals. The second one generates directly (i.e. without resorting to a

point forecast) the quantile forecasts. Regarding the first methodology,
no work tries to evaluate the impact of a high quality point forecast on
he generation of probabilistic forecasts.

Moreover, to the best of our knowledge, no benchmarking exercise
has been conducted to compare classical probabilistic techniques like
uantile regression or Analog Ensemble with a CMV-based probabilistic

approach on multiple sites experiencing different climate conditions.
Therefore, as part of IEA PVPS T16 [32], experts engaged in Activity

3.3 on solar probabilistic forecasts found it essential to complement
these previous studies regarding intra-hour and intra-day solar proba-
bilistic forecasts. In other words, it appears important to experts of the
IEA PVPS T16 to propose to the solar forecasters community a com-
prehensive benchmarking exercise related to intra-day and intra-hour
solar irradiance forecasts.

To this end, five participants set-up a benchmarking exercise based
n a shared ground measurement, satellite and NWP data. Eight Eu-
opean sites with diverse climatic conditions were chosen for this
urpose. The proposed benchmarking procedure is implemented to
ompare 15-min irradiance probabilistic forecasts up to 6 h issued by

each participant with their own forecasting methods. In particular,

to fill the gaps highlighted by the literature review, it appeared first
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Table 1
List of participants. The code associated to each participant also identifies the forecasting methodology used by the participant.
Participant Code/Method Forecasting methodology Input data

Mines Paris (OIE) OIE CMV-based probabilistic approach Satellite data
University of La Réunion (PIMENT) PIMENT Parametric method ARMA-GARCH Ground data
Fraunhofer (ISE) ISE Blended point forecast +Analog Ensemble Ground + satellite + NWP data
Utrecht University (UU) UU Non-linear Quantile Regression Forest Ground data
Laboratorio de Energía Solar (Udelar) LES Linear quantile regression Ground + satellite data
T

G
m

r
d

S

i

important to the IEA PVPS experts to jointly evaluate a CMV proba-
bilistic system with traditional quantile forecasting methods. Second,
n assessment of the impact of a high quality point forecast on the

quality of the generated probabilistic predictions is also conducted in
this work.

To evaluate the quality of the probabilistic predictions, different
diagnostic tools and scoring rules can be employed [33]. For user
onvenience, the verification scheme should be kept simple. For that,
e propose using the reliability diagram as a visual diagnostic tool
nd the Continuous Ranked Probability Score (CRPS), as the numerical
core. It is commonly adopted by the community in the verification
rocess of solar irradiance probabilistic forecasts.

Further, in this work, unlike most of the previous studies, and
n order to better highlight the skill of a forecasting method, we
ropose the numerical decomposition of the CRPS into the reliability
nd resolution components as in Lauret et al. [33].

The rest of the paper is organized as follows. Firstly, this paper
ntroduces the benchmarking exercise. Section 3 details the data used in
he exercise while Section 4 gives an overview of the diverse forecasting

methodologies. The verification framework is presented in Section 5.
Section 6 gives the main results of the benchmark and Section 7 dis-
cusses the impact of combining a blended point forecast with statistical
echniques to generate probabilistic solar forecasts. Finally, Section 8

concludes this paper.

2. The benchmarking exercise

In the frame of the IEA PVPS Task 16 [32], five participants agreed
o set up a benchmarking exercise related to intra-day and intra-hour
olar irradiance probabilistic forecasting. Table 1 lists the participants
f this benchmark, the code that will be used to identify them through-

out the following sections and plots, as well as the forecasting methods
sed. For this exercise, each participant submitted their forecasts under
he form of quantile forecasts (i.e. the quantiles of the predictive
istribution).

Together, the participants designed the framework that would guide
his benchmark, namely the type of input data that could be fed
nto the forecasting models, the forecast horizons to be considered,
nd the selection of the probability levels of the quantile forecasts.

Table 2 gives details regarding these decisions. Thus, each participant
as responsible for generating 15-min irradiance probabilistic forecasts

up to 2 h ahead (for intra-hour) and up to 6 h (for intra-day) for 8
selected European sites (described in Section 3). The verification of the
forecasts was conducted blindly by one of the authors of this paper. The
Mean Absolute Error (MAE) of the median of the predictive distribution
was also calculated. This allows for a direct comparison between the
performance of the pointwise deterministic median and that of the
proposed probabilistic methods, as the MAE is equivalent to the CRPS
or deterministic counterparts.

3. Data for the benchmarking exercise

3.1. Ground measurements

It is crucial to use identical data for evaluation when comparing
arious prediction methods. The selected dataset comprises 15-min
easured GHI values from eight locations of Europe. We restricted the
 c

3 
Table 2
Parameters of the benchmarking exercise. Details regarding the verification metrics are
provided in Section 5.

Type of Input Data - Ground GHI measurements
- Satellite estimates
- NWP forecasts
- Solar geometry variables (e.g. Solar Zenith Angle (SZA),
etc.)

Forecast horizon - Intra-hour: 8 horizons (15 to 120 min, in 15-min steps)
- Intra-day: 16 horizons (135 to 360 min, in 15-min steps)

Forecasts specification 15 GHI quantile forecasts with probability levels of
[0, 0.025, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.975, 1]

Verification metrics - Reliability diagram
- CRPS
- CRPS skill score with the CSD-CLIM model as baseline
— see [34].
- MAE of the median of the predictive distribution

evaluation to European sites since the methods of two of the partici-
pants used satellite data only covering most of the European domain.

he evaluation period spans from January 2017 to December 2018.
The year 2017 was chosen for the training set of the different methods
described below, while 2018 was used for testing these methods.

The original reference database comprises high temporal resolution
HI data (1 min) that were collected for a benchmarking exercise of
odeled solar radiation data [35]. This benchmark exclusively incor-

porates quality-assured data, meticulously checked using an extensive
ange of best practices and newly established quality-control proce-
ures [35]. These procedures encompass automated and manual data

quality tests along with descriptive quality flagging, conducted by a
team of experts of the IEA PVPS T16 subtask 1 [32].

The 15-min dataset results from a downsampling of these original
1-min. More precisely, the 1-min raw GHI were averaged at 15 min
resolution. Also, in case of missing raw data, a linear interpolation is
done if the gap is below 1 h otherwise the whole day is discarded.
Finally, data for which solar elevation ≤ 10◦ have been filtered out and
are consequently not taken into account in the evaluation process.

Table 3 gives all the details related to each site. Note that, except for
the TAB site provided by CIEMAT/DLR [36] and the MIL site provided
by Ricerca sul Sistema Energetico (RSE) all sites are part of the Baseline
urface Radiation Network (BSRN) [37].

3.2. Satellite data

In this study, two data sets of GHI estimates based on satellite
data are considered. Both are based on images obtained by the SEVIRI
instrument onboard the Meteosat Second Generation (MSG) satellite
using the MSG 15-minute visible channel with a spatial resolution of
approximately 1 × 2 km at Europe.

The first data set used for the OIE and LES forecasts is derived
from the satellite images using the Heliosat −4 model [38]. The GHI
estimates in the second data set used for the ISE forecasts are based on
a modified version of the Heliosat method [39].

Generally, for forecasting purposes, a sequence of satellite images
s used to infer cloud motion vectors (CMV), i.e. vectors that describe
loud advection, which can be extrapolated into the future to make
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Table 3
Locations and key figures of ground measurements used for the benchmark. Column ‘‘Köppen C.‘‘ lists the Köppen-Geiger climate classification
of each site while column ‘‘Mean GHI’’ gives the average GHI of the test dataset.
Site Country Code Latitude (◦N) Longitude (◦E) Altitude (m) Köppen C. Source Mean GHI

(W/m2)

Cabauw NLD CAB 51.9711 4.9267 0 Cfb BSRN 315.0
Carpentras FRA CAR 44.083 5.059 100 Csa BSRN 411.1
Cener ESP CEN 42.816 −1.601 471 Cfb BSRN 381.6
Milan ITA MIL 45.4761 9.2545 150 Cfa RSE 394.1
Palaiseau FRA PAL 48.713 2.208 156 Cfb BSRN 347.7
Payerne CHE PAY 46.815 6.944 491 Cfb BSRN 368.9
Plataforma Solar ESP TAB 37.0909 −2.3581 500 Bsk CIEMAT/DLR 499.5
Toravere EST TOR 58.254 26.462 70 Dfb BSRN 318.1
p
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a prediction. For a better understanding of the assumptions and lim-
tations of the use of CMV, the reader is directed to Lorenz et al.
2].

3.3. NWP forecasts

The blended forecasts results from the combination of three types
f inputs namely a persistence forecast, a satellite-based forecast and
he deterministic ECMWF IFS forecast (see Section 4.3.1). Thereto, ISE

includes the atmospheric model high resolution 10-day forecast (HRES)
product of the ECMWF IFS forecast with a spatial resolution of 0.125◦

and a time resolution of 1 h. The forecast of shortwave solar radiation
downwards (ssrd) is used at base-times 0:00 UTC and 12:00 UTC. It
is spatially smoothed over 9 × 9 grid points, and upsampled from the
original 1 h time resolution to 15 min via clear sky index (see Eq. (1))
interpolation.

4. Description of the probabilistic methods

Let us recall that all probabilistic methods depicted in this work
enerate quantile forecasts with the probability levels given in Table 2.

However, each participant utilizes their own method to produce this
set of quantiles (listed and briefly described above in Table 1).

Three classes of approaches are employed in this benchmark. The
irst class extends to the probabilistic domain a framework traditionally
sed to produce deterministic CMV-based forecasts, mainly by adding
aussian noise to its inputs (similarly to a Monte Carlo approach). That

s the case of Mines Paris OIE. The second class corresponds to a two-
tep approach where a deterministic forecast is generated and then used
s input by a statistical technique to generate the quantile forecasts.
his is the case of participants PIMENT and ISE. Conversely, the third
lass produces directly (in one step) the quantile forecasts from a set of
nput variables. This is the case of participants UU and LES.

Finally, in the field of solar forecasting, it is a standard procedure
o detrend the Global Horizontal Irradiance (GHI) time series due to
ts non-stationary nature, characterized by daily cycles and annual

seasonalities [40]. This detrending process involves utilizing the output
f a clear sky model. Specifically, a new deseasonalized series, known
s the clear sky index 𝑘𝑐 time series, is derived by employing the

following data transformation

𝑘𝑐 =
𝐼
𝐼𝑐

, (1)

where 𝐼 is the measured global horizontal irradiance and 𝐼𝑐 is the out-
ut of a clear sky model. All the proposed forecasting models described
elow make use of the clear sky index 𝑘𝑐 time series. However, it should
e noted that the choice of the clear sky model may vary depending on
he participant.
4 
4.1. Description of Mines Paris OIE model

This approach, proposed originally in Carrière et al. [30], combines
hysical and statistical elements and leverages a standard satellite-
ased solar forecasting framework which is traditionally used for de-

terministic forecasting. Fig. 1 gives an overview of the principle of the
method.

First, a 25 × 25 grid with 0.04◦ resolution centered in the location
of interest is defined. For each grid cell, satellite-derived time series for
GHI and its clear-sky expectation (𝐼𝑐) are obtained from the Copernicus
Atmospheric Monitoring Services (CAMS) Radiation product [41] using
the pvlib Python interface [42]. Note that while the native resolution
of this product depends on the distance to nadir, the CAMS Radiation
roduct adjusts to any requested coordinates by means of interpolation.
ased on this data, the corresponding clear-sky index 𝑘𝑐 grid was
alculated according Eq. (1) and its spatial resolution was further
ncreased by a factor of 3 through a 2D linear interpolation. Then,
he CMV of each downscaled 𝑘𝑐 cell is inferred using an Optical Flow
echnique following the work of Chow et al. [43] and using an efficient
ethod proposed by Liu [44].

Deterministic CMV-based forecasts are calculated, for example, by
xtrapolating the 𝑘𝑐 grid in space (according to the CMVs and the fore-
ast horizon) and selecting the advected 𝑘𝑐 value which is closest to the
ocation of interest. In this approach, an Eulerian spatial extrapolation
s considered, where the clouds are assumed to move in a straight-line
rajectory.

Here, the probabilistic aspect is enabled by three elements: (i) a
Gaussian noise distribution relative to the CMV estimates, namely to
the norm and direction of a vector; (ii) a Gaussian noise distribution
relative to the 𝑘𝑐 estimates; and (iii) a monitoring perimeter. The first
two aim to describe the uncertainty associated with the estimation
of the satellite-derived variables, whereas the third defines a distance
threshold below which an extrapolated grid cell is considered a plausi-
ble forecast candidate. This allows the generation of a set of plausible
advection scenarios. The third corresponds to a distance threshold
below which an extrapolated 𝑘𝑐 pixel is considered a plausible forecast
candidate. Thus, the combination of the viable candidates from all the
generated scenarios constitutes an ensemble of 𝑘𝑐 forecasts from which
an empirical cumulative distribution function (CDF) is built.

Finally, the 𝑘𝑐 CDF is converted back to GHI by multiplying it
with the 𝐼𝑐 obtained from CAMS Radiation (see Eq. (1)), which con-
siders the McClear clear-sky model, which accounts for water vapor
nd aerosol effects [45]. To mitigate potential calibration issues, the

forecasts are post-processed by first considering the baseline model
CSD-CLIM [34] for defining the bounding quantiles (Q0 and Q100)
and then implementing a quantile mapping approach for calibration,
adjusting the effective probability rate of each quantile to its theoretical
rate according to the training data.

More details on this implementation can be found in Carrière et al.
[30], including the parameters assumed for the considered sources of
Gaussian noise. Concerning the model implementation, a few remarks:

• It is only tested for the locations covered by the CAMS Radi-
ation service (i.e., covered by the Meteosat Second Generation
geostationary satellite);
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Fig. 1. Mechanisms leveraging the probabilistic CMV approach: (a) the generation of advection scenarios by inputting noise to the base CMV; (b) the consideration of all advected
grid cells that fall inside a monitoring perimeter.
• It is only tested for the horizon range between 15 min and 2 h;
• In two situations, the baseline approach proposed by Le Gal La

Salle et al. [34] is considered instead of the CMV-based one:
(i) when for a given day, forecast time, and horizon, there is
yet no available satellite image; (ii) when this approach leads
to less than 50 𝑘𝑐 candidates, which possibly compromises the
representativeness of the produced ensemble.

4.2. Description of PIMENT model

The PIMENT model is based on a parametric approach commonly
used in the financial domain. It combines a AutoRegressive Moving
Average model (ARMA) and Generalized AutoRegressive Conditional
Heteroskedasticity (GARCH), which successively generate a point fore-
cast and then its associated uncertainty. This combination in the field
of solar energy has been first introduced by David et al. [23]. The
model is applied to the clear sky index 𝑘𝑐 time series with the McClear
model [45] selected as the clear-sky model.

The AutoRegressive Moving Average model (ARMA) stands as a
prevalent and widely-applied method in time series prediction. Its
extensive utilization in forecasting renewable energy has underscored
its competitive edge, owed largely to its parsimonious nature. Notably,
its application spectrum encompasses the forecasting of solar irradiance
among other domains [25,46]. A general formulation of an ARMA(p,q)
model with p autoregressive (AR) terms and q moving average (MA)
terms is given by Tsay [47]. Its application to the ℎ-ahead forecast of
a variable 𝑦 is given by the following equation

�̂�𝑡+ℎ = 𝛼0 +
𝑝
∑

𝑖=1
𝛼𝑖 × 𝑦𝑡−𝑖+1 +

𝑞
∑

𝑗=1
𝛽𝑗 × 𝜖𝑡−𝑗+1, (2)

with ℎ = 1, 2,… the forecast horizon and 𝛼0, 𝛼1,… , 𝛼𝑝, 𝛽1,… , 𝛽𝑞 the
coefficients to be estimated. The error term 𝜖 is the difference between
the previous forecasts and observations as defined in the following
equation:

𝜖𝑡 = �̂�𝑡 − 𝑦𝑡. (3)

The ARCH (AutoRegressive Conditional Heteroskedasticity) models,
introduced by Engle [48], is used to model the variance of time series in
the financial domain. These models are particularly efficient to predict
changes in variance over the time, for instance the error of point
forecast generated with an ARMA model [49]. PIMENT applied the
Generalized AutoRegressive Conditional Heteroskedasticity (GARCH)
model proposed by Bollerslev [49], which gives a more parsimonious
formulation than the simple ARCH model. In GARCH models, the con-
ditional variance is a linear function of lagged squared error terms and
5 
also lagged conditional variance terms [50]. The general formulation of
a GARCH(r,s) model, with r error terms, s conditional variance terms
and an horizon of forecast h, is given by:

�̂�𝑡+ℎ = �̂�𝑡+ℎ × 𝜀𝑡, (4)

with 𝜀 an uniformly distributed random variable with a null mean and
a unitary variance, and �̂�𝑡+ℎ the predicted standard deviation given by

�̂�2𝑡+ℎ = 𝛾0 +
𝑟
∑

𝑖=1
𝛾𝑖 × 𝜖𝑡−𝑖+1 +

𝑠
∑

𝑗=1
𝛿𝑗 × 𝜎2𝑡−𝑗+1. (5)

As for the ARMA models, 𝛾0, 𝛾1,… , 𝛾𝑟, 𝛿1,… , 𝛿𝑠 are the coefficients
to be estimated. There are numerous methods to estimate these co-
efficients. The two most widely used are the least squares (LS) and
the Maximum Likelihood Estimation (MLE) methods. Here, we propose
to implement the Recursive Least Squares (RLS) method, which is a
variation of the LS method. This method reduces the computational cost
with the coefficient of the model being updated in real-time as new data
become available. The RLS method is very efficient in an operational
context where forecast have to be timely delivered.

To determine the lag parameters p, q of the ARMA model, PIMENT
ran the model on the training year for different combinations of the
lag parameters with values varying from 1 to 10. The best combination
is the one that minimizes the RMSE of the point forecast. For the
probabilistic part, PIMENT used a GARCH(1,1), which is appropriate
for the error times series of the point forecast.

4.3. Description of Fraunhofer ISE model

The approach by Fraunhofer ISE consists of two steps. In a first
step, blended point forecasts are derived from different input data
(Section 4.3.1). In a second step, quantile forecasts are generated
from these blended point forecasts using the Analog Ensemble (AnEn)
method (Section 4.3.2).

4.3.1. Blended forecasts by Fraunhofer ISE
Deriving blended forecasts from several distinct input forecasts

using statistical or machine learning methods is a common approach
in deterministic forecasting [see e.g.2].

Here, GHI forecasts are generated by blending three different types
of forecasts

• a persistence forecast,
• a satellite-based forecast,
• and the deterministic ECMWF IFS forecast (see Section 3.3).
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Fig. 2. MAE vs. forecast horizon, computed for all eight sites together for the test year of 2018. The slight deviations of the median of the predictive distribution denoted here
in the figure by ensemble median compared to the median of the predictive distribution of the benchmark (see Fig. 4b) result from differences in the filtering process.
The persistence forecast is created by deriving a clear sky index
from the latest measurement, which is then extrapolated into the future.
Fraunhofer ISE employs the clear-sky model from Dumortier [51] and
the turbidity model from Bourges [52] to compute clear sky irradiance
and the clear sky index, not only for persistence, but for all modeling
steps described in this section. The satellite-based forecasts are based
on CMVs derived from MSG satellite images (see section 3.2) follow-
ing Kühnert et al. [53]. The CMVs are computed using a block matching
algorithm. Future images are obtained by repetitive application of the
cloud motion vectors. Finally, smoothing filters depending on forecast
lead times are applied to the future images.

The three different forecast types are blended using a set of linear
regression models, fitted for each forecast horizon and time of the day.
This allows to adjust the regression weights to the varying performance
of the different input forecasts in dependence of the forecast horizon
(see Fig. 2). The resulting blended forecast can be written as

𝐼ℎ,𝜏blend = 𝑐ℎ,𝜏pers ⋅ 𝐼
ℎ,𝜏
pers + 𝑐ℎ,𝜏cmv ⋅ 𝐼ℎ,𝜏cmv + 𝑐ℎ,𝜏nwp ⋅ 𝐼ℎ,𝜏nwp, (6)

where 𝐼𝑋 are the GHI of the blended, persistence, CMV or NWP fore-
cast, 𝑐𝑋 are the corresponding regression weights, and ℎ and 𝜏 denote
the index of the forecast horizon and time of the day respectively. When
determining the regression weights 𝑐ℎ,𝜏𝑋 for a forecast horizon ℎ, data
from ℎ ± 2 horizons were included in the fit, to enable the generation
of a smooth blended output forecast from the different linear models.
The regression weights are trained for the year 2017 and applied to
generate the forecasts for 2018. With multiple sites of observation and
forecast data, either one set of the blending parameters for all sites or
separate sets for each site can be derived. It was decided for the single
site training, to obtain close-to-bias-free blended forecasts for each site.

When generating the blended forecasts, missing data is handled
in the following way: If one of the component forecasts is missing,
a simple mean of the remaining component forecasts is calculated
instead of using the regression weights. For horizons or times of the
day for which no regression weights could be determined, NWP data
is returned. It should be noted here that persistence as well as satellite
based forecasts can only be calculated after sunrise and before sunset,
6 
which impacts availability of these forecasts in the early morning hours
depending also on the forecast horizon. For example, if the earliest
satellite based forecast could be calculated at 7:00 am, forecasts for
horizons of 4 h ahead are available only from 11:00 am onwards.

The performance of the different forecasts, quantified in terms of
MAE, is shown as a function of forecast horizon in Fig. 2. Here the
different availabilities of the forecasts discussed above have to be
considered. For reasons of comparability, calculation of MAE includes
only data points for which all displayed forecasts are available. The
Figure shows that the persistence forecasts are best performing for short
horizons up to 45 min, satellite-based forecasts are best performing for
intermediate horizons up to about 3 h, and the NWP performs best for
even larger horizons. The blended forecasts always exhibit a lower MAE
than any of the individual input forecasts. They form the basis to derive
probabilistic forecasts in a next step.

4.3.2. Analog Ensemble
The Analog Ensemble (AnEn) is a non-parametric ensemble predic-

tion method [54,55]. The method is based on the evaluation of historic
observations and deterministic forecasts. Past forecasts are compared
to the current forecast and the observations corresponding to the most
similar forecast situations, called analogs, then form an ensemble of
possible future values. The quantities, which are used to measure
similarity, are called predictors. Alessandrini et al. [56] constructed
an AnEn for PV power prediction and used the GHI, solar elevation
and azimuth, cloud cover, and ambient temperature (T2M) from the
deterministic ECMWF IFS forecast as predictors. Here, an AnEn to
predict the GHI instead of the PV power is created. Furthermore, just
one predictor quantity is used for the AnEn, namely the forecasted clear
sky index.

To set up the Analog Ensemble, in a first step, the clear sky index
values of the blended forecasts and the measurements are computed.
Situations with measurement-based clear sky index values above 1.2
are excluded. To identify the analogs for a current forecast value
with a forecast horizon ℎ0, similarity to past forecasts is evaluated
using the Euclidean distance of the forecast values of five horizons
{ℎ − 30 min, ℎ − 15 min, ℎ , ℎ + 15 min, ℎ + 30 min}, centered
0 0 0 0 0
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around ℎ0. This window helps to reduce fluctuations in the distance
measure and to improve meteorological similarity between situations.
The measurement-based clear sky indices corresponding to the 40 most
similar situations are taken to form the AnEn.

Similar to a k-nearest-neighbor regression, the AnEn has no explicit
training phase, instead the analogs are selected from a search space
at the time a prediction is made. The analog search is performed
separately for each forecast horizon and each time of the day, reflecting
different uncertainties in dependence of the forecast horizon (see Fig. 2)
nd the time of the day. The search space for the analogs is composed

using a rolling window of the last 180 days and integrating all eight Eu-
ropean sites together, resulting in 1440 historic data points from which
the 40 analogs are selected. Integrating the different sites increases
the search space and thus the reliability of the ensemble. It is made
ossible by using the clear sky index as a predictor instead of GHI and
lose-to-bias-free forecasts for the different sites. The ensemble of clear

sky indices is, then, transformed back to GHI values by multiplication
with clear sky irradiance. The quantiles are finally obtained by a linear
interpolation of the ensemble members, see method 7 of (Hyndman and
Fan, 1996).

4.4. Description of Utrecht University (UU) model

Quantile regression forest (QRF) is a nonlinear ensemble model that
is based on the random forest regression (RF) model [57,58]. Similar
o a RF model, QRF is made up of a predefined set of decision trees
hat exist of a number of layers (𝑡𝑛) and decision nodes (2𝑡𝑛). The
rees are constructed independently from each other by considering
ootstrap samples from the training dataset in the training stage. The
odes are constructed by selecting a random subset of the predictor
ariables and optimizing the decision node on a preset loss function,
.g the mean squared error. In contrast to a RF model, the QRF model
redicts a conditional distribution function (or weighted distribution
f observations). Hence, given a set of predictor variables, each tree in
he QRF model predicts the conditional quantiles of the target variable,
.e., GHI. Finally, a post-processing step is added in which each quantile
alue is set to be equal or higher than zero and equal or lower than the
lear sky irradiance estimate (𝐼𝑐).

The UU forecast model follows the approach described in Visser
et al. [59] to find the optimal hyperparameter settings. Hence, the
training set is split into several training and validation subsets, using 𝑘-
fold cross-validation with 𝑘 = 8 [60]. Once the optimal hyperparameter
settings are found, the QRF model is trained considering the entire
training set, i.e., one year (2017) and then applied to predict the GHI
for the test year (2018).

The QRF model considered in this study operates endogenously.
his implies that the model only relies on historical observations of
he target variable, i.e., the GHI (𝐼), as well as variables that are
vailable at any time, i.e., the clear sky irradiance 𝐼𝑐 . Using 𝐼 and 𝐼𝑐 , we
onstruct two additional variables: the clear-sky index 𝑘𝑐 (see Eq. (1))

and the expected GHI using a clear sky-based smart persistence model,
imilar as discussed in Section 4.3.

From these four main variables, a large set of predictor variables
an be generated by simply considering a multitude of lagged values.
n this study, UU optimizes the number of historical values by means
f an iterative process. Hence, starting with a base model, at each
teration one lagged value is added, where after an evaluation if the

addition leads to a significant performance improvement is made. The
inal set of variables considers 18 predictor variables, including: the

previous eleven GHI measurements (𝐼(𝑡), (...), 𝐼(𝑡 − 10)), the clear-sky
irradiance (𝐼𝑐 (𝑡 + 𝑘)), the clear-sky index (𝑘𝑐 (𝑡)) and the persistence
forecast considering the three most recent irradiance measurements

(𝐼𝑝𝑒𝑟𝑠(𝑡 + 𝑘, 𝑡), 𝐼𝑝𝑒𝑟𝑠(𝑡 + 𝑘, 𝑡 − 1), 𝐼𝑝𝑒𝑟𝑠(𝑡 + 𝑘, 𝑡 − 2)).

7 
4.5. Description of Udelar LES model

The LES forecast is an adaptation of the methodology proposed
y Alonso-Suárez et al. [26]. This approach utilizes lagged ground

measurements and geostationary satellite data as inputs for a Linear
Quantile Regression (LQR) model, as described by Koenker and Bassett
[61]. The LQR model is used to predict quantiles of the clear-sky index
(𝑘𝑐). These quantiles are then converted to quantiles of the Global
Horizontal Irradiance (GHI) using the McClear clear-sky model (see
Eq. (1)). While the mathematical formulation is relatively simple, the
crucial aspect lies in the predictors’ selection. The forecasting model
incorporates the present time and the six preceding 𝑘𝑐 values, along

ith four other predictors derived from either the past 𝑘𝑐 values or
 satellite space cell that surrounds the specific location. The first
dditional predictor is the local short-term variability (𝜎𝑐), which is cal-
ulated as the standard deviation of the last six changes in 𝑘𝑐 . For more
n-depth information on how 𝜎𝑐 is calculated, please refer to Alonso-

Suárez et al. [26]. The remaining three predictors are derived from the
eliosat −4 satellite estimates in a 25 × 25 px space cell provided by

he Copernicus Atmosphere Monitoring Service (CAMS). By employing
he McClear model, the clear-sky index is calculated for each pixel in
he satellite cell. From this index, the average, standard deviation, and
loud coverage are computed and utilized as input variables in the LQR
ethod. The cloud coverage is estimated as the fraction of pixels in

he cell with 𝑘𝑐 < 0.85. In summary, the inputs for the LQR model are
ix lagged 𝑘𝑐 values, the local short-term variability, and four variables
elated to the current time. These current time variables consist of the
easured 𝑘𝑐 , the space average and standard deviation of the satellite-
erived 𝑘𝑐 , and the satellite-estimated cloud coverage within the cell.
ifferent LQR parameters are trained for each site, forecast horizon,
nd quantile.

5. Proposed evaluation framework

Visual diagnostic tools and quantitative scores are used to assess the
quality of the probabilistic forecasts (i.e. the correspondence between
ground truth and the forecasts). Diagnostic tools are used to visually
assess the quality of probabilistic forecasts, while numerical scores are
used to quantify the skills of a forecasting system and to rank competing
prediction methods.

In this study, following the recommendation of Lauret et al. [33],
we adopt the CRPS as the scoring rule to assess the overall performance
f the forecasting method. Moreover, to gain a deeper understanding
f the forecast skill of each forecasting method, we further decompose
he CRPS into two components: reliability and resolution. In case of

predictive distributions summarized by discrete quantile forecasts, Lau-
ret et al. [33] proposed specific formulae to compute the CRPS and
its related decomposition. The interested reader is referred to Lauret
et al. [33] for more details regarding the computation of this CRPS
decomposition. Another useful assessment is whether a prediction sys-
tem outperforms a trivial baseline model. To this end, we compute the
CRPS skill score with the climatological model CSD-CLIM [34] as the
eference model.

Finally, in this work, we use reliability diagrams to visually evaluate
reliability of the different forecasts.

5.1. Visual assessment with reliability diagrams

The reliability diagram serves as a graphical tool for assessing
he reliability of probabilistic forecasts. In this paper, we follow the
ethodology established by Pinson et al. [62], which is tailored for

predictive distributions summarized by quantile forecasts. Specifically,
quantile forecasts are considered reliable when their stated probabil-
ities match the observed proportions. In essence, over a sufficiently
large evaluation dataset, the disparity between observed and nominal

62].
probabilities should be minimized [
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One of the advantages of this representation is that it allows devi-
tions from perfect reliability, represented by the diagonal line, to be
eadily visualized [62]. However, it is important to acknowledge that
ue to the finite sample of observation/forecast pairs and potential se-

rial correlation in the sequence of forecasts and observations, observed
roportions may not align precisely along the diagonal, even if the fore-
asts are perfectly reliable [62]. In other words, reliability diagrams can
ometimes be misleading because even for perfectly reliable forecasts,
eviations from the ideal diagonal case can be observed.

To address the limitations arising from the finite number of ob-
servation/forecast pairs, Bröcker and Smith [63] introduced reliability
diagrams with consistency bars. Additionally, Pinson et al. [62] has
proposed consistency bars that consider the combined effects of serial
correlation and limited data. In this work, consistency bars are cal-
culated according to Pinson et al. [62]. When interpreting reliability
iagrams with consistency bars, it becomes clear that one cannot
eject the hypothesis of the quantile forecasts being perfectly reliable if
he observed proportions fall within the consistency bars. In practice,
ncorporating consistency bars into reliability diagrams can provide
dditional support for the user’s, possibly subjective, assessment of the
eliability of the different models.

5.2. Continuous Rank Probability Score (CRPS) and its decomposition

The Continuous Ranked Probability Score (CRPS) is a numerical
score that quantifies the difference between the predicted and ob-
served cumulative distribution functions (CDF) [64]. It is formulated
as follows:

CRPS = 1
𝑁

𝑁
∑

𝑖=1
∫

+∞

−∞

[

𝐹 𝑖
𝑓 𝑐 𝑠𝑡(𝑥) − 𝐹 𝑖

𝑥𝑜𝑏𝑠
(𝑥)

]2
𝑑 𝑥, (7)

where 𝐹𝑓 𝑐 𝑠𝑡(𝑥) is the predictive CDF of the variable of interest 𝑥
e.g. GHI) and 𝐹𝑥𝑜𝑏𝑠 (𝑥) is a cumulative-probability step function that
umps from 0 to 1 at the point where the forecast variable 𝑥 equals the
bservation 𝑥0 (i.e. 𝐹𝑥𝑜𝑏𝑠 (𝑥) = 1{𝑥≥𝑥𝑜𝑏𝑠}). The squared difference between
he two CDFs is averaged over the 𝑁 observation/forecast pairs.

The CRPS score is designed to reward forecasts that concentrate
their probabilities around the step function located at the observed
value, promoting accuracy and precision in forecast predictions [65].
Put simply, the CRPS serves as a penalty for both insufficient resolution
in predictive distributions and biased forecasts. It is worth noting that
the CRPS is oriented negatively, meaning that smaller values indicate
better performance, and it has the same unit as the forecast variable.

As previously mentioned and in accordance with its nature as a
roper scoring rule [66], the CRPS can be decomposed into two funda-
ental aspects of probabilistic forecasts: reliability and resolution. This
ecomposition of the CRPS yields the following equation:

CRPS = REL+UNC-RES. (8)

The reliability REL component of the CRPS provides an assessment
f forecast biases, while the resolution RES component quantifies the

improvement achieved by issuing case-dependent probability forecasts.
he uncertainty component UNC, on the other hand, is inherent to

the observations and cannot be influenced by the forecast system; it
depends solely on the variability of the observed data [65].

Given that the CRPS is negatively oriented, the objective of a
forecast system is to minimize the reliability component as much as
possible, while also maximizing the resolution component. By employ-
ing this decomposition of the CRPS, a detailed evaluation of the forecast
performance of different forecasting methods can be obtained.

Besides, in the case of deterministic forecasts, the CRPS reduces to
he Mean Absolute Error (MAE). This characteristic enables a direct
omparison between the performance of a probabilistic model and a
eterministic one, or equivalently, it allows for assessing the additional
alue provided by a probabilistic approach [67]. In this study, we
8 
calculate the Mean Absolute Error (MAE) of the forecast distribution’s
median to evaluate the extent to which the probabilistic approach
enhances (or fails to enhance) the overall quality of the forecasts over
ts deterministic counterpart.

5.3. The CSD-CLIM model and the associated CRPS skill score

Probabilistic scores do not allow fair comparisons between different
ites or datasets. To do so, it is a good practice to consider the relative

performance against reference models [68] through skill scores. Over
the past years, several benchmark models for probabilistic forecasting

ere introduced in the literature [68,69]. For this work, the CSD-
CLIM model has been selected. For each site, the measurements of the
training dataset are gathered according to a set of Nb bins of clear-
sky irradiance. For each bin, CSD-CLIM generates a forecast cumulative
distribution function (CDF) using only the historical GHI training data
within that bin. As a result, Nb predictive CDFs are produced. In the
test period, the clear-sky model is used to select the appropriate bin
and the associated forecasting CDF. Thus, the CSD-CLIM approach is
climatological in the sense that it only uses historical data and a clear-
sky model. More details about theory and implementation are available
in Le Gal La Salle et al. [34]. In this work, the McClear clear-sky

odel [45] has been chosen with 30 clear-sky irradiance bins.
A skill score represents the degree of improvement of a forecasting

odel compared to the reference baseline model. The CRPS skill score
CRPSS) reads as

CRPSS = 1 − CRPSmodel
CRPSr ef er ence

. (9)

6. Results

6.1. Reliability diagrams

Reliability diagrams related to each scenario (intra-hour or intra-
day) for each participant and for all sites are given in Fig. 3. Note that
he computation of reliability diagrams for all sites is performed by ag-

gregating GHI observations and forecasts for each site into two distinct
time series. This procedure will be also used to calculate the overall
CRPS results in Section 6.2.1. Consistency bars for a 90% confidence
evel are individually computed for each nominal proportion. Note that
omments related to Figs. 3f, 3g and 3h will be made in Section 7.

Irrespective of the scenario (intra-hour or intra-day), the visual anal-
sis shows that only probabilistic forecasts derived from ISE (Fig. 3c)

possibly has a high reliability. All the other forecasts are possibly non
eliable namely those generated by OIE (Fig. 3a), PIMENT (Fig. 3b), UU

(Fig. 3d) and to a lesser extent LES (Fig. 3e). More specifically, forecasts
provided by OIE appear to be clearly non reliable and forecasts issued
by LES, UU and PIMENT experience high deviations from the ideal line
for high nominal proportions.

For the ISE forecasts for which the observed proportions lie within
the consistency bars, while this does not confirm the perfect reliability
of the quantile forecasts, it also does not allow us to confidently assert
their lack of reliability at a 10% significance level.

6.2. CRPS and its decomposition

6.2.1. Overall results for all sites
Following Yang et al. [28], Tables 4 and 5 report the overall results

(i.e. computed from the aggregation of forecasts and data of all sites)
btained by each metric in terms of ‘‘mean ± standard deviation’’. More
recisely, for intra-hour forecasting, the mean and standard deviation
re computed from the 8 values of the metric corresponding to the
 horizons while for intra-day forecasting, the mean and standard
eviation are computed from the 16 values related to the 16 horizons
see Table 2). We recall here that intra-hour forecasts correspond to

15–120 min-ahead forecasting at 15 min timesteps while the intra-day
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Fig. 3. Reliability diagrams for all sites averaged over all the forecast horizons related to each participant. Consistency bars for a 90% confidence level around the ideal line are
ndividually computed for each nominal proportion. The red curves stand for intra-hour forecasts while the blue one are for intra-day forecasts.
p

p

f

t

a

t
n

forecasts are for 120–360 min-ahead forecasting at 15 min timesteps.
Also, in this section, we will comment on the results obtained by the
five participants with their original proposed method (see Table 1).
The methods BLEND-GARCH, BLEND-LQR and BLEND-QRF will be
resented and discussed later in Section 7.

Regarding intra-hour forecasts (see Table 4), the best performer
s ISE regardless of the metric while the worst one is PIMENT. In

terms of skill score, the forecast skill of ISE is (in average) 46.6%
while PIMENT exhibits a skill score of 32.9%. It appears clearly that
the better performance of ISE originates from its better resolution and
eliability. In line with the reliability diagrams of Fig. 3a, the CMV-

based probabilistic method of OIE leads to poor results notably in
terms of reliability. More generally, the quantitative reliability (REL)
omponent of the CRPS confirms the visual diagnosis provided by the

reliability diagrams in Fig. 3. Finally, it should be noted that the linear
LQR method proposed by LES, fed with ground and satellite data,
achieves similar results to the nonlinear QRF method of UU, which uses
nly ground data.

As shown by Table 5, for intra-day forecasts, the same comments
made above for intra-hour forecasts still hold. However, except for
SE, the only participant integrating NWP forecasts, one can observe

a strong decrease in forecast skill particularly for PIMENT for which
a decrease of 25 points in the mean skill score is noted. Similar to
deterministic forecasts (see Fig. 2), with increasing forecast horizon, the
positive impact of integrating NWP forecasts in the modeling process
is clearly demonstrated.
9 
We complement the above quantitative metrics analysis summa-
rized for intra-day and day-ahead by plotting over all the forecast
horizons the numerical scores selected for this benchmarking exercise
namely CRPS, CRPS reliability, CRPS resolution, MAE and CRPS skill
score (see Fig. 4). It should also be noted that we deliberately use
the same Y-scale for the CRPS and MAE plots to emphasize the im-
rovement in quality brought by the probabilistic approach. Indeed, as

shown by Figs. 4a and 4b, the CRPS (i.e., the MAE) of the median of
the predictive distribution is clearly worse than the CRPS of the entire
redictive distribution.

As shown by all the plots, the highest overall skill of the ISE
orecasts is clearly demonstrated irrespective of the forecast horizon.

In terms of CRPS skill score, over the whole range of forecast horizons,
he best performer is ISE with skill scores between 60% and almost

30% while PIMENT forecasts lead to the worst forecasting results with
 CRPS skill score ranging between 55% and almost 0%

Again, the specific method developed by OIE does not outperform
he other methods. The forecasts issued by this technique are clearly
on reliable and confirms the visual inspection of the related reliability

diagram.

6.2.2. Results for each site
To gain a deeper insight in the performances of the different meth-

ods, Fig. 5 focuses on the CRPS values obtained by each contestant
for each of the eight sites. As shown, again, the best CRPS values are
obtained by ISE whatever the location. Interestingly, the parametric
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Table 4
Intra-hour forecasts overall results. For each method, the metrics are presented as ‘‘mean ±standard deviation,’’ calculated
over all forecast horizons. For these overall results, the CRPS of the CSD-CLIM is 82.3 W m−2 and the uncertainty component
UNC of the CRPS is 150.8 W m−2.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE 53.8 ± 5.6 34.6 ± 6.7 4.5 ± 0.3 101.8 ± 5.4 67.9 ± 8.3
PIMENT 55.2 ± 10.3 32.9 ± 12.5 3.9 ± 0.7 99.7 ± 9.6 72.9 ± 15.4
ISE 43.9 ± 6.6 46.6 ± 8.1 0.8 ± 0.2 107.9 ± 6.5 59.4 ± 9.4
UU 48.3 ± 8.4 41.3 ± 10.2 1.1 ± 0.2 103.8 ± 8.3 64.1 ± 12.2
LES 47.1 ± 8.6 42.8 ± 10.4 1.5 ± 0.3 105.5 ± 8.3 62.7 ± 12.1

BLEND-GARCH 47.7 ± 6.9 42.1 ± 8.3 2.0 ± 0.3 105.4 ± 6.6 61.6 ± 9.2
BLEND-LQR 47.3 ± 6.4 42.6 ± 7.8 2.1 ± 0.2 105.9 ± 6.2 61.4 ± 9.2
BLEND-QRF 44.2 ± 5.9 46.3 ± 7.2 1.1 ± 0.1 107.9 ± 5.8 59.5 ± 8.6
Table 5
Intra-day forecasts overall results. For each method, the metrics are presented as ‘‘mean ±standard deviation,’’ calculated over
all forecast horizons. OIE has ‘‘NA’’ values since OIE method is limited to intra-hour forecasting.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 76.0 ± 4.0 7.7 ± 4.9 4.7 ± 0.1 79.8 ± 3.9 105.3 ± 6.5
ISE 56.0 ± 2.0 31.9 ± 2.5 1.3 ± 0.2 96.3 ± 1.9 76.6 ± 2.7
UU 69.3 ± 5.6 15.8 ± 6.8 1.6 ± 0.2 83.3 ± 5.4 96.3 ± 8.9
LES 69.4 ± 5.5 15.6 ± 6.7 2.7 ± 0.4 84.3 ± 5.1 94.5 ± 8.3

BLEND-GARCH 60.4 ± 2.2 26.6 ± 2.6 2.9 ± 0.3 93.6 ± 1.8 79.4 ± 3.0
BLEND-LQR 59.2 ± 2.0 28.0 ± 2.4 3.1 ± 0.4 94.9 ± 1.6 79.1 ± 2.9
BLEND-QRF 55.5 ± 2.0 32.5 ± 2.5 1.7 ± 0.2 97.2 ± 1.8 75.7 ± 2.8
Table 6
New proposed forecasting methods.
Method Forecasting technology Input data

BLEND-GARCH ISE blended point fcst + GARCH ground data+SAT+NWP
BLEND-LQR ISE blended point fcst + LQR technique ground data+SAT+NWP
BLEND-QRF ISE blended point fcst + QRF technique ground data+SAT+NWP
f
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model of PIMENT cannot beat the climatological model CSD-CLIM for
some sites namely CAR, MIL and TAB for certain forecast horizons.

For the site TAB which is located in the South of Spain and cor-
responds to a semi-arid climate (see Koppen-Geiger classification pro-
vided in Table 3) and which experiences a high share of clear skies
PIMENT is outerperformed by CSD-CLIM at 1 h lead time while at 2 h
lead time, this is the case of LES and UU methods. Notice again the
similar CRPS behavior of LES and UU models.

Finally, the interested reader is directed to Appendix where results
related to the 8 sites are tabulated.

7. Impact of a high quality point forecast on the skills of the
probabilistic methods

In the previous Section 6, we observed that the ISE forecasting
methodology clearly outperforms the other methods. We hypothesize
that the skill of the ISE method comes from the blended point forecasts
which are used by the Analog Ensemble technique and not necessarily
by the Analog technique by itself.

In order to confirm our assumption, we use the same blended point
forecasts as inputs to three other approaches to generate probabilistic
orecasts, including the PIMENT parametric GARCH approach, applied

to ARMA point forecasts before. This new forecast is denoted BLEND-
GARCH. In addition, we designed two other models based respectively
on the LQR and QRF technique that use as input the blended ISE
orecasts. These 2 new models are denoted BLEND-LQR and BLEND-
RF. Table 6 lists the new combinations of the ISE blended point

forecast with the different techniques employed to generate the quan-
ile forecasts. The results of the newly proposed methods are listed in

the last 3 lines of Tables 4 and 5.
The combination BLEND-GARCH clearly improves the original PI-

MENT method for all the considered metrics. In particular, for the
intra-hour scenario, the gain in average skill score is 9 points while
for intra-day forecast, the gain in average forecast skill is 19 points.
10 
The decomposition of the CRPS permits to highlight the improvement
in resolution brought by the BLEND-GARCH combination.

Regardless of the scenario (intra-hour or intra-day forecasts), we
can state that the BLEND-GARCH and BLEND-LQR exhibit similar
performances. The same statement is also valid for BLEND-QRF and
ISE forecasts.

Specifically, for intra-day forecasts, the BLEND-QRF slightly outper-
forms the original ISE method in terms of forecast skill.

Again, for a better inspection of the results, we provide the visual
display of the metrics. Here also, in Fig. 6 the metrics are computed
rom the aggregation of forecasts and GHI data of all sites while

Fig. 7 plots the CRPS obtained on each site. Notice that, for sake
of comparison, the metrics related to the ISE and PIMENT previous
methods are also plotted.

As shown by Fig. 6, irrespective of the forecast horizon and metric,
 clear improvement is brought by using the blended point forecasts.
or instance, Fig. 6e shows that the CRPS skill score of the new BLEND-
ARCH now ranges from 58% to 22% instead of 56% to 1% obtained by

he previous PIMENT method. The improvement is more pronounced
t higher forecasting horizons and at the last forecast horizon the skill
core of the previous PIMENT method based on ground measurements
nly is increased by almost 22 percentage points.

Also, combining the blended forecasts with techniques like LQR or
RF improves the skills of the probabilistic forecasts. From the decom-
osition of the CRPS into REL and RES, it appears that the BLEND-QRF
lighlty outperforms the ISE method in terms of resolution. However,
he ISE method is still the best performer in terms of reliability.

Fig. 7 displays the CRPS obtained by the new combinations for each
site under study. Now, all the new proposed forecasting techniques beat
the CSD-CLIM model but for the site TAB (see Fig. 7g) the CSD-CLIM
utperforms the BLEND-GARCH from a 2 h forecast horizon. Note that
or the site TAB, the BLEND-QRF exhibits the best skill, a considerable

improvement compared to the Analog Ensemble is found form two hour
on-wards.
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Fig. 4. CRPS and its associated decomposition for all stations. Average GHI for all sites is 382.4 W m−2 and can be used to calculate the relative counterparts of the different
metrics. Notice that the same Y-scale is used for the CRPS and MAE plots to highlight the improvement brought by the probabilistic approach.
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From the previous results, we can conclude that the use of the
blended point forecasts of participant ISE improves substantially the
PIMENT parametric approach forecasting models. Further, the improve-

ents are slighlty better when the blended point forecasts are inputted
o a nonlinear machine learning technique such as QRF.

In terms of reliability diagrams, the situation is also clearly im-
roved when one compares Fig. 3f against 3b albeit it seems that
LEND-GARCH intra-hour forcecasts still suffer from a lack of relia-

bility at high nominal proportions. Moreover, Figs. 3g and 3h reveal
that the new proposed method BLEND-LQR and BLEND-QRF generate
reliable forecasts.
 t

11 
8. Summary and conclusion

A benchmarking procedure set up by a group of experts of the IEA
VPS Task 16 was implemented to assess the performance of intra-hour
nd intra-day probabilistic solar irradiance forecasts. This procedure
as utilized to evaluate eight distinct forecasting algorithms on eight

sites located in Europe.
In the initial stage, the benchmarking exercise involved evaluating

robabilistic forecasts submitted directly by five different participants.
his initial comparison of forecasts using different input data and meth-
ds revealed a significant variation in performance. Particularly, during
his first step, a probabilistic forecast that utilized a blended point
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Fig. 5. CRPS for the different locations. Table 3 lists the average GHI of each site that can be used to compute the relative CRPS.
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forecast outperformed the other methods. In a second analysis, to better
understand the impact of input data versus methodology on forecast
uality, we combined the well-performing blended point forecast from
he first comparison with different probabilistic approaches.

As mentioned earlier, the first stage of this work revealed that the
initially proposed methods exhibit varying levels of forecast quality. In
particular, the satellite-based method recently developed by OIE, which
directly generates the set of quantile forecasts from a CMV model,
12 
suffers from a lack of reliability that significantly impacts its overall
performance. However, a calibration technique could be employed to
enhance this attribute. As expected, a parametric approach, like the
one proposed by PIMENT is not suitable to provide high quality prob-
bilistic solar forecast, even with the high performing point forecast as
nput.

The second stage of this study demonstrated that a high quality
point forecast (that blends measurements, satellite-based and NWP
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Fig. 6. CRPS and its associated decomposition for all stations and for the new proposed models.
forecasts) used in combination with a statistical technique is able to
enerate probabilistic forecasts with high quality. Overall, the skill
cores of methods employing the blended point forecast vary between
2% and 46% for the intra-hour scenario and between 27% and 32%
or the intra-day scenario. In contrast, methods that do not utilize the
lended point forecast but are based on measurements and/or satellite
ata only exhibit skill scores ranging from 33% to 43% for intra-hour

forecasts and from 8% to 16% for intra-day forecasts.
Besides a good forecast skill, the methodology that consists in gen-

erating probabilistic forecasts in a two step approach has the advantage
that it is easy to implement in combination with blended deterministic
forecasts that are well understood and used operationally. It allows
o benefit from high quality deterministic point forecasts with com-
aratively simple probabilistic techniques applied in a post-processing
tep.
13 
An alternative to blending the deterministic forecasts before apply-
ing the probabilistic techniques, would be to directly use the three
deterministic forecasts as input to these techniques. LQR or QRF can
be applied to generate quantile forecasts from different inputs in one
step. For the AnEn method the different inputs can be combined with
predictor weighting. Setting up these more complex models will be
subject of future investigations.

Ongoing efforts by members of the IEA PVPS Task 16 involve
the continuing development of solar probabilistic methods. Conse-
quently, the evaluation and comparison of probabilistic forecasts will
persist, and further analysis will be conducted using recent ground
measurement data, satellite or NWP data. Also, it is expected that
solar forecasting community should benefit from the recent advances
provided by the deep learning techniques. This continuing research
aims to enhance the quality of solar irradiance probabilistic forecasts.
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Table 7
Same as for Table 4 (intra-hour) but for site CAB. For site CAB, the CRPS of the CSD-CLIM is 81.8 W m−2 and the uncertainty
component UNC of the CRPS is 125.9 W m−2.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE 48.8 ± 6.1 40.3 ± 7.5 4.7 ± 0.4 81.8 ± 5.7 61.1 ± 8.5
PIMENT 50.9 ± 8.6 37.8 ± 10.5 2.1 ± 0.2 77.1 ± 8.4 69.2 ± 13.2
ISE 40.4 ± 5.3 50.7 ± 6.5 0.9 ± 0.2 86.4 ± 5.1 55.4 ± 7.6
UU 47.4 ± 7.8 42.1 ± 9.5 1.8 ± 0.4 80.3 ± 7.4 63.7 ± 11.4
LES 44.3 ± 7.4 45.9 ± 9.1 1.7 ± 0.5 83.2 ± 7.0 59.8 ± 10.2

BLEND-GARCH 41.9 ± 5.4 48.8 ± 6.6 1.9 ± 0.3 85.8 ± 5.1 55.0 ± 7.6
BLEND-LQR 42.2 ± 5.3 48.4 ± 6.5 2.1 ± 0.4 85.7 ± 4.9 54.7 ± 7.3
BLEND-QRF 39.9 ± 4.9 51.3 ± 6.0 1.1 ± 0.2 87.0 ± 4.7 54.3 ± 7.0
Table 8
Same as for Table 5 (intra-day) but for site CAB.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 69.1 ± 3.8 15.6 ± 4.6 2.4 ± 0.2 59.1 ± 3.6 98.2 ± 6.1
ISE 50.2 ± 1.6 38.7 ± 1.9 1.0 ± 0.1 76.6 ± 1.6 69.4 ± 2.4
UU 68.4 ± 5.9 16.5 ± 7.2 3.7 ± 0.8 61.2 ± 5.1 96.3 ± 9.6
LES 65.6 ± 5.3 19.9 ± 6.4 3.7 ± 0.7 64.0 ± 4.6 89.8 ± 8.2

BLEND-GARCH 51.7 ± 1.5 36.9 ± 1.8 2.2 ± 0.1 76.4 ± 1.6 69.5 ± 2.2
BLEND-QRF 49.2 ± 1.6 39.9 ± 2.0 1.3 ± 0.1 78.0 ± 1.7 67.8 ± 2.5
BLEND-LQR 52.0 ± 1.5 36.5 ± 1.9 2.7 ± 0.0 76.6 ± 1.6 68.5 ± 2.4
BLEND-QRF 49.2 ± 1.6 39.9 ± 2.0 1.3 ± 0.1 78.0 ± 1.7 67.8 ± 2.5
Table 9
Same as for Table 4 (intra-hour) but for site CAR. For site CAR, the CRPS of the CSD-CLIM is 73.2 W m−2 and the uncertainty
component UNC of the CRPS is 152.3 W m−2.
Method CRPS CRPSS REL RES MAE

OIE 49.2 ± 5.1 32.8 ± 7.0 4.3 ± 0.4 108.5 ± 5.1 63.0 ± 7.4
PIMENT 53.3 ± 10.9 27.2 ± 14.9 5.3 ± 0.7 105.4 ± 10.2 68.8 ± 16.3
ISE 39.6 ± 7.2 46.0 ± 9.9 1.1 ± 0.3 114.9 ± 7.0 53.3 ± 10.0
UU 43.8 ± 8.9 40.2 ± 12.2 1.1 ± 0.2 110.7 ± 8.8 58.0 ± 12.9
LES 43.1 ± 8.7 41.1 ± 12.0 1.7 ± 0.3 112.0 ± 8.5 57.3 ± 12.6

BLEND-GARCH 44.3 ± 7.4 39.5 ± 10.2 2.9 ± 0.4 112.0 ± 7.0 55.8 ± 9.5
BLEND-LQR 43.1 ± 6.6 41.2 ± 9.0 2.9 ± 0.2 113.2 ± 6.3 55.0 ± 9.6
BLEND-QRF 40.0 ± 6.2 45.4 ± 8.5 1.3 ± 0.2 114.7 ± 6.1 53.2 ± 8.9
i
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Appendix A. Intra-hour and intra-day forecasts results site CAB

See Tables 7 and 8.

Appendix B. Intra-hour and intra-day forecasts results site CAR

See Tables 9 and 10.

Appendix C. Intra-hour and intra-day forecasts results site CEN

See Tables 11 and 12.

Appendix D. Intra-hour and intra-day forecasts results site MIL

See Tables 13 and 14.
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Table 10
Same as for Table 5 (intra-day) but for site CAR.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 74.9 ± 4.4 −2.3 ± 6.0 6.3 ± 0.2 84.9 ± 4.2 102.2 ± 7.0
ISE 52.6 ± 2.0 28.2 ± 2.7 1.8 ± 0.2 102.7 ± 1.8 71.0 ± 2.6
UU 65.2 ± 5.6 10.9 ± 7.7 1.3 ± 0.1 89.5 ± 5.7 90.8 ± 8.9
LES 64.7 ± 5.5 11.6 ± 7.5 2.5 ± 0.2 91.1 ± 5.3 88.1 ± 8.0

BLEND-GARCH 57.7 ± 2.0 21.2 ± 2.8 3.7 ± 0.2 99.4 ± 1.8 73.7 ± 2.4
BLEND-LQR 55.3 ± 1.8 24.4 ± 2.5 4.1 ± 0.4 102.2 ± 1.4 73.6 ± 2.6
BLEND-QRF 51.7 ± 1.9 29.4 ± 2.6 2.1 ± 0.3 103.8 ± 1.6 69.7 ± 2.6
Table 11
Same as for Table 4 (intra-hour) but for site CEN. For site CEN, the CRPS of the CSD-CLIM is 87.7 W m−2 and the uncertainty
component UNC of the CRPS is 153.1 W m−2.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE 60.9 ± 6.4 30.6 ± 7.3 5.5 ± 0.3 96.2 ± 6.5 78.4 ± 10.1
PIMENT 60.9 ± 10.6 30.5 ± 12.1 4.0 ± 0.7 94.6 ± 9.9 82.5 ± 16.2
ISE 50.6 ± 7.4 42.3 ± 8.5 1.0 ± 0.2 102.0 ± 7.2 69.4 ± 10.9
UU 53.7 ± 8.7 38.7 ± 9.9 0.9 ± 0.1 98.7 ± 8.6 73.1 ± 13.2
LES 53.1 ± 9.0 39.5 ± 10.2 1.2 ± 0.3 99.7 ± 8.7 72.2 ± 13.0

BLEND-GARCH 53.8 ± 7.8 38.7 ± 8.9 1.9 ± 0.3 99.7 ± 7.5 72.0 ± 11.0
BLEND-LQR 53.8 ± 7.5 38.6 ± 8.6 2.4 ± 0.5 100.1 ± 7.1 71.4 ± 11.3
BLEND-QRF 51.0 ± 6.9 41.8 ± 7.9 0.8 ± 0.1 101.4 ± 6.8 70.3 ± 10.4
Table 12
Same as for Table 5 (intra-day) but for site CEN.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 82.8 ± 4.2 5.6 ± 4.8 5.3 ± 0.1 74.1 ± 4.1 116.6 ± 6.6
ISE 65.2 ± 2.6 25.6 ± 2.9 1.7 ± 0.2 88.1 ± 2.4 90.6 ± 3.5
UU 75.1 ± 5.6 14.4 ± 6.4 0.8 ± 0.1 77.3 ± 5.7 107.9 ± 9.4
LES 75.4 ± 5.3 14.1 ± 6.0 2.1 ± 0.2 78.2 ± 5.0 105.8 ± 8.6

BLEND-GARCH 69.2 ± 2.6 21.1 ± 3.0 2.7 ± 0.2 85.0 ± 2.4 94.0 ± 3.5
BLEND-LQR 68.3 ± 2.3 22.2 ± 2.7 3.2 ± 0.2 86.5 ± 2.1 94.0 ± 3.7
BLEND-QRF 65.2 ± 2.6 25.7 ± 3.0 1.1 ± 0.1 87.4 ± 2.6 91.9 ± 3.9
Table 13
Same as for Table 4 (intra-hour) but for site MIL. For site MIL, the CRPS of the CSD-CLIM is 78.4 W m−2 and the uncertainty
component UNC of the CRPS is 154.6 W m−2.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE 50.2 ± 4.9 36.0 ± 6.2 4.2 ± 0.4 109.6 ± 4.6 63.8 ± 7.4
PIMENT 53.7 ± 10.5 31.5 ± 13.3 6.3 ± 1.1 108.2 ± 9.4 66.5 ± 15.2
ISE 41.1 ± 7.0 47.5 ± 8.9 1.4 ± 0.4 115.8 ± 6.6 54.6 ± 9.7
UU 43.9 ± 8.4 44.0 ± 10.7 0.9 ± 0.1 112.6 ± 8.3 58.3 ± 12.2
LES 44.8 ± 8.2 42.8 ± 10.4 3.8 ± 0.5 114.6 ± 7.7 56.1 ± 11.3

BLEND-GARCH 46.8 ± 7.0 40.2 ± 9.0 4.3 ± 0.6 113.1 ± 6.4 57.2 ± 9.2
BLEND-LQR 46.0 ± 6.7 41.3 ± 8.6 4.4 ± 0.8 114.0 ± 5.9 58.8 ± 9.3
BLEND-QRF 42.9 ± 6.0 45.2 ± 7.6 2.6 ± 0.5 115.3 ± 5.5 56.3 ± 8.2
Table 14
Same as for Table 5 (intra-day) but for site MIL.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 75.7 ± 4.6 3.4 ± 5.8 7.8 ± 0.1 87.8 ± 4.5 100.2 ± 7.2
ISE 54.9 ± 2.6 30.0 ± 3.3 3.2 ± 0.6 104.0 ± 2.0 73.4 ± 3.2
UU 65.4 ± 6.4 16.5 ± 8.2 0.9 ± 0.1 91.1 ± 6.3 91.0 ± 10.0
LES 67.0 ± 6.2 14.5 ± 7.9 5.5 ± 0.6 94.1 ± 5.6 86.5 ± 9.0

BLEND-GARCH 61.0 ± 2.8 22.2 ± 3.5 6.5 ± 0.7 101.1 ± 2.1 77.4 ± 4.3
BLEND-LQR 60.2 ± 2.8 23.2 ± 3.6 8.0 ± 1.3 103.4 ± 1.6 79.9 ± 4.6
BLEND-QRF 55.1 ± 2.4 29.8 ± 3.0 4.3 ± 0.4 104.8 ± 2.0 72.7 ± 3.1
Appendix E. Intra-hour and intra-day forecasts results site PAL

See Tables 15 and 16.

Appendix F. Intra-hour and intra-day forecasts results site PAY

See Tables 17 and 18.
16 
Appendix G. Intra-hour and intra-day forecasts results site TAB

See Tables 19 and 20.

Appendix H. Intra-hour and intra-day forecasts results site TOR

See Tables 21 and 22.
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Table 15
Same as for Table 4 (intra-hour) but for site PAL. For site PAL, the CRPS of the CSD-CLIM is 88.0 W m−2 and the uncertainty
component UNC of the CRPS is 140.5 W m−2.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE 55.7 ± 6.5 36.7 ± 7.3 5.3 ± 0.5 92.4 ± 6.0 69.3 ± 9.1
PIMENT 56.5 ± 9.2 35.8 ± 10.5 2.9 ± 0.4 89.3 ± 8.9 76.9 ± 14.3
ISE 45.0 ± 5.7 48.9 ± 6.5 1.2 ± 0.2 99.0 ± 5.5 61.3 ± 8.2
UU 52.9 ± 7.8 39.9 ± 8.9 2.0 ± 0.3 92.0 ± 7.6 70.3 ± 11.6
LES 50.0 ± 8.5 43.2 ± 9.6 1.7 ± 0.4 94.6 ± 8.1 68.0 ± 11.9

BLEND-GARCH 47.3 ± 5.8 46.3 ± 6.6 1.8 ± 0.2 97.4 ± 5.7 62.3 ± 8.1
BLEND-LQR 47.9 ± 5.7 45.5 ± 6.5 2.2 ± 0.3 97.1 ± 5.4 62.2 ± 8.1
BLEND-QRF 45.2 ± 5.4 48.6 ± 6.1 1.3 ± 0.2 98.9 ± 5.2 61.4 ± 7.8
Table 16
Same as for Table 5 (intra-day) but for site PAL.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 76.9 ± 4.5 12.6 ± 5.1 3.6 ± 0.2 69.6 ± 4.3 109.4 ± 7.3
ISE 55.1 ± 1.4 37.4 ± 1.6 1.4 ± 0.1 89.2 ± 1.5 75.9 ± 2.0
UU 73.1 ± 5.8 16.9 ± 6.6 2.7 ± 0.3 72.5 ± 5.5 102.6 ± 9.8
LES 73.7 ± 6.0 16.2 ± 6.8 3.4 ± 0.6 72.5 ± 5.4 102.3 ± 9.4

BLEND-GARCH 57.3 ± 1.6 34.9 ± 1.8 2.2 ± 0.2 87.8 ± 1.4 76.9 ± 2.3
BLEND-LQR 58.0 ± 1.5 34.1 ± 1.8 3.2 ± 0.3 88.0 ± 1.2 76.9 ± 2.3
BLEND-QRF 54.9 ± 1.7 37.6 ± 1.9 1.8 ± 0.2 89.7 ± 1.5 75.4 ± 2.3
Table 17
Same as for Table 4 (intra-hour) but for site PAY. For site PAY, the CRPS of the CSD-CLIM is 89.0 W m−2 and the uncertainty
component UNC of the CRPS is 151.6 W m−2.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE 53.3 ± 5.7 40.1 ± 6.4 4.7 ± 0.3 105.3 ± 5.8 68.4 ± 9.0
PIMENT 57.4 ± 11.7 35.5 ± 13.1 4.6 ± 0.6 101.2 ± 11.1 75.2 ± 17.7
ISE 44.7 ± 7.6 49.8 ± 8.5 0.9 ± 0.1 110.1 ± 7.4 61.1 ± 11.0
UU 48.0 ± 9.3 46.1 ± 10.5 1.3 ± 0.3 107.2 ± 9.1 64.0 ± 13.3
LES 48.2 ± 9.7 45.8 ± 10.9 2.0 ± 0.5 107.7 ± 9.2 64.3 ± 13.8

BLEND-GARCH 50.1 ± 8.0 43.7 ± 9.0 3.0 ± 0.3 106.8 ± 7.8 64.9 ± 11.2
BLEND-LQR 49.5 ± 7.7 44.4 ± 8.6 3.4 ± 0.6 107.8 ± 7.1 64.6 ± 11.2
BLEND-QRF 45.6 ± 6.8 48.7 ± 7.6 1.8 ± 0.2 110.1 ± 6.6 61.7 ± 10.1
Table 18
Same as for Table 5 (intra-day) but for site PAY.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 81.1 ± 4.3 8.8 ± 4.8 5.5 ± 0.1 78.2 ± 4.2 112.0 ± 6.7
ISE 60.7 ± 3.2 31.8 ± 3.6 1.4 ± 0.2 94.6 ± 3.0 84.7 ± 4.5
UU 71.9 ± 6.0 19.2 ± 6.7 1.9 ± 0.2 83.9 ± 5.8 100.0 ± 9.4
LES 73.8 ± 6.3 17.1 ± 7.1 4.6 ± 1.1 84.7 ± 5.2 101.2 ± 9.4

BLEND-GARCH 66.8 ± 3.2 24.9 ± 3.6 4.1 ± 0.4 91.2 ± 2.8 88.4 ± 4.3
BLEND-LQR 65.8 ± 3.1 26.1 ± 3.5 5.4 ± 0.6 93.5 ± 2.5 88.4 ± 4.4
BLEND-QRF 61.2 ± 3.4 31.2 ± 3.9 2.7 ± 0.3 95.4 ± 3.2 84.3 ± 4.8
Table 19
Same as for Table 4 (intra-hour) but for site TAB. For site TAB, the CRPS of the CSD-CLIM is 58.7 W m−2 and the uncertainty
component UNC of the CRPS is 160.0 W m−2.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE 56.3 ± 4.9 4.1 ± 8.4 6.2 ± 0.8 111.3 ± 4.2 70.2 ± 7.1
PIMENT 55.9 ± 10.6 4.9 ± 18.1 6.0 ± 1.2 111.5 ± 9.5 72.7 ± 16.0
ISE 45.9 ± 7.7 21.9 ± 13.1 1.6 ± 0.5 117.2 ± 7.2 59.9 ± 10.5
UU 47.7 ± 8.3 18.7 ± 14.2 1.4 ± 0.3 115.1 ± 8.0 61.2 ± 11.5
LES 46.2 ± 8.9 21.4 ± 15.1 1.2 ± 0.2 116.4 ± 8.7 61.2 ± 12.6

BLEND-GARCH 51.5 ± 7.8 12.3 ± 13.3 3.7 ± 0.9 113.7 ± 6.9 63.9 ± 9.6
BLEND-LQR 48.7 ± 6.3 17.1 ± 10.7 3.1 ± 0.3 115.8 ± 6.0 63.6 ± 9.1
BLEND-QRF 46.1 ± 6.3 21.5 ± 10.8 1.6 ± 0.3 116.9 ± 6.1 60.5 ± 8.8
17 
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Table 20
Same as for Table 5 (intra-day) but for site TAB.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 73.8 ± 2.6 −25.7 ± 4.3 7.8 ± 0.4 95.5 ± 2.2 101.2 ± 4.2
ISE 56.2 ± 1.2 4.2 ± 2.0 3.4 ± 0.6 108.6 ± 0.5 73.9 ± 1.2
UU 64.9 ± 3.3 −10.5 ± 5.7 1.7 ± 0.1 98.2 ± 3.4 84.1 ± 4.2
LES 65.5 ± 3.7 −11.6 ± 6.4 2.1 ± 0.3 98.0 ± 3.4 87.4 ± 4.6

BLEND-GARCH 63.0 ± 1.6 −7.2 ± 2.7 6.4 ± 0.9 104.9 ± 0.7 80.1 ± 2.5
BLEND-LQR 57.0 ± 0.8 2.9 ± 1.4 4.1 ± 0.5 108.5 ± 0.4 76.6 ± 1.3
BLEND-QRF 53.8 ± 0.6 8.3 ± 1.1 2.3 ± 0.2 109.9 ± 0.5 71.7 ± 0.8
Table 21
Same as for Table 4 (intra-hour) but for site TOR. For site TOR, the CRPS of the CSD-CLIM is 84.5 W m−2 and the uncertainty
component UNC of the CRPS is 125.9 W m−2.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE 55.4 ± 5.3 34.5 ± 6.3 7.3 ± 0.4 79.9 ± 4.9 67.3 ± 7.6
PIMENT 52.4 ± 9.0 38.0 ± 10.7 2.6 ± 0.2 78.1 ± 8.8 70.0 ± 13.4
ISE 43.0 ± 4.8 49.1 ± 5.6 0.9 ± 0.0 85.8 ± 4.8 59.3 ± 7.0
UU 48.8 ± 7.8 42.2 ± 9.3 2.3 ± 0.6 81.4 ± 7.3 64.4 ± 11.4
LES 45.9 ± 7.9 45.7 ± 9.3 1.7 ± 0.5 83.7 ± 7.4 62.1 ± 10.7

BLEND-GARCH 44.8 ± 5.2 47.0 ± 6.2 1.7 ± 0.1 84.8 ± 5.1 60.0 ± 7.2
BLEND-LQR 46.1 ± 5.2 45.5 ± 6.2 2.8 ± 0.4 84.7 ± 4.9 59.4 ± 7.3
BLEND-QRF 41.9 ± 4.6 50.4 ± 5.4 1.4 ± 0.1 87.4 ± 4.5 56.9 ± 6.9
Table 22
Same as for Table 5 (intra-day) but for site TOR.
Method CRPS (W/m2) CRPSS (%) REL (W/m2) RES (W/m2) MAE (W/m2)

OIE NA NA NA NA NA
PIMENT 72.0 ± 4.1 14.8 ± 4.8 2.8 ± 0.1 58.8 ± 4.0 100.9 ± 6.8
ISE 51.8 ± 1.6 38.7 ± 1.9 1.1 ± 0.1 77.2 ± 1.6 72.0 ± 2.3
UU 70.7 ± 6.3 16.3 ± 7.4 5.1 ± 1.0 62.3 ± 5.3 98.3 ± 10.9
LES 69.1 ± 6.1 18.3 ± 7.2 4.6 ± 1.0 63.5 ± 5.1 93.7 ± 9.4

BLEND-GARCH 54.7 ± 1.9 35.3 ± 2.2 2.5 ± 0.3 75.7 ± 1.6 72.6 ± 2.3
BLEND-LQR 56.2 ± 1.9 33.4 ± 2.2 4.2 ± 0.4 75.9 ± 1.5 72.4 ± 2.2
BLEND-QRF 51.6 ± 2.0 39.0 ± 2.4 2.2 ± 0.2 78.5 ± 1.8 70.2 ± 2.6
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