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RESUMEN

Los materiales nanoestructurados, aquellos con al menos una dimensión f́ısica del orden

de los 100 nm o menos, han impulsado avances tecnológicos significativos en las últimas

décadas. Su capacidad para manipular las interacciones entre la luz y la materia a esta es-

cala, permitiendo un control por debajo de la longitud de onda, ha impulsado a la fotónica

como uno de los principales campos de investigación en los últimos tiempos. Aunque los

materiales ópticos nanoestructurados naturales son abundantes, no fue hasta el reciente

desarrollo de técnicas de śıntesis que permitieron el control nanométrico de materiales

sintéticos. Entre estos materiales, las nanoestructuras multicapa, con espesor confinado

a la nanoescala, han surgido como un elemento clave en tecnoloǵıas fundamentales como

los dispositivos fotovoltaicos para la generación de enerǵıa renovable.

La comprensión de las propiedades ópticas de los materiales nanoestructurados de-

manda un enfoque multifacético debido a su complejidad y la diversidad de fenómenos.

Estos materiales suelen tener propiedades interesantes de transmitancia y reflectancia,

efectos de dispersión notable y propiedades dependientes de la polarización debido a su

morfoloǵıa única. Este estudio explora materiales con naturalezas muy diferentes medi-

ante métodos ópticos, mostrando la variedad de materiales ópticos y las técnicas utilizadas

para estudiarlos. Los materiales más simples estudiados fueron peĺıculas de dióxido de

Silicio crecidas sobre Silicio cristalino mediante medidas de reflectancia. Luego, se estudi-

aron las estructuras complejas en las alas de la mariposa translúcida Episcada hymenaea

y la polilla común Saturniidae Heliconisa pagenstecheri, ambas autóctonas del Uruguay,

empleando medidas en el rango UV-vis, en las que se observaron efectos de conversión

de polarización particularmente llamativos. Por último, se aplicaron técnicas ópticas al

estudio de nanoestructuras unidimensionales (1D), se examinaron nanovarillas de ZnO

sensibilizadas con SnS, para conocer sus propiedades de transmitancia, reflectancia, ab-

sorción y polarización. Se observaron efectos interesantes relacionados con la morfoloǵıa

de las nanoestructuras—en particular la formación de nanotubos—abriendo el camino

para futuros trabajos en semiconductores nanoestructurados.

Para interpretar los resultados de manera efectiva, se implementó una herramienta

matemática capaz de manejar nanoestructuras multicapa, el método de matriz de trans-

ferencia, que proporciona información sobre algúnos fenómenos espećıficos observados en

las muestras. La aplicación de esta herramienta subyace todo el trabajo, que en última
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instancia muestra el potencial y las limitaciones de la técnica.
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ABSTRACT

Nanostructured materials, those with at least one physical dimension of the order of

100 nm or less, have driven significant technological advancements in the last decades.

Their ability to manipulate light-matter interactions at this scale, enabling control below

the wavelength, has propelled photonics into on of the leading research fields. While

natural nanostructured optical materials abound, it was not until the recent development

of synthesis techniques that allowed custom fabrication. Among the nanoscale materials,

multilayered nanostructures, with thickness confined to the nanoscale, have emerged as

a key element in fundamental technologies such as photovoltaic devices for clean energy

generation.

Understanding the optical properties of nanostructured materials demands a multi-

faceted approach due to their complexity and diverse phenomena. These materials usually

have interesting transmittance and reflectance properties, remarkable scattering effects

and polarization dependent effects due to their unique morphology. This study explores

materials with very different natures by optical methods, showcasing the variety of optical

materials and the techniques used to study them. The simplest materials studied were

Silicon dioxide films grown over crystalline Silicon by reflectance measurements. Then,

the complex structures in the wings of the Episcada hymenaea translucent butterfly and

the Saturniidae Heliconisa pagenstecheri common moth were studied employing mea-

surements in the UV-vis range, with particularly striking polarization conversion effects

observed. Lastly, optical techniques were applied to the study of unidimensional (1D)

nanostructures, ZnO nanorods sensitized with SnS, were examined for their transmit-

tance, reflectance, absorption, and polarization properties. Interesting effects related to

the morphology of the nanostructures—and the formation of nanotubes—were observed,

paving the way for future work on nanostructured semiconductors.

To interpret the results effectively, a mathematical tool capable of handling multilay-

ered nanostructures,the transfer matrix method,was implemented, providing insights into

specific phenomena observed in the samples. The application of this tool underscores

the whole work, which ultimately showcases the potential, and the limitations, of the

technique.

Keywords:
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Chapter 1

Introduction

1.1. Motivation and background

The study of light-matter interactions at the nanoscale has paved the way for ground-

breaking advancements in modern technology. Among these, multilayered nanostructures

or stratified media, have emerged as a cornerstone in the development of high-efficiency

photovoltaic devices, antireflection coatings, and complex layered materials such as het-

erostructures composed of Transition Metal Dichalcogenides (TMDs).

There is growing interest in these nanostructures due to their ability to manipulate

light at scales smaller than the wavelength, with the potential to develop materials with

tailored optical properties. This ability is important in addressing the need for more

efficient energy conversion systems and photonic materials.

In the field of optics the multilayered approach is a well known scheme to produce

anti reflection coatings which enhance the transmission of light. This principle is crucial

in applications like eyeglasses and camera lenses, solar panels and optical instruments. In

recent times photonic crystals represent a cutting-edge application of layered structures

in optics. By arranging materials with different refractive indices in a periodic structure,

it’s possible to create photonic band gaps that control the propagation of light within the

crystal. This ability to manipulate light at the nanoscale has implications for developing

new optical devices, including highly efficient lasers, LEDs, and sensors.

Crucially, multilayered structures play a pivotal role in the efficiency and effective-

ness of solar cells, particularly regarding multijunction solar cells. These advanced solar

cells utilize several layers of semiconductor materials, each tailored to absorb a different

segment of the solar spectrum. This stratification allows them to overcome the limita-

tions of traditional single-junction cells, which are constrained by the material’s bandgap

and can only absorb a narrow range of light frequencies efficiently. By stacking multiple

semiconductor layers with varying bandgaps, multijunction cells significantly increase the
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range of absorbed sunlight, from the ultraviolet through to the infrared. This capability

enables these cells to convert a larger portion of solar energy into electricity, dramatically

improving the photoconversion efficiency. Such multilayered structures are crucial for

applications requiring high power-to-weight ratios, such as satellites and space vehicles,

and are also being explored for terrestrial use to maximize the efficiency of solar power

generation.

One of the main research lines of The Group of Solid State Physics (GFES), where this

thesis work was developed, is the study of nanomaterials for photovoltaic applications.

Recent works have explored the interesting properties of novel semiconductor materials,

such as thin films, quantum dots, perovskites and 1D nanostructures. The integration

of these materials into working devices necessitates the understanding of multilayered

structures. Indeed, even in the case of single-junction solar cells, a front and back electrode

are necessary for charge extraction. Furthermore, it is of great interest to the progress of

the technology to integrate a combination of the novel materials under study into a single

device, with the possibility of achieving higher efficiencies.

In this context, it was of interest to develop analysis tools to study multilayered struc-

tures, particularly from a computational perspective, in order to complement the probing

capabilities of the group. The approach selected was the transfer matrix method, because

of its relative theoretical simplicity, its versatility, and computational efficiency. As will

be seen in this work, the technique can be augmented and used to study nanomaterials

other than films, such as porous media, rough layers and sensitized semiconductors.

To gauge its suitability to work in tandem with the characterization tools and in the

workflow of the group, it is necessary to position the technique in the broader context

of the study of light propagation in nanostructured materials. To achieve this goal, a

multifaceted characterization of different materials is required, with the transfer matrix

method applied to explain some of the observed properties.

1.1.1. Specific objectives of this work

The first objective is to develop and computationally implement the transfer matrix

method and its augmentations presented in the literature. The method should allow

for simulations with varying parameters and, conversely, the fitting of parameters from

experimental data. The second is to confirm the correct functioning of the tool by applying

it to samples with simple characteristics that are well aligned with the hypotheses of

the method. Thirdly, we want to explore more complex nanostructures, that require

extensions of the model. This will allow us to showcase the possibilities of the technique

and, perhaps more importantly, its limitations. Lastly, it is important to observe the

application of the model in the context of the broad characterization of the materials. To
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do this we will study 3 sets of samples of extremely different natures. We will begin with

SiO2 films, which are well within the hypothesis of the core models, and then will work

on samples that progressively deviate from them, starting with insect wings and finishing

with ZnO nanorods, which show very large scale inhomogeneities.

1.2. The structure of this thesis

This thesis begins with chapter 2, where the fundamental theoretical concepts em-

ployed in the rest of the work are presented. Due to the multifaceted nature of this work

the chapter presents a variety of concepts. It begins with the definition of important phys-

ical parameters, like the refractive index or the absorption coefficient, and develops a brief

theoretical introduction on their characteristics, relationships and expressions. Then it

introduces key concepts of optics, in preparation of the description of the transfer matrix

method (TMM). This concepts are then built up progressively: from a single interface,

passing through a single layer, until we arrive at the transfer matrix method, which is

suitable to model hundreds of stacked layers. Then, some of the ways to enhance the ca-

pabilities of the TMM are described. Lastly, an introduction to polarization is provided.

Note that some specific elements used in single chapters are reserved for the appendices,

which are indicated in the relevant sections of the main work.

Following that chapter, a description of the experimental setups used is presented

in chapter 3. This is followed by the study of the most basic set of samples, silicon

dioxide films grown over silicon, in chapter 4. As will be seen, these films are smooth and

homogenenous and are ideal to test the suitability of the TMM. The model is used to fit

reflectance spectra and find the film thickness, with results in excellent agreement with

those from other methods.

In chapter 5 we study the first set of complex samples: the wings of the Episcada

hymenaea translucent butterfly and the Saturniidae Heliconisa pagenstecheri common

moth. This work, which required an interdisciplinary approach, was done in collaboration

with the groups of Entomology and Analytical Biochemistry of the Faculty of Sciences

(FCIEN). These complex samples showcase the full capabilities of the TMM, and stretch

it to its limits. Many interesting optical phenomena arise, in particular an apparent

polarization conversion effect, which limits the success of the model. Nevertheless, the

TMM succesfully reproduces most of the spectral characteristics, highlighting its potential

to treat, at least partially, complex biological samples.

Finally, in chapter 6 we study the optical properties of ZnO nanorods sensitized with

SnS which were fabricated by collaborators in the Universidad de Valparáıso. This sam-

ples showcase interesting properties, particularly the formation of nanotubes. As will be
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shown, the TMM completely breaks down for these samples, highlighting the limitations

of the model.

The thesis closes with chapter 7, where the a brief evaluation of the full thesis is

presented, alongside future perspectives and the publications and conference presentations

derived from this thesis work.
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Chapter 2

Theoretical Fundamentals

In this chapter we will establish the meaning of the absorption coefficient, its expres-

sion in terms of the properties of a bulk semiconductor, the deviations from the perfect

absorbance spectra and modifications to the bulk material properties due to size effects

when the dimensions are reduced to the nanoscale. Then we will introduce the parameters

that characterize the interaction of light with a sample, and the way they can be obtained

in terms of the material parameters. We then introduce the Fresnel coefficients, which

model light propagation at an interface in section 2.3.

In section 2.4 we will discuss the necessary conditions for the interference of waves.

With that we will be ready to treat light propagation in real materials. We begin with

the simplest case of a freestanding film (2.5.1) and then follow it by developing tools to

model stratified samples—a stack of films (section 2.5.2). Later, a way to model material

composites is presented. In the end we will discuss the polarization nature of light and

how to characterize it in terms of the Stokes parameters.

2.1. The absorption of light

2.1.1. The absorption coefficient α

The electric field E⃗ of a monochromatic wave of angular frequency ω propagating

along the z axis with propagation velocity v can be expressed as shown in equation 2.1,

where k is the wavevector, defined as k = 2π
λ

, λ being the wavelength of the wave. In the

equation the fact that fλ = v, with f the frequency of the wave, was used.

E(z, t) = E0e
−i(kz−ωt) = E0e

−iω(z/v−t) (2.1)

The velocity of propagation of the wave (v) is related to the velocity of propagation

of light in vacuum (c) through the index of refraction (n): n = c
v
. The wavevector inside

5



a non absorbing material can be expressed in terms of the wavelength in free space (λ)

as follows, noting that the frequency of light in linear materials is constant:

k =
2π

(λ/n)
=
nω

c
(2.2)

This can be generalized to the case of an absorbing medium by making the index of

refraction a complex number, denoted by n̂, with n̂ = n− ik. The complex number n̂ is

called the refractive index, its real part (n) the index of refraction, and the imaginary part

(k) the extinction coefficient. Using the refractive index, the propagating wave inside a

material can be expressed as shown in equation 2.3.

E(z, t) = E0e
−iω(z/v−t) = E0e

−iω(zn̂/c−t) = E0e
−iω(z(n−ik)/c−t) = E0e

−iω(zn/c−t)e−
kω
c
z (2.3)

Notice that 2.3 implies that the amplitude of a wave experiences an exponential decay

with propagation inside a material. To study this dependency it is useful to define the

absorption coefficient α(ω), which is defined as the fraction of the power absorbed per

unit length of the medium. In the following the frequency dependence will be dropped in

favour of clarity. If the intensity at position z is I(z) then the decrease in intensity after

traversing an infinitesimal slice of thickness dz is given by:

dI = −αdz × I(z) (2.4)

This equation can be integrated to obtain Beer’s law [1], equation 2.5.

I(z) = I0e
−αz (2.5)

Considering that the intensity is proportional to the square of the amplitude, compar-

ing between equations 2.3 and 2.5 results in the relationship between absorption coefficient

and extinction coefficient shown in equation 2.6.

α =
2kω

c
(2.6)

2.1.2. Expression for the absorption coefficient

In semiconductor materials the valence band is the last energy band filled and the

conduction band is the first empty energy band. These bands are separated by an energy

gap with unavailable states, called the bandgap. The absorption properties of a material

are mainly determined by the energy levels close to the bandgap.
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Each individual photon transports an energy ℏω. The amount of energy lost by a

light beam—an ensemble of photons—will be directly proportional to the probability of

an electron absorbing that energy. If an electron in the valence band absorbs that energy,

it will transition to the conduction band, provided that the energy absorbed is larger

than the bandgap. Therefore, the probability that the transition occurs will be directly

proportional to the square of the matrix element of the optical transition.

If one considers that the conduction and valence bands are parabolic, and that the

semiconductor has a bandgap energy Eg it is possible to show that the absorption coeffi-

cient is proportional to the excess photon energy relative to the bandgap [2, 3]:

(α.ℏω) ∝ B(ℏω − Eg)
γ if ℏω > Eg (2.7)

If the photon energy is less than the energy of the bandgap, there is no absorption. In

equation 2.7 B is a constant and γ is a factor that depends of the nature of the electronic

transition. If the transition is direct, meaning that the maximum of the valence band

occurs at the same wavevector (⃗k) than the minimum of the conduction band (see figure

2.1) then γ = 1/2. In indirect transitions the maximum of the valence band occurs at a

different k⃗ than the minimum of the conduction band, which implies that the transition

must be mediated by a phonon to conserve total momentum. A diagram of an indirect

transition is shown in the right of figure 2.1, notice that in the transition the electron can

either absorb or emit a phonon (i.e. phonon energy can be either positive or negative in

the figure). For indirect transitions γ = 2

This relationship between the absorption coefficient and the bandgap energy allows

us to obtain Eg by plotting (α.ℏω)1/γ as a function of photon energy. γ is determined by

inspection of the resulting curve, which should be linear. We fit the linear region of the

curve, to find Eg, which is the x-intercept of the line of best fit. This is known as the Tauc

plot method [4, 5]. When there are multiple absorption edges each contribution is isolated

by first fitting edges at low energy and then subtracting their contributions for subsequent

fittings. In real samples, particularly nanostructured materials, the “zero” absorption

line may be shifted due to effects like light scattering and absorption from sub-bandgap

states or amorphous phases. To address this the absorption spectra is corrected for a

“background absorption” (αback), which gives the correct “zero” line. This absorption

coefficient is obtained from the transparency region, at energies lower than any other

bandgap. The resulting experimental absorbance spectra (αexp) is then given by αexp =

αback +
∑N

i αi, where αi is the contribution due to the absorption of the i-th constituent

[6].
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Figure 2.1: Direct and indirect optical transitions. Note that in the indirect transition the
process is mediated by a phonon with energy ℏωph, the electron can either absorb or emit a

phonon, depending on the photon energy.

2.1.3. The Urbach Tail parameter

The relationship presented in equation 2.7 implies that no absorption should be pos-

sible at energies below Eg and a sharp increase should arise at the onset of absorption

when the photon energy reaches Eg. This behaviour can be seen in figure 2.2. However,

in real materials there is usually a gradual increase in absorption, called the Urbach tail,

which can be represented by an exponential function [7]:

α(E) = α0e
E−Eg
EU (2.8)

The parameter EU is called the Urbach tail parameter and is an empirical measure

of the widening of the absorption edge. The onset of absorption at energies below the

bandgap energy are caused by transitions from midgap states. These states are induced

by microfields in materials, which arise due to excitonic interactions with non uniform

electric fields [8]. The existence of the Urbach tail is often attributed to disorder [5, 9].

Specifically, the microfields stem from four primary sources: structural disorder (grain

boundaries, defects and mechanical stress), impurity scattering of the carrier from donors

or acceptors, and phonons [10–13].
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Figure 2.2: Diagram of the Urbach tail phenomenon. Absorption in real materials does not
follow the sharp trend expected for ideal crystals. There is an onset of absorption at energies
below the bandgap, which widens the absorption edge, creating a tail. This tail, called the Urbach

tail, can be modelled by an exponential function.

The Urbach energy shows a dependence with temperature which can be attributed to

phonon interactions and the resulting changes in the material’s structural disorder [14, 15].

As temperature increases, the lattice vibrations become more intense and the number of

high energy phonons increases, leading to an increase in absorption from interband states.

Mathematically, the temperature dependence of the EU parameter can be described by

the following equation [16, 17]:

EU(T ) = EU(0) +
2EU(0)

exp
(
θE
T

)
− 1

(2.9)

Where EU(0) is a temperature-independent parameter, referred to as the static compo-

nent of the Urbach energy. It is material specific and depends on the intrinsic disorder of

the material. The second term, called the dynamic component, describes how vibrations

influence the electrical properties. T is the absolute temperature and θE is the Einstein

phonon temperature (the temperature with half-filled active phonon states) [18].

2.1.4. Quantum dots and size effects

When materials have dimensions of the order of the de Broglie wavelength of the

electrons they exhibit quantum behaviour, intermediate between the bulk material and

the individual atoms. Their properties are strongly dependent on size, particularly the

bandgap energy Eg, which, from an application standpoint, introduces a control parameter

for bandgap engineering.

Quantum dots (QDs) are spherical nanocrystals in which the electron-hole pairs are

essentially confined in all three spacial dimensions by a spherical infinite well. In this con-

figuration the bandgap energy increases over that of the bulk material due to confinement,
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a phenomenon known as quantum confinement. The increase in energy can be calculated

by solving the Schrödinger equation with the boundary conditions of the infinite spherical

well. From this it is possible to obtain the Brus equation [19–21]:

EQD = EBulk +
ℏ2

2µ
(
π

R
)2 − 1.786

e2

ϵR
(2.10)

The first term in the equation is the bandgap energy of the bulk material (Ebulk)

and the second term is the blueshift in the bandgap due to quantum confinement, which

depends on the reduced electron-hole (exciton) effective mass, µ. The third term is a

correction due to the Coulomb interaction of the electron-hole pair. Equation 2.10 allows

for the calculation of the bandgap given the radius R of the quantum dot, or vice versa.

Nonspherical nanoparticles of arbitrary shapes are usually treated with the same equation.

2.2. Optical parameters

2.2.1. The dielectric function ϵ and the refractive index

From the constitutive relations of electromagnetic theory we have that the electric

displacement field D⃗ can be expressed in terms of the electric field E⃗ and the polarization

field P⃗ as shown in equation 2.11 [1, 22].

D⃗(r⃗, t) = ϵ0E⃗(r⃗, t) + P⃗ (r⃗, t) (2.11)

Introducing the linear dielectric susceptibility χ the polarization field can be expressed

as P⃗ = ϵ0χE⃗. Using this definition in equation 2.11 we obtain the following:

D⃗(r⃗, t) = ϵ0E⃗(r⃗, t) + P⃗ (r⃗, t) = ϵ0[1 + χ(ω)]E⃗ = ϵ0ϵ(ω)E⃗ (2.12)

Where we have defined the dielectric function ϵ(ω):

ϵ(ω) ≡ 1 + χ(ω) (2.13)

The dielectric function is related to the refractive index by n̂ =
√
ϵ and therefore is

a complex number of the form ϵ = ϵ1 + iϵ2. The frequency dependence of the refractive

index is called dispersion. The real and imaginary part of the dielectric function can be

expressed in terms of the refractive index as follows:

ϵ1 = n2 − k2

ϵ2 = 2nk
(2.14)
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And conversely, the index of refraction and extinction coefficient in terms of the di-

electric function:

n =
1√
2

[ϵ1 + (ϵ21 + ϵ22)
2]1/2

k =
1√
2

[−ϵ1 + (ϵ21 + ϵ22)
2]1/2

(2.15)

2.2.1.1. The Kramers-Kronig relations

The index of refraction (n) and the extinction coefficient (k) are not independent,

they are intrinsically linked through their spectral dependence. Using the principle of

causality—an effect can not precede its cause—and complex number analysis [1], it is

possible to derive the relationship between them. These are known as the Kramers-Kronig

relations and are given by equations 2.16 and 2.17.

n(ω) − 1 =
2

π
P
∫ ∞

0

ω′k(ω′)

ω′2 − ω2
dω′, (2.16)

k(ω) = −2ω

π
P
∫ ∞

0

n(ω′) − 1

ω′2 − ω2
dω′, (2.17)

ω represents the angular frequency of light and P denotes the Cauchy principal value

of the integral. In practical terms, the Kramers-Kronig relations imply that knowledge

of a material absorption spectrum (k(ω)) across a broad frequency range enables the

calculation of its index of refraction dispersion relation (n(ω)), and vice versa. This prin-

ciple is invaluable in the examination of the material optical properties, allowing for the

comprehensive characterization of the response to electromagnetic waves through either

absorption or dispersion measurements. Furthermore, these relations underscore the im-

possibility of a material exhibiting dispersive behavior without absorption, or absorption

without dispersion.

2.2.2. Useful definitions for the study of light interaction with

a sample

Figure 2.3 shows a sample irradiated with light at an angle of incidence ϕi with an

intensity IE. After interaction with the sample, the light may [22]:

1. be transmitted through the sample in a well defined direction, also called specular

direction. The fraction of intensity transmitted relative to the incident intensity is

called the transmittance T.
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2. be reflected in a well defined (specular direction). The specular reflectance (R)

is defined as the ratio of reflected intensity to incident intensity

3. be diffusely scattered at the surface or the volume, which gives rise to the optical

Scatter (S).

4. be absorbed by the sample surface or the volume, the fraction of which is quantified

in terms of the absorptance (A).

Figure 2.3: Schematic off the interaction of light with a sample

The previous definitions can be written as a fraction of intensities as shown in equation

2.18, where IT , IR, IS and IA are the transmitted, reflected, scattered and absorbed

intensities, respectively.

T ≡ IT
IE

R ≡ IR
IE

S ≡ IS
IE

A ≡ IA
IE

(2.18)

Due to conservation of energy, the total energy after the interaction has to be equal

to the incident energy: IT + IR + IS + IA = IE. This relationship can be expressed as:

T +R + S + A = 1 (2.19)
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The scattered light may be scattered in the hemisphere containing the incident ray

(backscattered) or the opposite one (forward scattered). It is sometimes useful, partic-

ularly experimentally, to consider both components separately. The backscattered dif-

fuse light is called the diffuse reflectance (DR) and similarly, the forward scattered light

is called the diffuse transmittance (DT). Then the sum is equal to the optical scatter:

S = DR +DT .

Notice that in each hemisphere there may be light that is specular (E) and diffuse (D),

the addition of them is the total reflectance (TR) and total transmittance (TT):

TT = ET +DT

TR = ER +DR
(2.20)

When separating diffuse of specular components, the specular transmittance and re-

flectance are called ET and ER, respectively, for clarity. It is useful to know the fraction

of light in each hemisphere that is diffuse. This is quantified by the haze in both trans-

mittance (HT) and reflectance (HR), which are defined as the ratio between the diffuse

component and the total component [23–25]:

HT ≡ DT

TT

HR ≡ DR

TR

(2.21)

Experimentally it is often difficult to measure the absorbed intensity directly and

obtain the absorptance. It is useful to define the absorbance (Ab), which can be directly

obtained with a spectrometer:

Ab ≡ −ln(T ) = −ln(1 − A− S −R) (2.22)

Clearly any non-vanishing reflectance, scatter or absorption may give rise to a finite

absorbance, and therefore it may not be connected with a physical absorption process.

However, the concept is useful because, in the absence of resonant scattering [26], the

reflectance and scattering are smooth functions and therefore any sharp features in the

transmittance spectra correspond to sharp features in absorption. This proves particularly

useful in elucidating the position of the absorption edges.

2.3. Planar interfaces and the Fresnel coefficients

Consider the situation depicted in figure 2.4, were an electromagnetic wave is incident

from medium 1, with refractive index n̂1 to a planar interface separating medium 1 from

medium 2 (n̂2) at an angle ϕ. The effect of the boundary is to reflect part of the beam
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Figure 2.4: Diagram used in the derivation of the Fresnel coefficients

and transmit another at an angle ψ consistent with Snell’s law [22, 27].

The electric field may be resolved into two orthogonal components, called the polar-

ization directions [22, 28]. We can define the polarization basis as shown in the figure,

where one component is parallel to the plane of incidence (plane of the page) and is called

the p-polarized component, and the other is polarized perpendicular to the plane of in-

cidence, it is s-polarized (from senkrecht, perpendicular in german). The s component is

always along the ŷ direction. Note that in many references the p-polarized component is

instead called transverse magnetic (TM) and the s-polarized is called transverse electric

(TE), due to the fact that the electric field is associated to an orthogonal magnetic field,

consistent with Poynting vector S⃗ = E⃗×H⃗, where S⃗ is along the direction of propagation.

We wish to describe the effects of the interface as ratios of electric fields. This leads to

the definition of the transmission and reflection coefficients for each of the polarizations:

rp =
E

(r)
p

E
(e)
p

, rs =
E

(r)
s

E
(e)
s

tp =
E

(t)
p

E
(e)
p

, ts =
E

(t)
s

E
(e)
s

(2.23)

Treating each polarization independently, and applying the continuity of the electric

and magnetic field (H⃗) at the boundary (in the x̂ and ŷ directions) it is possible to obtain
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an expression for the reflection and transmission coefficients in terms of the parameters

at the boundary. For a detailed deduction the reader is refered to classic treaties like

those of Hecht [27], Stenzel [22] or Born and Wolf [29]. The reflection and transmission

coefficients for isotropic nonmagnetic materials appear in equations 2.24 through 2.27.

These are usually called the Fresnel coefficients (also Fresnel equations), in honour of

Augustin-Jean Fresnel, who first derived them.

rp =
n̂2cosϕ− n̂1cosψ

n̂2cosϕ+ n̂1cosψ
(2.24)

tp =
2n̂1cosϕ

n̂2cosϕ+ n̂1cosψ
(2.25)

rs =
n̂1cosϕ− n̂2cosψ

n̂1cosϕ+ n̂2cosψ
(2.26)

ts =
2n̂1cosϕ

n̂1cosϕ+ n̂2cosψ
(2.27)

Experimentally it is complicated measuring directly EM wave amplitudes and phases,

and often intensities are measured instead, which motivated the definitions presented in

section 2.2.2. The reflectance and transmittance of an interface for each polarization may

be calculated from the corresponding reflection coefficient using the fact that intensity is

proportional to the square of the modulus of the electric field (the amplitude squared), the

dielectric function and the z-component of the velocity of light. Therefore the reflectance

and transmittance can be expressed as shown in equations 2.28 and 2.29, respectively. The

factor that multiplies |t|2 arises from the change of medium that the wave experiences.

R = |r|2 (2.28)

T = 1 −R =
Re(n̂2cosψ)

Re(n̂1cosϕ)
|t|2 (2.29)

Notice that there is transmittance and a reflectance for each polarization direction,

for example, the reflectance for p-polarized light given by Rp = |rp|2. When dealing with

unpolarized light, the total reflectance or transmittance is simply the average of the two

polarized values, because unpolarized light is a superposition of both polarizations with

equal intensity (see section 2.7.1).

In order to get an intuitive understanding of the angular dependencies observe the

results for an air-glass interface presented in figures 2.5a and 2.5b for reflectance and

transmittance, respectively. We see that the total reflectance (R) increases as the angle of
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incidence increases from normal incidence (ϕ = 0◦) to grazing incidence (ϕ = 90◦). The s-

polarized reflectance (Rs) increases monotonically, contrary to the p-polarized component

(Rp), which decreases until it reaches a minimum with 0 reflectance and then it increases.

Notice that the position where Rp is a minimum is labeled as Brewster angle, which

is discussed in subsection 2.3.2. At this angle of incidence all of the reflected light is

polarized in the s direction.

Figure 2.5: Calculated a) reflectance and b) transmittance spectra for an air-glass interface at
a wavelength of 544 nm. Notice that the angular position of the minimum of Rp is indicated by

a vertical grey dashed line labeled Brewster angle, discussed in subsection 2.3.2

.

The transmittance displays the complementary behaviour, as expected. Ts decreases

monotonically whereas Tp has a maximum with 100% transmittance at the Brewster angle.

The total transmittance (T) decreases monotonically. Even though these curves are for a

specific material, it is important to note that the observations are a general trend of the

Fresnel coefficients observed in most interfaces when there is no absorption nor scattering.

In general terms, the reflectance increases when approaching grazing incidence, with the

consequent reduction in transmitted light. The polarizations also follow the trend shown,

where the s component changes monotonically while the p component has a maximum

(minimum) and then decreases (increases).

2.3.1. The Stokes relations

If there is no absorption, the behaviour of a wave must be reversible. Given a situation

like that shown in figure 2.6a then what is shown in figure 2.6b must also be physically

possible. In general, if one situation is possible, another where all directions are reversed

must also be possible. This principle is called time-reversal invariance [27].

16



Figure 2.6: Schematic of the situations analysed to obtain the Stokes relations. In a) a wave
incident from medium 1 is reflected and transmitted, and thus, due to time-reversal invariance,
the situation b) must also be possible. In c) we consider each of the fields approaching the
boundary in b) individually, each of which is transmitted and reflected. The resulting fields must

be equivalent to those of situation b) and this determines the Stokes relations.

Notice that in figure 2.6b there are two incident fields. We can consider the reflection

and transmission of each field individually in terms of the corresponding coefficients,

without assuming any particular form, just the ratio of outgoing to incident field. We

will denote with t (t’) and r (r’) the transmission and reflection coefficient from the

top (bottom) side, respectively. This scenario is represented in figure 2.6c. Notice that

the incoming field rE0i is reflected and transmitted, and the same is true for the other

incoming field tE0i.

The situation in 2.6c must be equivalent to that shown in figure 2.6b. Therefore, we

have that:

E0i = r(rE0i) + t′(tE0i) ⇒ 1 = r2 + t′t

0 = t(rE0i) + r′(tE0i) ⇒ r = −r′
(2.30)

The relations can shown in equation 2.30 are known as the Stokes relations. These

can be combined by noting that r2 = −rr′:

t′t− rr′ = 1 (2.31)

It is important to consider that the Stokes relations only apply to perfectly planar

(well defined coefficients) and non absorbing (time reversal) interfaces.

2.3.2. Brewster’s angle

There is a special angle of incidence, called Brewster’s angle (ϕB) or principal angle

in which the reflectivity of p-polarized light becomes 0 if the samples are non absorbing
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(n̂ is real). A sample illuminated at this angle will reflect light perfectly polarized in the

s direction. This can be proven as follows. Consider rp = 0, then cos2ψ = (n2cos(ϕ)
n1

)2.

Furthermore, the refraction angle is related to the other parameters through Snell’s law:

sin2ψ = (n1sin(ϕ)
n2

)2. Adding these two equations we obtain:

sin2ψ + cos2ψ = 1 = sin2ϕ+ cos2ϕ =
n2
2

n2
1

cos2ϕ+
n2
1

n2
2

sin2ϕ (2.32)

Grouping the sine and cosine and eliminating it is possible to obtain Brewster’s angle

in terms of the refractive indices, where we have introduced the subscript B for clarity:

tanϕB =
n2

n1

⇒ ϕB = tan−1(
n2

n1

) (2.33)

In non smooth or absorbing interfaces, there is no condition such that rp = 0, and

it only approaches a minima. This is sometimes called the pseudo-Brewster angle [30,

31], particularly when working with highly absorbing samples. In polished dielectrics like

a glass plate, the reflectance at Brewster’s angle can be orders of magnitude lower than

that at other angles, with the behaviour very much like that predicted for ideal surfaces.

2.4. Interference of waves

Consider two waves propagating along the z-axis, each with its own phase, as shown in

equation 2.34. We neglect the effects of polarization and treat the scalar problem, which

is equivalent to limiting the analysis to waves with the same polarization direction. The

phase α includes both spatial and temporal components, such that α(z, δ) = −(kz + δ).

E1 = E01sin(ωt+ α1)

E2 = E02sin(ωt+ α2)
(2.34)

The resultant perturbation at a given point (E) in space is given by the addition of

the two waves which can be expressed as shown in equation 2.35 after making use of the

sine trigonometric identity to expand sin(ωt+ α) .

E = (E01cosα1 + E02cosα2)sin(ωt) + (E01sinα1 + E02sinα2)cos(ωt) (2.35)

The squared amplitude of the resultant field, E0 can be expressed as:

E2
0 = E2

01 + E2
02 + 2E01E02cos(α2 − α1) (2.36)

Thus, the resultant intensity is not simply the addition of the individual intensities

18



[28, 32], but there is an interference term that depends on the phase difference. This can

be generalized to the interaction of N waves of the same frequency:

E2
0 =

N∑
i=1

E2
0i + 2

N∑
j>i

N∑
i=1

E0iE0jcos(αi − αj) (2.37)

Since flux density is proportional to the time average of E2
0 , taken over a long interval

of time compared to the frequency of light, the interference term will make contributions

of the form < cos[αi(t)−αj(t)] >. Now, remembering that α = −(kz+δ), we can express

the term in the cosine as:

αi(t) − αj(t) = k(zj − zi) + (δj − δi) (2.38)

Therefore, we can distinguish between 3 cases, depending on the relationship between

the δ:

1. Coherent light: If δj − δi is constant, then the contribution of the interference term

will be maintained and there will be interference oscillations in experimental spectra.

In this case it is said that the light is propagating coherently.

2. Incoherent light: If δj − δi varies randomly, then the cosine will average to zero

due to the rapid variations in phase and the equal probability for the positive and

negative cosine values. In this case, no interference oscillations will be present and

the superposition is just the independent addition of the intensities, and it is said

that light travels incoherently.

3. Partially coherent light: In between the extreme cases of coherent and incoherent

propagation, there exists partially coherent light. In this case the phase differences

are correlated, but not completely. The interference oscillations will be attenuated.

It can be proven that completely coherent light is not physically possible because it

would require a completely monochromatic wave. Similarly, complete incoherence cannot

exist in free space either [32]. While the extreme cases are idealizations, they are simpler

to compute mathematically and are used to model experimental spectra. As will be seen

in the results, the simplification is usually in good agreement with real spectra.

2.4.1. Interference color

Interference color is a phenomenon where colors are produced through the construc-

tive and destructive interference of light waves. This occurs when light is reflected from

or transmitted through thin films, layers, or structures with thicknesses comparable to

19



the wavelength of visible light. The superposition of the reflected light waves from the

multiple interfaces of these thin films causes some wavelengths of light to be enhanced

(constructive interference) and others to be diminished or cancelled out (destructive in-

terference), resulting in the appearance of vivid colors [27, 28].

A classic example of interference color can be seen in soap bubbles and oil slicks on

water. These thin films vary in thickness across their surfaces, leading to a spectrum

of colors when illuminated by white light. The variation in color across the film is due

to changes in film thickness, which alter the path length difference between light waves

reflected from the top and bottom surfaces of the film, thus affecting which wavelengths

undergo constructive or destructive interference.

Structural coloration, of which interference color is one example, is a fascinating phe-

nomenon in which color is produced by microscopically structured surfaces rather than

by pigments [33, 34]. Unlike pigment-based coloration, where color comes from the se-

lective absorption and reflection of certain wavelengths of light by chemical compounds,

structural color arises from the interaction of light with nanostructured materials. This

interaction can involve diffraction, scattering, interference, and reflection, leading to vi-

brant colors that can change based on the angle of view or the angle of illumination.

2.4.2. Formal treatment of interference: Coherence theory

In order to understand the mechanisms that cause a loss of coherence due to interaction

of the light wave with a sample, it is useful to formalize the concept of coherence. In

particular, we are interesting in gaining insights on the meaning of correlation between

the phases of the propagating waves.

Any optical wave can be described by a wavefunction u(r⃗, t) = Re{U(r⃗, t)}. For

random light U(r⃗, t) is a random function characterized by a number of statistical averages,

some of which we introduce in this section. As the intensity varies, the average intensity

is employed, which is computed by taking an ensemble average over many realization of

the function [35]:

I(r⃗, t) =< |U(r⃗, t)|2 > (2.39)

If the average intensity is time independent the optical wave is statistically stationary,

and we will concern ourselves with this case. In this cases taking the statistical average is

equivalent to time averaging over a long duration, which is what is done in a spectrometer.

Now consider the fluctuations of stationary light at a fixed point in space (we drop

the r⃗ dependence). The fluctuations in U(t) are characterized by a certain time scale

representing the “memory” that the wave has of itself, so points separated by more than
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this time are completely independent. The function is relatively smooth and well defined

within its memory time, but appears “erratic” when examined over longer time scales.

A quantitative measurement of this “memory” is established by defining the autocorre-

lation function, which describes the degree of relation between two points that fluctuate

separated a certain time.

The autocorrelation function (G) of a stationary complex random function U(t) is de-

fined as shown in equation 2.40, where the superscript {*} denotes the complex conjugate.

G(τ) =< U∗(t)U(t+ τ) >= lim
T→∞

1

2T

∫ T

−T

U∗(t)U(t+ τ)dt (2.40)

To gain an intuitive understanding consider the simple case where < U(t) >= 0,

meaning that the phase of the wave is equally likely to be in the range of 0 to 2π. Now,

U∗(t)U(t+τ) is the angle of the phasors between the waves. If the waves are uncorrelated,

the difference is equally likely to be anywhere from 0 to 2π and therefore the time average

will yield G(τ) = 0. Instead, if the functions are correlated, the product phasor will have

a preferential direction and the autocorrelation function will not vanish. Notice that if

the time delay is 0, the autocorrelation function just gives the intensity of the function at

time t: G(0) =< U∗(t)U(t) >= I

The temporal coherence function has information on both correlation and intensity.

It is useful to normalize the wave in order to obtain a measure of coherence (correlation)

insensitive to intensity. This is the normalized autocorrelation function (g) or degree of

temporal coherence, the value of which cannot exceed unity:

g(τ) =
G(τ)

G(0)
=
< U∗(t)U(t+ τ) >

< U∗(t)U(t) >
(2.41)

If |g(τ)| decreases monotonically as a function of time delay, then there is a critical

value for which the waves are said to be uncorrelated, usually at 1/e decay (figure 2.7).

This quantity, τc is called the coherence time. Waves separated a time interval larger than

τc are said to be weakly correlated. The exact value of the coherence time depends on

the profile of g(τ).

From the velocity of the wave we can also obtain the coherence length (lc) as shown in

equation 2.42. If the dimension scales of an optical system (or a sample) are much larger

than the coherence length, then the light is effectively incoherent.

lc = vτc (2.42)

Light sources are polychromatic, with the light spectral density S(ν) (intensity per

unit area per unit frequency) often confined to a band around the central frequency ν0.
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Figure 2.7: Normalized autocorrelation function displaying the coherence time as the width of
the curve and the corresponding spectral density with the linewidth ∆ν. Reproduced from [35]

.

Note that in this section ν, which in the rest of this work is used for the wavenumber,

is used for the frequency to match the notation of the main reference [35]. The spectral

density and the autocorrelation function form a Fourier transform pair [35]. The width of

the spectra is called the spectral width or linewidth, denoted by ∆ν (see figure 2.7) and

it can be shown that the line width is equal to the inverse of the coherence time:

∆ν =
1

τc
(2.43)

This explains why very narrow bandwidth sources like lasers posses very large coher-

ence times while broadband sources, like halogen lamps, have shorter coherence times.

As we will see, coherence is a requisite for interference. The broadband nature of white

light explains why it is difficult to see interference phenomena under natural illumination

and why lasers are usually employed in interferometic experiments [27].

Now we will consider the interference of two waves, U1 and U2, in the framework

of coherence theory. The waves are characterized by their individual autocorrelation

functions and the degree in which their fluctuations are correlated, defined by the cross-

correlation function. At a given point and time the intensities are I1 =< |U1|2 > and

I2 =< |U2|2 >. The crossed correlation function (G12) and normalized crossed correlation

function (g12) are defined similarly to the autocorrelation function, as shown in equation

2.44.

G12 =< U∗
1U2 >

g12 =
< U∗

1U2 >√
I1I2

(2.44)

When two waves are superposed, the average intensity of their sum is given by:
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I =< |U1 + U2|2 >=< |U1|2 > + < |U2|2 > + < U∗
1U2 > + < U1U

∗
2 >= I1 + I2 +G12 +G∗

12

= I1 + I2 + 2Re{G12} = I1 + I2 + 2
√
I1I2Re{g12}

(2.45)

Finally, we can express the intensity as shown in equation 2.46, where δ is the argument

of g12. The last term represents the optical interference. Notice that for completely

correlated waves |g12| = 1 and we recover equation 2.37. Similarly, for two completely

uncorrelated waves |g12| = 0 and there is no interference.

I = I1 + I2 + 2
√
I1I2|g12|cosδ (2.46)

Coherence theory allows us to gain insights into which processes decrease the degree

of coherence of a light wave. Loss of coherence is a consequence of random processes that

reduce the correlation between light rays of the beam. It is important to clarify that if a

process is well defined, even though it may be complicated, it does not reduce the degree

of coherence. For example, Mie scattering from a perfectly homogeneous particle is well

defined and does not in principle alter the degree of coherence. The processes that tend

to vary the correlation between light waves are:

1. Random path length differences: this may be a consequence of propagation in tur-

bulent or time varying media.

2. Scattering from rough surfaces: Scattering objects can introduce phase delays to

specific parts of a wavefront, which can not be predicted in the presence of multiple

scatterers. This destroys the original phase relationships.

3. Multiple scattering: the wave undergoes numerous phase shifts with each interac-

tion. These accumulated, random phase changes completely disrupt the original

phase relationship, leading to a significant loss of coherence.

2.5. The general problem of light propagation

In the previous sections we have presented the optical constants and defined the pa-

rameters that characterize the interaction of light with a sample. As was shown in section

2.3 it is possible to express the effects of a boundary on the propagation of an EM wave in

terms of the material parameters. However, no real material possesses only one boundary

due to their finite thickness. The first treatment applicable to a real sample is that of

a uniform layer embedded in two semi infinite media, a situation often called the free-

standing film. This configuration involves reflections and transmissions between the two
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boundaries of the layer, has a simple treatment and can give close form solutions to most

parameters. This configuration in presented in section 2.5.1.

The next degree of complexity involves samples composed of multiple stacked layers,

often called stratified media. In this case the simple treatment used to solve for the

freestanding film is cumbersome, and more efficient computational tools are required. In

this work we employ the transfer matrix method, discussed in section 2.5.2

2.5.1. The freestanding film

Consider the situation depicted in figure 2.8, where a single unsupported film of com-

plex refractive index n̂s is embedded in air, and light is incident with an angle ϕi measured

from the normal to the film. Light incident on the first boundary will be partially re-

flected, while the rest will be transmitted. This transmitted portion propagates through

the sample, acquiring a phase δ. When it reaches the second surface, part of it is trans-

mitted and the other is reflected back to the sample. There are an infinite number of

reflections and transmissions, and the superposition of the outgoing fields composes the

total reflected and transmitted fields. We can write each field in the sample using the

Fresnel coefficients [27], where tas and ras represent the transmission and reflection coeffi-

cients of light when it approaches the interface from air. Similarly, tsa and rsa correspond

to the case of the incident wave coming from the sample.

The phase gain δ is given by equation 2.47, where Snell´s law [22] was used to express

it in terms of the incident angle and ν = 1
λ

is the wavenumber. Given that δ is a complex

number if n̂s has a non zero extinction coefficient, its imaginary part introduces a decay

in the wave that accounts for the absorption, as explained in section 2.1.1.

δ = 2πνd
√
n̂2
s − sin2ϕi (2.47)

By keeping track of each field, we can write the transmission (t) and reflection (r) as

infinite sums, as shown in equations 2.48 and 2.49 respectively [36]. As the modulus of

the term in the summation is strictly less that unity in real passive materials (no gain),

the summation, which has the form of a geometric series, converges. In this way, the total

transmitted and reflected fields are given by equations 2.50 and 2.51.

t = tase
iδtsa[1 + r2sae

2iδ + (r2sae
2iδ)2 + · · · ] = tase

iδtsa

∞∑
j=0

(r2sae
2iδ)j (2.48)

r = ras + tasrsatsae
2iδ[1 + r2sae

2iδ + (r2sae
2iδ)2 + · · · ] = ras + tasrsatsae

2iδ

∞∑
j=0

(r2sae
2iδ)j (2.49)

24



Figure 2.8: Schematic of the model used to calculate the transmittance of a thin film. An
incoming beam is multiply reflected and transmitted between the two interfaces of the freestanding
film. The transmission and reflection is calculated as the infinite sum of all the transmitted and

reflected beams, respectively.

t =
tastsae

iδ

1 − r2sae
2iδ

(2.50)

r = ras +
tasrsatsae

2iδ

1 − r2sae
2iδ

(2.51)

Experimentally, we measure intensities and not fields. The transmittance (T) and

Reflectance (R) are defined as shown in equations 2.29 and 2.28. In the case of an

isotropic homogeneous medium embedded in air n̂out = n̂in and ϕout = ϕin, therefore the

transmittance is simply T = |t|2 [36].

2.5.1.1. Special Case: Vanishing damping

When there is no damping, the extinction coefficient k is equal to 0, and thus the

refractive index is purely real. This in turn implies that the Fresnel coefficients and the

phase factor δ are also purely real [22]. In this particular case, for a freestanding film

embedded in air, the transmittance (T) and reflectance (R) can be expressed as shown in

equations 2.52 and 2.53.

T =
t2ast

2
sa

1 + r2asr
2
sa + 2rasrsacos(2δ)

(2.52)
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R =
r2as + r2sa + 2rasrsacos(2δ)

1 + r2asr
2
sa + 2rasrsacos(2δ)

(2.53)

These equations display an interference term proportional to 2δ, which is proportional

to the wavenumber (equation 2.47). Therefore, we expect that the transmittance and

reflectance spectra exhibit an oscillatory behaviour. This is particularly useful in cases

where the dispersion of the refractive index is negligible in the studied range (i.e. n is

approximately constant) because the extrema of the spectra correspond simply to the

extremum values of the cosines that occur when 2δ = jπ, where j = 0, 1, 2, ... is the

extremal order. In this way the thickness can be calculated as d = j

4νj
√

n2
s−sin2ϕi

, where

νj is the wavenumber corresponding to the extrema of order j. However, this equation

requires knowledge of the correspondence between the experimental extrema and the

extremal order j, which often proves impractical. By considering two consecutive extrema

we can dispense with this information, as can be seen in equation 2.54. This equation can

be used as a simple tool to obtain the thickness of a sample provided that the absorption

and the dispersion are minimal, both of which are usual when measuring far from an

absorption edge, and when the sample is homogeneous and isotropic.

d =
1

4(νj+1 − νj)
√
n2
s − sin2ϕi

(2.54)

2.5.1.2. Obtaining the complex refractive index from measured spectra

Nichelatti [37] presented a method to solve analytically the problem of obtaining the

complex refractive index of a material from reflectance and transmittance measurements

performed at normal incidence, assuming incoherent light propagation. The transmittance

(TF ) and reflectance (RF ) of a single interface (i.e. the square of the corresponding Fresnel

coefficients for the interface) at normal incidence can be expressed as shown in equation

2.55. Notice that the negative sign convention (n̂s = n − ik) was used. This applies to

both the sample-air and the air-sample interfaces.

TF =
4n

|n− ik + 1|2

RF = |n− ik − 1

n− ik + 1
|2

(2.55)

If we consider the same situation previously analysed (figure 2.8) but in the case of

incoherent propagation, where we perform the summation over intensities, we can arrive

at the expressions presented in equations 2.56 and 2.57 for the total transmittance (T) and

reflectance (R) of the freestanding film, where α(λ) = 4πk(λ)
λ

is the absorption coefficient

[22].
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T =
T 2
F e

−αd

1 −R2
F e

−2αd
(2.56)

R = RF +
RFT

2
F e

−2αd

1 −R2
F e

−2αd
(2.57)

If we consider R−RF

T
and take the natural logarithm we arrive at equation 2.58, which

we can use to eliminate αd from equation 2.56 and use TF = 1−RF to obtain a quadratic

equation on RF with coefficients determined by the measured spectra, T and R. The

solution to this equation is given in 2.59. The other solution is discarded on physical

grounds because it would imply RF > R, which is clearly not possible if one considers the

summation of non negative terms that lead to the expression for R.

αd = ln(
RFT

R−RF

) (2.58)

RF = {2 + T 2 − (1 −R)2 − ([2 + T 2 − (1 −R)2]2 − 4R(2 −R))1/2}[2(2 −R)]−1 (2.59)

Substituting the expression in 2.59 for RF in equation 2.58 and using the fact that

k(λ) = αλ
4π

we arrive to the analytical expression for the extinction coefficient presented

in equation 2.60, where the dependence on the reflectance (R) and transmittance (T)

spectra was explicitly introduced.

k(R, T ) =
λ

4πd
ln

[
RF (R, T )T

R−RF (R, T )

]
(2.60)

In order to obtain an expression for the index of refraction n, Nichelatti expresses the

refractive index in polar form: n̂s = ρeiϕ. Using this in the definitions of the boundary

coefficients presented in equation 2.55 we can arrive at the expressions in equation 2.61.

|ρeiϕ + 1|2 = ρ2 + 2ρcosϕ+ 1 =
4n

TF

|ρeiϕ − 1|2 = ρ2 − 2ρcosϕ+ 1 =
4nRF

TF

(2.61)

Adding the two expressions and using TF = 1 −RF we can get expression 2.62 for ρ.

ρ2 = 2n
1 +RF

1 −RF

− 1 (2.62)

Finally, using the fact that ρ2 = n2 + k2, and substituting ρ2, we find a quadratic

equation in n.
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n2 − 2n
(1 +RF )

1 −RF

+ (1 + k2) = 0 (2.63)

Both solutions of the equation are in principle valid, and the selection has to be

made on physical grounds. For example, by comparing with similar materials. The final

expression for the index of refraction (n±) is given in equation 2.64.

n± =
1 +RF

1 −RF

±
[

4RF

(1 −RF )2
− k2

]1/2
(2.64)

By employing successively equations 2.59, 2.60 and 2.64 it is possible to obtain both

the real and complex parts of the refractive index from total transmittance and reflectance

measurements, assuming incoherent light propagation.

2.5.2. Working with a stack of films: the transfer matrix method

(TMM)

Stratified media—which have constant properties within each plane perpendicular to a

fixed direction [29]—are of considerable importance in optics. For example, multilayers, a

stack of thin plane parallel films, can be employed as anti-reflection films, beam splitters,

filters, and polarizers.

Unlike the propagation through a single planar, homogeneous and isotropic thin film

between two isotropic media treated in section 2.5.1, the case of several stacked films is

more complicated, because of the need to keep track of more terms in the sum. To calculate

propagation in a stack of several layers, Abeles [29] pioneered an approach that used

matrix algebra to simplify computations. By using the linearity of Maxwell´s equations

he could couple the waves in both sides of an interface by matrix multiplication. In this

way, it suffices to define matrices for each interface and for the propagation inside the

layers. The total transfer matrix, from which the transmission and reflection coefficients

of the stack can be extracted, is calculated by multiplying those matrices. Later, other

authors modified this method to express the matrices in terms of the Fresnel coefficients.

In general, matrix multiplication is a simple process for computers, making this approach

very efficient and capable of modelling large systems. In this work we implemented the

transfer matrix approach with the Fresnel coefficients formulation in Matlab.

The basic procedure is as follows: we define a matrix for each interface and another

for the displacement within each layer, then, due to the linearity of the operations we

multiply them successively to form the scattering matrix for the whole stack from which

we finally obtain the reflection and transmission coefficients.
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2.5.2.1. The Interface Matrix, Ii,i+1

Figure 2.9: Schematic of the situations analysed to obtain the matrices required to implement
the transfer matrix method. In a) the propagation of the fields around the boundary between two

layers and in b) the propagation inside the layer i.

For the interface matrix we follow the procedure introduced by Azzam and Bashara

[38], who define it in terms of the Fresnel coefficients for the interface. We start by looking

at a boundary between two media with right (superscript R) and left (superscript L) going

electric fields in each side, as show in figure 2.9a. Notice that nothing is assumed about

the angle of incidence, which will be contained in the Fresnel coefficients. Matching the

incoming and outgoing electric fields, we obtain the following equations using the Fresnel

coefficients, which account for the angle of incidence and transmission:

ER
i ti,i+1 + EL

i+1ri+1,i = ER
i+1 (2.65)

ER
i ri,i+1 + EL

i+1ti+1,i = EL
i (2.66)

The aim is to express the fields in the i-th layer in terms of the fields in the i+1 layer.

We readily obtain ER
i from equation 2.65 and plug it into equation 2.66 to obtain:

EL
i = ER

i+1(
ri,i+1

ti,i+1

) + EL
i+1(ti+1,i − ri,i+1

ri+1,i

ti,i+1

) (2.67)

By using the known properties of the Fresnel coefficients presented in section 2.3.1 [27,

38]:

ri,i+1 = −ri+1,i

29



ti,i+1ti+1,i − ri,i+1ri+1,i = 1

We find that the factor multiplying EL
i+1 in equation 2.67 is equal to 1

ti,i+1
. Therefore, the

equations can be expressed in the following way:

ER
i =

1

ti,i+1

(ER
i+1 − EL

i+1ri+1,i)

EL
i =

1

ti,i+1

(ER
i+1ri.i+1 + EL

i+1)
(2.68)

Finally, we can write the set of equations in matrix form:[
ER

i

EL
i

]
=

1

ti,i+1

[
1 ri,i+1

ri,i+1 1

][
ER

i+1

EL
i+1

]
= Ii,i+1

[
ER

i+1

EL
i+1

]
(2.69)

Where Ii,i+1 is called the interface matrix for the interface between the i and i+1 layer.

In some references this matrix is called the dynamic matrix, Di,i+1.

2.5.2.2. The Layer Matrix, Li

We want to find the matrix that relates the electric fields in the leftmost part of the

layer to those on the right immediately before the boundary for a particular layer of

width di. The situation is depicted in figure 2.9b, where the superscript indicated right

(R) and left (L) travelling waves. It is clear that the only effect of the propagation in a

homogeneous, isotropic layer is the addition of a phase. For the right travelling wave we

can write the field at di as shown in equation 2.70, where ER
i0 is the initial amplitude of

the right travelling wave at the leftmost boundary.

ER
i (di) = ER

i0e
i(k⃗·r⃗di−ωt) = ei(β)ER

i (0) (2.70)

With β = 2πn̂dicos(ϕ)
λ

, where n̂ is the complex refractive index, λ is the wavelength of

light (in vacuum) and ϕ is the angle between the stratification direction and the direction

of propagation of the electric field inside the layer. We proceed in the same manner for

the left travelling wave and arrive to the following relationship [39, 40]:

[
ER

i (0)

EL
i (0)

]
=

[
e−iβ 0

0 eiβ

][
ER

i (di)

EL
i (di)

]
= Li

[
ER

i (di)

EL
i (di)

]

β =
2πn̂dicos(ϕ)

λ

(2.71)

The matrix Li is called the layer matrix for the i-th layer. In some references it is

termed the propagation matrix Pi.
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2.5.2.3. System Transfer Matrix, S

By virtue of the linearity of the Maxwell equations, we can “follow” the electric fields

through each successive layer and compute the result of the propagation through the

whole stack. For a stack of N layers:[
ER

0

EL
0

]
= I0,1L1I1,2L2 · · · IN−2,N−1LN−1IN−1,NLNIN,0

[
ER

out

EL
out

]
= S

[
ER

out

EL
out

]
(2.72)

Where S is the system transfer matrix—also called scattering matrix—of the whole stack,

which contains the entirety of the information about the propagation of the fields inside

the ensemble. From the elements of S we can compute the reflection and transmission

coefficients for the stack. First, we assume that the sample is not illuminated from the

backside, so we can set EL
out = 0:[

ER
0

EL
0

]
=

[
S11 S12

S21 S22

][
ER

out

0

]
(2.73)

Considering that the reflection and transmission coefficients are defined as the ratio of

outgoing fields to the incoming field, from equation 2.73 we find that:

ER
out

ER
0

= t =
1

S11

EL
0

ER
0

= r =
S21

S11

(2.74)

While these coefficients relate electric fields, the transmittance and reflectance relate

intensities. They are easily calculated in the usual fashion [27]

T = Re(
ˆnoutcos(ϕout)

n̂incos(ϕin)
)|t|2

R = |r|2
(2.75)

2.5.2.4. Incoherence

The assumption of coherent light propagation leads to oscillations in the calculated

spectra due to interference effects. In practice, this effects may not be visible due to

coherence-destroying effects like nonparallel surfaces, roughness, limited resolution of the

instrumentation or due to the bandwidth of the light source [28, 41], see section 2.4.2 for

details.

In the cases where there is no interference it suffices to add the intensities instead of
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the electric fields. This can be done straightforwardly by taking the square amplitude

of the Fresnel coefficients and the phase elements in each of the I and L matrices. It is

important to note that this is not equivalent to taking the norm squared of the elements

of the system transfer matrix S, as this only takes the intensity after the interference was

allowed to happen. If all layers are incoherent, it suffices to take the matrices for each

layer, take the modulus squared of its elements and apply the TMM, which results in an

intensity scattering matrix.

Figure 2.10: Basic scheme for including incoherent layers to the transfer matrix method. We
divide the stack in sections delimited by the incoherent layers. Calculate the transfer matrix for
the coherent substack and from its elements obtain an intensity matrix. Then multiply those

intensity matrices with the intensity propagation matrices from the incoherent layers.

The problem is: how do we deal with multilayer stacks where only some layers produce

loss of coherence? We certainly want to allow interference in some layers, while adding

just intensities in others. We followed the ideas presented in the literature [39, 41], of

which the basic scheme is depicted in figure 2.10. There are packets of coherent layers

bounded by incoherent layers. In the coherent packets, we can apply the regular TMM

as previously described. Then, we obtain scattering matrices for each packet, which we

connect through the incoherent layers by incoherent layer matrices. The only caveat

is that incoherence can be caused by scattering, which invalidates the Stokes relations.

Therefore, when connecting matrices through incoherent boundaries, the transfer matrix

of the coherent stack has to be modified.

In the calculation of the intensity matrix for the coherent packets the initial and final

interfaces are accounted for—the incoming and outgoing media of each packet are the

surroundings or the incoherent layers. This effectively reduces the coherent packets to

interfaces bounding the incoherent layers. Thus, the effect of the incoherent layers is just

the addition of a phase which can be written, in matrix form as:
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[
ER

i (0)

EL
i (0)

]
=

[
|e−iβ|2 0

0 |eiβ|2

][
ER

i (di)

EL
i (di)

]
= Di

[
ER

i (di)

EL
i (di)

]

β =
2πn̂dicos(ϕ)

λ

(2.76)

To compute the intensity matrix for the coherent packet we can not use directly the I

matrix as previously calculated. In cases where the interfaces are non ideal (such as those

that cause loss of coherence, i.e the boundary with incoherent layers) it is generally the

case that ti,i+1ti+1,i − ri,i+1ri+1,i ̸= 1 [41]. We thus begin with the more general transfer

matrix:

Ij,k =
1

tj,k

[
1 −rk,j
rj,k (tj,ktk,j − rj,krk,j)

]
(2.77)

When the coefficients are replaced with their square amplitudes we have:

Tj,k =
1

|tj,k|2

[
1 −|rk,j|2

|rj,k|2 (|tj,ktk,j|2 − |rj,krk,j|2)

]
(2.78)

This is the intensity transfer matrix for the coherent layer packet going from the j to k

layers when the Stokes relations are not valid. Now, it is evident we need the equivalent

Fresnel coefficients in both directions for the group, which we have not previously cal-

culated. Fortunately, these can be recovered as we did in equation 2.74. Following the

notation used in section 2.5.2.1 we find that they are contained in the elements of the

scattering matrix for the coherent stack S [39, 41]:

rj,k =
E−

j

E+
j

∣∣∣∣
E−

k =0

=
S21

S11

tj,k =
E+

k

E+
j

∣∣∣∣
E−

k =0

=
1

S11

rk,j =
E+

k

E−
k

∣∣∣∣
E+

j =0

=
−S1,2

S11

tk,j =
E−

j

E−
k

∣∣∣∣
E+

j =0

=
Det(S)

S11

(2.79)

To compute the transfer matrix for the entire multilayer, called Sincoh we thus proceed

as follows:

1. Divide the stack in packets of coherent layers bounded by incoherent layers.

2. Calculate the transfer matrix for the coherent substack by means of the
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classical method as presented in sections 2.5.2.1 through 2.5.2.3.

3. From the scattering matrix for each packet of coherent layers obtain the

Fresnel coefficients using equation 2.79.

4. Construct the intensity transfer matrix (Tj,k) for each packet using equation

2.78.

5. For the incoherent layers calculate the propagation matrices by means of

equation 2.76

6. Multiply each matrix successively, as shown in equation 2.80.

[
IR0

IL0

]
= · · ·Tj,kDk · · · Tq,lDl · · ·

[
IRout

ILout

]
= Sincoh

[
ER

out

EL
out

]
(2.80)

The transmission and reflection coefficients are directly obtained from the elements of

the system incoherent matrix Sincoh, considering we are already dealing with intensities:

Rincoh =
Sincoh
21

Sincoh
11

T incoh = Re(
ˆnoutcos(ϕout)

n̂incos(ϕin)
)

1

Sincoh
11

(2.81)

2.6. Effective Medium Approximation

In many cases one or several layers of the stack are a mixture of two or more materials.

When the inhomogeneities are on a scale considerably smaller than the wavelength of

probing light, the mixture can reasonably be treated as an effective medium. In this theory

it is assumed that the optical constants of the mixture are the product of a superposition

of the optical constants of the constituents [22]. If the different materials are regarded as

polarized objects embedded in a host medium, subjected to an homogeneous electric field

it is possible to obtain a general equation that relates the effective dielectric function of

the composite material to that of the host and the constituents [22, 42]:

ϵeff − ϵh
ϵh + (ϵeff − ϵh)L

=
∑
j

fj
ϵj − ϵh

ϵh + (ϵj − ϵh)L
(2.82)

Where ϵeff , ϵh and ϵj are the dielectric constants of the effective medium, the host,

and the j-th component, respectively. L is a factor that depends on the morphology of

the inclusions and fj ≡ Vj

V
, is the volume fraction [22].

From this general case there are several schemes to obtain the dielectric constant of the
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effective medium, depending on what component is considered to be the host. In this

work we follow the Bruggeman approach, also called Effective Medium Approximation

(EMA), where the effective medium itself acts as the host (ϵh = ϵeff ) [22]. The EMA

tends to lead to better results when there is no preponderance of a particular component

and is employed in the specialized literature when dealing with samples similar to the

ones used in this work [22, 43]. In this approach we have that equation 2.82 becomes:

0 =
∑
j

fj
ϵj − ϵeff

ϵeff + (ϵj − ϵeff )L
(2.83)

It is evident from equation 2.83 that this method supports as many constituents in the

mixture as desired. However, the degree of the polynomial in ϵeff that one needs to solve

is the same as the number of components in the mixture. Thus, obtaining the solution

becomes cumbersome when there are more than two materials. For these cases, we fol-

low the approach presented by Nazarov et al. [43] in which the effective properties of

the composite are calculated by the recursive application of the EMA approach for two

constituents.

Another complication of this method is that the selection of the physically significant

root of the second degree polynomial is not trivial. As a side note, this further adds to

the complication of using more than two constituents. To select the appropriate solution,

we implement the method developed by Roussel and others [44] in which the application

of successive transformations results in only one root. It is important to note that this

method is only applicable to two types of inclusions: homogeneous mixture of spheres

and spherical inclusions embedded in a matrix. However, some results show that there is

not a strong dependence on the shape [4], and therefore this cases are considered a good

enough approximation.

2.6.1. Wiener’s bounds: Boundaries of the effective refractive

index

We wish to know what is the range possible for the effective refractive index when

mixing J components in the context of the effective medium approximation. The approx-

imation is essentially a sophisticated way to ponder each material, so the expectation is

that the maximum and minimum possible results in this context are simply the refractive

indices of the constituents with higher and lowest indices, respectively, independent of the

mixing method. This can formally be derived from what is known as Wiener bounds [45].

Wiener proved that for a mixture of J components with real and positive refractive

indices, the bound of an effective medium in the context of effective medium theory is
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given by equation 2.84 [46], where the nomenclature of the previous section is employed.

(
J∑

j=1

fj
ϵj

)−1 < ϵeff <
J∑

j=1

fjϵj (2.84)

This result corresponds to the possible boundaries for different mixing methods and

inclusion morphologies (i.e. different L parameter) with a given fraction of constituents

fj. Now we wish to derive the limits of these bounds when the fraction of constituents is

allowed to vary. We will focus on the derivation of the lower bound, the higher bound is

analogous.

We have that the Wiener lower bound (ϵlbw) can be expressed as in the left side of equa-

tion 2.85. Now, we wish to minimize this fraction by varying the fraction of constituents,

fk. First note that the numerator is a constant, so the lowest possible value is achieved

when the denominator is a maximum. As the denominator is a simple weighted average

of terms of the form
∏

j ̸=k ϵj, the maximum is achieved when all of the weight is given

to the largest term. As all terms in the product are real and positive, the largest term is

the one that does not include the smallest of them: ϵq. In our expression this means that

the largest denominator is obtained when k = q and fq = 1. Simplifying the resulting

expression we find that that Wiener’s lower bound is in turn bounded by ϵq.

ϵlbw = (
J∑

j=1

fj
ϵj

)−1 =

∏J
j=1 ϵj∑J

k=1 fk
∏

j ̸=k ϵj
≥ ϵq where min{ϵ1, ϵ2, ..., ϵJ} = ϵq (2.85)

The hypotheses used in Wiener’s work (positive and real refractive index of the con-

stituents) are a reasonable approximation in the experiments presented in this work, where

the effective refractive indices are calculated far from the absorption edges of non-metallic,

non-magnetic media [1]. In a later work Milton [47] derived a generalization of the bounds

in effective medium theory for arbitrary dielectric functions of the constituents, and the

lowest and largest possible values of the effective dielectric function are still set by the

constituents when mixing two media, which is the case in this work.

2.7. Stokes parameters: representation of polarized

light

Any state of polarized light can be completely described by the Stokes parameters [48,

49]. While other representations directly using the polarization ellipse [29, 49] are very

useful, these parameters have a very practical advantage: they describe polarization using
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a directly measurable observable—irradiance [27].

This set of parameters is usually described using a hypothetical set of four filters

which, under natural illumination, transmit half of the incident light [27, 49]. The choice

is not unique, but the idea is that the four parameters are the total irradiance (S0), and

the tendencies towards horizontally linearly polarized (LP) light compared to vertically

polarized light (S1), linearly polarized light at 45◦ versus light at 135◦ (S2) and right

handed circularly polarized light (RHCP) compared to left handed circular (LHCP) is

accounted with S3. Note that in many references the parameters are named, in order: I,

M, C, S (see Shurcliff book for example [49]). These can also be related to the parameters

of the polarization ellipse or the ellipsometric parameters [48, 50] but for our purposes,

the complex amplitude representation will prove most useful. The parameters can be

expressed in terms of the components of the electric field in the x-y plane (Ex and Ey) as

follows, where the superscript {*} denotes the complex conjugate [48]:

S0 = I = |Ex|2 + |Ey|2 = ExE
∗
x + EyE

∗
y

S1 = I0◦ − I90◦ = ExE
∗
x − EyE

∗
y

S2 = I45◦ − I135◦ = ExE
∗
y + EyE

∗
x

S3 = IRHCP − ILHCP = i(ExE
∗
y − EyE

∗
x)

(2.86)

There are several intensity measuring schemes to access these parameters. In the case

of the experimental setup used in this work, which includes a Wollaston prism, the S1

parameter is directly accessed in one measurement from the intensity at both detectors,

S2 can be obtained by placing a half wave plate (HWP) at a specific angle relative to the

lab basis and S3 by using a quarter wave plate (QWP) at −45◦ relative to the x̂ axis of

the lab. For a proof of the validity of this measuring method see Appendix A.

Finally, the degree of polarization (P) is used to quantify how polarized is the light

beam and is defined as shown in equation 2.87 [27]. If it is equal to unity then the beam

is perfectly polarized, whereas the case of P = 0 represents completely unpolarized light.

Values between 0 and 1 are the more realistic case of partially polarized light. Perfectly

polarized is a state where there is a definite relationship of phase of the polarization

components whereas unpolarized light can be thought of as a superposition of all possible

polarization directions, with the phases of the polarization components varying rapidly

in time. Partial polarization is an intermediate state, where there is some relationship

between the polarization states.

P =
Ipolarized
Itotal

=

√
S2
1 + S2

2 + S2
3

S0

(2.87)
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2.7.1. The theory of partial polarization

The qualitative description of partially polarized light should be reminiscent of the

discussions presented in section 2.4.2 when formalizing the treatment of partial coherence.

Indeed, in the theory of polarization the components of polarization are characterized by

correlations and cross-correlations similar to the ones presented in that section.

Consider that an EM wave travelling in the z direction has two polarization compo-

nents Ex(t) and Ey(t), which are generally random. The wave is fully characterized by

the correlation and cross correlation functions, as before (see section 2.4.2 for details):

Gxx(τ) =< E∗
x(t)Ex(t+ τ) >

Gyy(τ) =< E∗
y(t)Ey(t+ τ) >

Gxy(τ) =< E∗
x(t)Ey(t+ τ) >

gxy(τ) =
Gxy(τ)√

Gxx(0)Gyy(0)

(2.88)

For quasi monochromatic light the τ dependency is exponential and so the polarization

properties are described by the values at τ = 0. It is then useful to define the coherence

matrix G [35]:

G =

[
Gxx Gxy

Gyx Gyy

]
(2.89)

The Stokes parameters can be expressed in terms of the elements of the coherency

matrix:

S0 = I =< |Ex|2 > + < |Ey|2 >= Gxx +Gyy

S1 = ExE
∗
x − EyE

∗
y =< |Ex|2 > − < |Ey|2 >= Gxx −Gyy

S2 = ExE
∗
y + EyE

∗
x = 2Re{< E∗

xEy >} = 2Re{Gxy}

S3 = i(ExE
∗
y − EyE

∗
x) = 2Im{< E∗

xEy >} = 2Im{Gxy}

(2.90)

Unpolarized light of (average) intensity Ī has the two components with the same

intensity and they are totally uncorrelated. In this case the coherency matrix becomes:

Gincoh =
1

2
Ī

[
1 0

0 1

]
(2.91)

This matrix is invariant to rotations of the coordinate system, the two components

always have (on average) equal intensities and are uncorrelated. This implied that the

electric field vector is equally likely to be in any direction of the x-y plane. This is why, for

example, wave plates do not have any effect on unpolarized light, because they introduce
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phase delays between components that have totally random phases.

If the cross correlation coefficient has unit magnitude (i.e. |gxy| = 1) then the light

is said to be perfectly polarized (or just polarized). Partially polarized light lies between

the two limits. The degree of polarization in the context of statistical optics is defined as

shown in equation 2.92 where Tr is the trace and det is the determinant of the matrix.

P =

√
1 − 4detG

(TrG)2
=

√
1 − 4

[
IxIy

(Ix + Iy)2

]
(1 − |gxy|2) (2.92)

This definition of the degree of polarization is invariant to rotations of the coordinate

system, since determinant and trace are invariant to unitary transformations, which is

useful because changes in the coordinate system should not affect the degree of polariza-

tion. Moreover, it shows explicitly the dependence with the cross correlation function.

Notice that the degree of polarization is unity if the polarization components are totally

correlated (|gxy| = 1) and it is a minimum if they are completely uncorrelated (|gxy| = 1).

In particular it is 0 if, besides being uncorrelated, the intensities are the same (Ix = Iy),

as expected from the description of unpolarized light. This definition is equivalent to the

one presented in equation 2.87.

From this treatment, it is clear that the degree of polarization is deeply connected to

the coherence properties of light. Polarization is maintained in deterministic processes

which preserve the coherence of the polarization components [35]. True depolarization

occurs when the processes introduce randomness, leading to a reduction in the cross-

correlation values. In general there are two possible mechanisms:

Multiple Scattering: Involves light interacting with particles or irregularities, leading

to random changes in polarization due to the unpredictable nature of the scattering

events.

Random Polarization Fluctuations: Stem from thermal, mechanical, or quantum

noise in the system, which introduces randomness in the phase and amplitude of the

electromagnetic field’s components, thereby affecting the cross-correlation functions

and reducing coherence.

It is important to clarify here that the framework developed in section 2.4.2 is a scalar

treatment, neglecting polarization directions. The interference of waves in that section

assumed that the polarization directions in the interacting waves were equal. In general

the interference is proportional to the scalar product of each field, and therefore beams of

orthogonal polarizations do not interfere. Although both cases are treated with coherence

theory, it is important to differentiate between the coherence of two different beams, which
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may or may not interfere depending on their polarization directions, and the coherence

of the polarization components of a single beam.
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Chapter 3

Experimental Setups

In the first section of this chapter I will explain the general use of the integrating

spheres to measure total and diffuse reflectance and transmittance, and to obtain the haze.

In that section the experimental setups and the corrections employed are shown. In the

next sections the measurement of specular (i.e. without integrating spheres) reflectance

and transmittance is described. The last sections also introduces the measurement of the

polarization components of light and the characterization by UV-vis absorbance.

3.1. Total transmittance and reflectance measure-

ments

In this section we will explain the setups used to measure the spectral dependence

of the total transmission and reflection. The main tool used in these measurements are

the integrating spheres. These allow the capture of diffuse light and, in some cases the

differentiation between diffuse and specular components. We will detail the experimental

configuration and the way the measurements are corrected to account for the effects of

the integrating spheres. Finally, we will describe how to make spectral measurements

sensitive to polarization. A description of all the specialized equipment used in this work

is reserved for Appendix B.

3.1.1. Transmittance measurements

Transmittance measurements at normal incidence were performed with a 150 mm

diameter integrating sphere model UPB-150-ART from Gigahertz-Optik. Figure 3.1 shows

a schematic representation of the setup employed. We used a halogen lamp by Ocean

Optics, model HL-2000, the output of which was guided to the sample placed in the input

of the integrating sphere by means of a 1000µm diameter optical fiber. The output of the
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sphere was read by a computer after passing through a spectrometer Ocean Optics S2000

coupled to the outlet of the integrating sphere by a 600 µm optical fiber.

This sphere can be fitted with an accessory, called light trap, located opposite to

the entrance port that, by a combination of a specific cone-like geometry and an opaque

coating, blocks the reflection of light directly transmitted by the sample (i.e. the specular

ray). By using this light trap, it is possible to differentiate between the specular and

diffuse components of light.

Figure 3.1: Schematic of the setup used for transmittance measurements at normal incidence
employing the UPB-150-ART integrating sphere

In order to obtain values of the direct and diffuse transmittances for the sample cor-

rected for the effects of the experimental setup, 4 spectral measurements (Ii) are performed

for each sample, the configuration of each can be seen in figure 3.2. The total (TT ) and

diffuse (TD) transmittances are calculated as shown in equation 3.1[25, 51, 52], where the

intensities (Ii) follow the notation presented in figure 3.2. I1 represents the total light

transmitted by the sample, incorporating both direct and diffuse components. On the

other hand, I3 specifically quantifies the diffuse component of the transmitted light, iso-

lating the effect of scattering within the sample. The other spectra are collected without

a sample and serve to characterize the incoming beam and the effects of the sphere on it.

The incident light intensity, corrected for potential losses at the sphere’s entrance port,

is denoted by I2. This correction is crucial for accurate baseline measurement. Lastly,

I4 serves as a corrective measurement for the scattering effects introduced by the sphere

itself, ensuring that the final data accurately reflects the sample’s properties rather than

artifacts of the measurement apparatus.

TT =
I1
I2

TD =
I3 − TT I4

I2

(3.1)

The haze (H) is defined as the ratio of diffuse light to total light (equation 3.2, where

the subscript T indicates that it is for transmittance)[23–25].

HT =
TD
TT

(3.2)
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Figure 3.2: Measurements repeated for each sample in order to correct for the transmittance
of the sphere. Their usage appears in equation 3.1. Notice that I1 and I3 are collected with the

sample in the entrance Port, while I2 and I4 collect the lamp signal directly.

3.1.2. Variable angle of incidence transmittance

Measuring the transmittance of a sample for different angles of incidence is a useful

technique. Firstly, it gives the behaviour for samples under natural illumination, where

light is expected to impinge with a relatively uniform distribution of angles of incidence.

Secondly, having extra data can be useful in order to obtain or check parameters through

fitting procedures, as adjusting several curves with the same set of parameters can improve

the uniqueness of the solution[42]. The previously discussed setup, while powerful in the

sense that it allows to differentiate between specular and diffuse components of light, does

not allow to vary the angle of incidence (ϕi). In order to measure the angular dependence

of transmitted light a different setup, displayed in figure 3.3 (top block of the figure), was

employed. The samples are placed at the entrance of a FOIS-1 integrating sphere (Ocean

Optics) and illuminated using an optical fiber 1000 µm in diameter, coupled to a halogen

lamp (HL-2000 from Ocean Optics). To hold the samples in place, we clamped them

with a black matte mask with an aperture smaller than the sphere’s entrance port. This

aperture ensured that all the light passed through a small region of the sample, which

increases the homogeneity of the studied area. The output from the sphere was collected

using a 200 µm optical fiber and detected by a spectrometer model S2000 from Ocean

Optics. The sphere was mounted on a goniometer, allowing measurements at different

angles of incidence. Unlike the previous device, this sphere can not be equipped with a

light trap, and thus is only able to determine the total transmittance. Thus, for each

angle of incidence, two measurements were performed, one with the sample (I1) and a

reference signal (I2) without the sample.
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Figure 3.3: Setup used for total and polarized transmittance measurements. The a) top block
indicates the configuration used for detecting total and diffuse transmittance. The sample was
placed at the entrance orifice of the integrating sphere. b) The bottom block indicates the con-
figuration for polarization dependent measurements, detailed in section 3.2.1. P and A are the
polarizer and analyzer, respectively. The polarization sensitive measurement does not use an

integrating sphere.

In this setup, direct coupling of the fiber to the sphere’s entrance port is not feasible;

instead, the fiber must be positioned approximately 5 cm away to accommodate sphere

rotation. To effectively channel light into the entrance port, the system utilizes a colli-

mator along with two irises. The collimator serves to restrict the spreading of the beam,

while the irises helps in defining the beam’s direction of propagation, aiding in precise

alignment towards the entrance port. The second iris is crucial for adjusting the spot size

on the sample surface, which is maintained at about 2 mm in diameter. This spot size is

intentionally kept smaller than the orifice of the mask, guaranteeing optimal illumination

of the sample and enhancing the accuracy of the measurements.

3.1.3. Reflectance measurements

In the samples studied in this work using the integrating spheres, the transmittance

generally is greater than the reflectance. In order to obtain a better signal to noise ratio in

the reflected spectra, a smaller integrating sphere, ISP-REF by Ocean Insight, was used.

This sphere has an integrated lamp and the angle of incidence is 8 degrees. It is also

equipped with a light trap, which can be either activated or deactivated in order to deter-

mine both the diffuse and total reflected components, respectively. In this case, to correct

for the effects of the integrating sphere, five measurements were made for each sample.
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For reference a Lambertian white surface—of the same material as the sphere interior—

was used. The additional measurement when compared to transmittance obviously arises

from the fact that in reflectance, the effects of the device can not account for the incident

irradiance. In this case, the total light reflected from the reference is considered the light

incident on the sample. It is debatable whether a sixth measurement, a reference without

including the specular reflectance, should be employed for the normalization of the diffuse

reflectance. In this work it was found that for highly reflective samples this resulted in

reflectances slightly higher than unity. The five configurations are represented schemati-

cally in figure 3.4. The subscript I and E refer to inclusion or exclusion of the specular

reflectance from the sample (total and diffuse reflectance, respectively), and follows the

notation used in the device. IsphI accounts for the total reflectance of the integrating

sphere itself. Conversely, IsphE is used to adjust for any scattering effects introduced by

the sphere itself, ensuring accurate measurement of the diffuse component. Iref is the

total incident light as measured by the sphere, where a Lambertian white surface was

used.

Figure 3.4: The configurations of the 5 measurements done to obtain the reflectance corrected
by the effects of the integrating sphere. The reference used was a Lambertian white surface

The total (RT ) and diffuse (RD) reflectances are calculated as shown in equation 3.3.

The haze is defined in the same way as in transmittance (equation 3.2): HR = RD

RT
.

RT =
II − IsphI

Iref − IsphI

RD =
IE − IsphE

Iref − IsphE

(3.3)
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3.2. Specular measurements

Integrating spheres, as described in the previous section, are useful devices for spectral

characterization. However, they have some limitations. In reflectance they do not allow

for different angles of incidence, since the sample has to be placed at the fixed entrance

port. Further, the spheres rely on the effect of multiple reflections and thus the detector

can not be placed directly on the beam, which means that reflectance at normal incidence

can not be measured. This last point is particularly important, because the case of normal

incidence is the simplest to understand and many interesting properties can be extracted

from it, as was shown in section 2.5.1. Lastly, they can not account for polarization

sensitive effects because the multiple reflections inside the sphere alter the polarization

state of light and the detectors are not polarization sensitive.

This section describes the experimental setups employed in order to obtain informa-

tion on the polarized transmittance, the reflectance with variable angle of incidence and

information on the polarization state of a beam by measuring the Stokes parameters.

We use specular detection, where the signal is directly incident on an optical fiber or on

Silicon detectors.

3.2.1. Spectral polarized transmittance measurements

The setup described in the previous section allows for convenient characterization of

the angular dependence of reflected and transmitted monochromatic light. However, it

can not be fitted with a white light source because, even dispensing with the half and

quarter wave plates, the Wollaston prism deviation is wavelength dependant, meaning

that no detector position guarantees the collection of all the light.

To obtain information on the spectral transmittance, a setup very similar to that

described in section 3.1.2 was used, see figure 3.3. Instead of employing an integrating

sphere (top block, a), the transmitted light was collected with a collimator attached to

the same optical fiber (bottom block, b), suitably aligned. As the alignment process is

difficult and introduces imprecision due to the large dependence of the coupling to the

optical fiber with the angle of incidence of light on the collimator, this setup was only

used to measure transmittance, which only requires an initial alignment.

By not using the integrating sphere it is possible to obtain information on the influ-

ence of the sample in the polarization state of light. To do this, we place the goniometer

between a polarizer-analyzer pair, in the positions P and A indicated in figure 3.3, respec-

tively. The positions of the polarizer (incident beam side) that match the p-s basis of the

sample were the ones obtained in the calibration presented in section 3.2.4. The positions

of the analyzer that matched this polarization directions were obtained simply by finding
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the angle at which the detected intensity was maximized (parallel polarizers) and min-

imized (orthogonal polarizers). This leaves 4 possible polarizer-analyzer configurations,

denoted as Tij, (i,j = 1,2, corresponding to p and s polarized, respectively). The first

index refers to the position of the polarizer, while the second index corresponds to the

position of the analyzer. Therefore, the configurations T11 and T22 represent the case of

parallel polarizer-analyzer, also called direct polarization measurement. Similarly, T12 and

T21 correspond to orthogonal polarizers, also called crossed polarization measurement.

To obtain the transmittance it is necessary to normalize the intensity to a reference

signal. In the parallel configuration this is straightforward, incident intensity is just the

measurement performed without a sample (lamp signal). This already accounts for possi-

ble losses in the polarizers. In the case of crossed polarization measurements however, it

is not as direct, because the crossed signal is very small (would be 0 with ideal polarizers),

and, if the sample has an effect on crossed polarization, the intensity increases with the

presence of the sample. This in turn would lead to a transmittance higher than unity,

which is not possible. To normalize the crossed spectra, the direct measurement of the

lamp signal was employed, in the configuration that matched the first index of the crossed

polarization signal. For example, T12 was normalized with T11. As in the other setups, to

calibrate normal incidence (ϕi = 0◦), a glass plate was placed on the sample holder, and

its position was adjusted until the reflection aligned with the incoming beam.

3.2.2. Reflectance at normal incidence

To measure reflectance at normal incidence we used a simple setup, consisting of

a sample holder and a reflection probe model RP20 supplied by Thorlabs. This is a

bifurcated optical fiber with a 200 µm diameter core. One leg couples to a spectrometer

(S2000 Ocean Optics) and the other to the lamp (HL-2000 Ocean Optics). The other

side of the fiber, which has both the incident and reflected light fibers, illuminates the

sample and also detects the reflection. An image of the fiber is presented in figure 3.5.

The fiber was placed at around 2 mm from the sample surface. To determine the light

intensity incident on the sample, a glass plate with a known refractive index (n = 1.52) and

thickness of 1.25 mm was utilized. The reflected spectra from the samples were divided

by the reflection from the glass surface, and the resulting ratio was multiplied by the

theoretical incoherent reflectance spectra of a 1.25 mm-thick glass plate. The direction

of normal incidence was determined in two steps using the glass plate. First, a rough

alignment was obtained by looking at the reflected light and positioning the reflected

light spot on the fiber surface. Then, a more precise position is obtained by maximizing

the signal detected by the spectrometer.

47



Figure 3.5: Reflection probe used for reflectance at normal incidence. Taken from Thorlabs
[53]

3.2.3. Variable angle of incidence reflectance, transmittance and

Stokes Parameters

In order to measure the reflectance with different angles of incidence we built a setup

that is schematically represented in figure 3.6. The alignment of the beam produced

by a laser diode was controlled by two irises, while the one closest to the sample also

determined the spot size, around 2 mm in diameter at the sample surface. The sample

was mounted on an in house designed and fabricated sample holder, which was placed on

a goniometer. This element has a precision screw that controls the exact position of the

sample surface, in order to align it with the rotation axis of the goniometer. This in turns

matches the angular position of the sample surface (i.e the change in incident angle) with

the one spanned by the goniometer.

The detection arm consisted of a tray which is allowed to rotate around the shaft of the

goniometer (sample axis) by means of an articulated arm. On top of the tray we mounted

two silicon detectors and a Wollaston prism which separates the orthogonal components

of polarization, allowing for their simultaneous detection using the two silicon detectors,

previously calibrated to have the same gain factor. Two different lasers were used in the

experiments, with wavelength of 405 nm and 785 nm.

A linear polarizer was placed on the incident path to control the direction of polariza-

tion, which was positioned such that the same intensity was recorded by each detector,

which means the incident light is a superposition of two linearly polarized fields that are

the same intensity in the basis of the Wollaston prism. Because the laser source produces

a linearly polarizer beam, with a direction not necessarily aligned with the polarizer, a

half wave plate (HWP), which rotates the direction of linear polarization, was placed

before the entrance polarizer in order to increase the intensity by aligning the oscillation

direction with the transmission axis of the linear polarizer. The positions of the linear

polarizer that matched the basis of the Wollaston prism was determined by placing the

tray opposite to the incoming beam, without a sample, and rotating the polarizer until
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Figure 3.6: Experimental setup for reflectance measurement. The rotating sample holder is
mounted on a goniometer, the tray holding the Wollaston prism and two silicon detectors is
allowed to rotate around the sample by means of an articulated arm. The signal is modulated

with a chopper, which allows the detection through lock-in amplifiers.

the two positions that minimized the signal on one of each of the detectors was found.

In each position the transmission axis is parallel to the direction corresponding to the

detector with high intensity.

In order to obtain the intensity of both the s (TE) and p (TM) polarizations directly

from the measurements of the detectors, it is necessary that the eigenbasis of the sample’s

plane and of the polarizing prism are parallel. In other words, the principal axes of the

Wollaston prism must coincide with the direction parallel and perpendicular to the plane

of incidence. To achieve this, we first make a rough alignment using the indicator in the

prism that marks the direction of the axes. Then the quality of this alignment is checked

and adjusted by using the properties of Brewster’s angle [27, 29]. When p-polarized

light is incident on a plane parallel surface with negligible absorption, there is an angle of

incidence θB (Brewster’s angle) such that there is no reflected light. By rotating the “pair”

of entrance polarizer and Wollaston prism around the rough adjustment (both elements

must still be aligned, as explained previously), we could obtain a position where one of the

reflected polarizations from a glass plate (n=1.52, thickness of 1.25 mm) approached zero

at a certain angle. To visualize this position, we compute the ratio Is
Ip

, displayed in figure

3.7b as a function of the angle of incidence. Clearly, it should diverge at θ = θB (Ip = 0).

This procedure is represented in the schematic in figure 3.7a. When the axis of the prism

is aligned with that of the sample we have that Is
Ip

=
I′y
I′x

→ ∞. This in practice does not

happen because of small scattering effects [54], residual polarization in the s-direction,

absorption and the fact that a real material has two boundaries. As a consequence, we

find a finite peak (figure 3.7b), and to obtain the correct alignment we look to maximize

the contrast between this peak and the values at other angles. We see that from 3

independent measurements at the optimized position, the position of Brewster´s angle is
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the same within experimental uncertainty (the uncertainty of the goniometer is ±0.5◦,

and the spot has finite size). The values outside the uncertainty range of the peak are

negligible, consistent with Brewster´s condition. Further, the obtained value for θB of

56.6◦ is in good agreement with the theoretical values expected from the studied glass

plate [27].

Figure 3.7: a) Schematic representation of the procedure used to align the Wollaston prism.
The optics used to condition the incoming beam is omitted for clarity. b)Normalized Is/Ip curves

for the glass substrate taken with a 785 nm wavelength laser

Normal incidence (incident angle ϕi = 0◦) was calibrated by placing the glass plate in

a position such that all of the reflected light was backscattered into the incoming beam.

This alignment was repeated each time a new sample was placed on the sample holder.

The laser was modulated with a mechanical chopper, at a frequency of around 570 Hz, so

that the detection could be performed with two lock-in amplifiers, one for each Si detector.

It is important to note certain chromatic precautions. While the linear polarizers

have high efficiency in a wide range of frequencies, the HWP and QWP are designed to

introduce the required phase shift only at a specific wavelength. Further, the wavelength

alters the deviation of the two polarizations introduced by the Wollaston prism. Therefore,

when a laser diode of different wavelength is used, it is necessary to reposition the Si

detectors on the tray and to change to the corresponding QWP and HWP for the working

wavelength.

This setup can be used to characterize the monochromatic reflectance and transmit-

tance as a function of angle of incidence, as well as to obtain an estimate of the angular

distribution of light by fixing the angle of incidence and varying the angle of the detection

arm. For this measurement the Wollaston prism is removed, as the prism works on spec-

ular light only. The reflection angles are limited to between 25 and 70 degrees because of

the limitations imposed by the dimensions of the setup.
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By varying the positions of the entrance polarizer it is possible to measure both the

direct and crossed polarized transmittance and reflectance, with the analyzer directions

given by the positions of the Wollaston prism. The parallel and crossed polarizer orien-

tations that define Ti,j are obtained as in section 3.2.1.

3.2.4. Stokes Parameters

The same setup described in the previous section can be used to obtain the Stokes

parameters of a sample. The parameters are normalized with respect to S0, which is also

measured with this setup. Therefore, it is enough to measure voltages on the detectors

without the need to convert to intensity of light through the sensitivity, provided that

both detectors are properly calibrated. If the incoming radiance (S0) was measured by

an external power detector, as is done in other setups, the results should be adjusted for

the possible differences in gain in the power meter and the silicon detectors.

As described in section 2.7 the parameter S0 and S1 are the addition and difference

between horizontal and vertical polarization intensities, which are measured directly using

the Wollaston prism.

In order to obtain S2 we place a HWP before the prism, see figure 3.6. This element

rotates the plane of polarization of linearly polarized (LP) light. From the definition of

the Stokes parameters we know that if the direction of polarization of light is at 45◦ then

S2 = 1. If we want to obtain the parameters as the intensity difference between the

detector corresponding to the horizontal direction (Ix) and to the vertical direction (Iy)

then the effect of the HWP must be such that it rotates the incident light at 45◦ towards

the horizontal (x̂) direction. Where x̂ and ŷ are the horizontal and vertical directions

relative to the lab coordinate system and match the direction of p and s polarized light,

respectively. To calibrate the position of the HWP we use precisely this idea. First,

without a sample, and the detection arm collecting the incoming light, we place the linear

polarizer in such a way that the intensity is the same in each detector, meaning that

the direction of polarization is at 45◦. Then we place the HWP, and rotate it until the

intensity in the ŷ direction is minimum. This position is the one that must be used to

find the S2 parameter. In this configuration S2 = Ix − Iy.

To measure the S3 parameter we use a QWP instead. This transforms perfectly

circularly polarized light into linearly polarized light at 45◦ of the QWP’s basis. Now,

following the same idea used in the S2 measurement, we want the optical element to

transform right circularly polarized light into horizontally polarized light in the basis of

the lab (x̂ direction). This is achieved by placing the fast axis of the QWP at −45◦

relative to the x̂ direction. Now, as our setup is not precise regarding the angular position

of the elements, we want to implement a robust procedure that allows us to obtain the
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Figure 3.8: Configurations used to calibrate the position of the QWP in order to measure the
S3 Stokes parameter. Notice that for each orientation of the HWP there are a set of observables
at the detectors, Ix and Iy. FA and SA are the fast and slow axis of the waveplates, respectively.

correct position of the QWP. As we only have one QWP it is not possible to generate

circularly polarized light—which requires a linear polarized and a QWP—and then rotate

a second QWP until we find the angular position in which the correct reading for the

known polarization state is found. We need to find the correct position working only with

linearly polarized light. To do this, we note that for perfectly circularly polarized light

the amplitude, and thus the intensity in both the x̂ and ŷ directions is the same. By

using the first polarizer to define the plane of polarization of the incoming beam at 0◦ of

the x̂ direction, we can then place and rotate counter clockwise the QWP starting from

the fast axis (FA) indicator aligned to the horizontal and record the position when the

intensity in the ŷ detector is null and when it is equal at both detectors. Then looking

at the fast axis indicator on the QWP we can tell which position out of the two that do

not affect the beam (Ix = I) is aligned to the horizontal axis (the indicator is close to the

horizontal plane). We know that of the two positions that resulted in equal intensities

at the detectors (circular polarization) the one that is at −45◦ is the one that made

a larger angle with respect to the position aligned with the horizontal direction. The

measurements and their corresponding observables are shown in figure 3.8.

The particular cases of polarizations used to better illustrate the calibration procedure

of the optical elements are demonstrated to yield the correct Stokes parameters for an

arbitrary beam in Appendix A.

3.2.5. UV-vis absorbance

The absorption spectra of a sample contains two key pieces of information: 1) by

identifying low absorption regions, we can choose which wavelengths to prove the sample

with in order to have high signal to noise ratio and simplify analysis by not having

absorption effects and 2) absorption peaks can be associated to specific compounds, which

can give an idea of the sample’s chemical composition. We would like to determine the
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absorptance, defined, as expected, as the ratio between absorbed and incident intensities,

A = IA
IE

[22]. The knowledge of the absorbed intensity is difficult to obtain, and thus the

concept of absorbance is employed. The absorbance is defined as shown in equation 3.4

[22], where energy conservation is used, T +R + S + A = 1, T and R being the specular

transmittance and reflectance respectively, and S is the scattered intensity. The main

advantage is that it can be directly measured with a spectrometer.

Ab = −lnT = −ln(1 −R− S − A) (3.4)

As is clear from the expression, any non negligible reflectance or scattering give rise

to an “absorption”, and therefore may not allow for a quantitative analysis of the absorp-

tion. However, it is still useful, because, as reflectance and scattering are usually smooth

functions (unless there is resonant scattering [55–58]), sharp features on the spectra can

be correlated to absorption bands. Further, other measurements can be performed on the

sample to quantify reflectance and scattering and, if the absorbance peaks coincide with

the absorption band of one of the expected constituents, it is reasonably safe to ascribe

the spectral feature to it.

To acquire the spectra we used a 150W Xe lamp (Newport 96000) as the light source,

and coupled the transmitted signal directly through a 200µm optical fiber to a spectrome-

ter model Flame-S-UV-VIS from Ocean Optics. While in our study the samples exhibited

important scattering effects, the scattering is a smooth function of wavelength, and thus

directly transmitted light is enough to observe the position of the absorption bands.
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Chapter 4

Thickness determination of Silicon

Dioxide films

Silicon dioxide is ubiquitous in the semiconductor industry. Thin layers of SiO2 are

the most common material used as gate dielectrics in ultra large scale integration (ULSI)

microelectronics [59–62], making it the heart of the modern transistor [63, 64]. It also

finds applications as a mask for silicon etching[65], device isolation, impurity gettering

and junction passivation, among others [66]. They are usually grown over silicon wafers

by simple thermal oxidation of silicon, which results in almost defect-free films [65, 67].

While the oxidation rate is faster in the presence of water, dry oxygen results in denser

films with better interface properties [65] making it the preferred method for growing thin

films for microelectronic applications.

The massive technological and economic interest led to enormous characterization ef-

forts, resulting in an extensive mapping of the properties of SiO2 and Si in different

regimes [68–70]. Coupled with the possibility to grow smooth, low defect films by readily

available thermal oxidation, they are prime candidates to test the adequacy and capabil-

ities of the implemented transfer matrix model (TMM) and the reflectance setup.

The chapter begins with a description of the fabrication procedure, followed by an

estimation of the resulting thicknesses by inspection and by the most common theoret-

ical model for film growth—the Deal-Grove model. Then, the thickness is determined

from SEM images of the cross section. Finally, the results for the fitted thickness using

the TMM are presented, which show remarkable agreement with the expected values,

demonstrating the adequacy of the implemented model.
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4.1. SiO2 thin film growth by thermal oxidation

Silicon dioxide films were grown over (100) silicon wafers by thermal oxidation as part

of this thesis. They were subjected to ambient air, with a relative humidity between 23%

and 35% and temperature in the 8◦C to 14◦C range. All samples were grown with an

oxidation (plateau) time of 4 hours, while the temperature (Tset) were: 900◦C, 950◦C,

1050◦C and 1150◦C. These values were chosen because, from the predictions of the Deal

Grove model [71], were enough to generate discernible and measurable thickness differ-

ences (reflectance struggles with films less than 30 nm thick [72]). To avoid potential

damage due to thermal shock [73] the samples were heated (cooled) from (to) room tem-

perature at a rate of 120◦C/hour. A schematic of the temperature program is shown in

figure 4.1. Before introducing the wafers in the furnace, they were cleaned for 5 minutes

with acetone followed by 10 minutes in deionized water, both processes aided by a ultra-

sonic bath. The substrates were then dried in ambient conditions. The 900◦C and 950◦C

samples were grown on a Thermo Scientific furnace, model Lindberg Blue E, while the

1050◦C and 1150◦C were grown in a furnace model HFA 40 from Hornos Atec.

Figure 4.1: Schematic of the heating program used in the growth of Silicon dioxide films. The
temperature was varied, with the plateau lasting for 4 hours. The temperature increase and

decrease were both at a rate of 120 ◦C/h.

The as grown samples are pictured in figure 4.2a. Note the emergence of different colors

produced by thin film interference [32], which immediately indicate that the samples are

of different thicknesses. This effect is well documented, and reference tables that relate

color and thickness are readily available, which is a tool for an initial thickness estimation.

From the table presented in figure 4.2b we can see that the estimated thicknesses are 50,

120, 320 and 460 nm for temperatures 900◦C through 1150◦C (note the arrows indicating

the values and compare with the image). The results are summarized in table 4.1.
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In order to obtain another estimate of the thickness, we compute the expected thick-

ness using the Deal-Grove model [72, 74]. This model assumes Fickian diffusion of the

reactants, and is the most widespread model for silicon dioxide growth over silicon for

films thicker than 28 nm [60, 67] (some authors report deviations for films less than 50

nm thick [66]). The calculated values are displayed in table 4.1.

Figure 4.2: a) Image of the as grown samples under white light. Note the interference colors
[27, 28] arising from the different thicknesses. For reference a clean silicon wafer is shown. b)
Reference table relating the thickness with the color, taken from the UIUC [75]. For clarity,

arrows on the right indicate the observed colors in the fabricated samples.

4.2. SEM thickness characterization

The samples were cleaved and the cross sections were imaged using a Field Emis-

sion Scanning Electron Microscope (FE-SEM) model Magellan 400L set at the ICN2 in

Barcelona, Spain. In order to reduce charge buildup in the surface of the insulating SiO2,

a 2 nm thick layer of Au was spin coated on the samples. The images appear in figure

4.3.
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Figure 4.3: SEM micrographs of the SiO2 films grown by 4 hours of thermal oxidation in
ambient air at temperatures of a) 900ºC, b) 950ºC, c) 1050ºC and d) 1150ºC. The inset in
the figures present a lower magnification image to demonstrate the general quality of the cleaved
films. In the images some of the sampled thicknesses are shown. Notice that in d) there is

surface charge accumulation.

Multiple regions of the cross section of each film were sampled, and the thickness (d)

was determined by averaging the measured values, with the standard deviation serving

as the uncertainty. The results, presented in table 4.1, closely align with the expected

color characteristics of the samples. However, it’s important to note that uncertainties are

substantial due to two factors. First, the sample cross sections lack smoothness, possibly

caused by the cleaving process, growth conditions, or oxidation during the 3-month period

between fabrication and image capture. Second, incomplete Au deposition led to charge

buildup in the samples, as evident in figure 4.3d.
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Temperature (◦C) Interference (nm) Deal-Grove (nm) SEM ×101 (nm) Optical (nm)
900 50 36 6.7 ± 0.8 68.5 ± 0.4
950 120 70 10 ± 1 103.6 ± 0.4
1050 320 179 33 ± 1 329.4 ± 0.7
1150 460 318 46 ± 1 446.0 ± 0.8

Table 4.1: Thickness results obtained for thermally oxidized for 4 hours at varying temperatures with
different methods. The estimate from the interference color, the predictions of the Deal-Grove model, the
measurements using SEM microscopy and the optically found thickness through fitting of the reflectance
spectra are shown. The uncertainty in the SEM measurement is given by the standard deviation of the
measurements of different regions of the film while in the case of reflectance results from the 95% confidence

interval of the fitting.

4.3. Thickness determination by reflectance charac-

terization

Reflectance data at normal incidence for each sample was collected using the setup

detailed in section 3.2.2. To apply the TMM method and determine thickness, the system

was modelled as a silicon dioxide film within two infinite media (a freestanding film)—–air

and silicon. A schematic of the model used is shown in figure 4.4a. The air-SiO2 and

the SiO2-Si interfaces are associated with their respective interface matrices, I0,1 and

I1,2, respectively. The propagation inside the layer of thickness (d) is modeled by a layer

matrix L1. The calculations were performed employing the refractive indices of SiO2 thin

film and crystalline Si from Gao et al. [76] and Schinke et al. [77], respectively.

Calculated spectra for selected thicknesses (d) is shown in figure 4.4b. Notice how the

amplitude and period of the oscillations change with thickness. In order to understand

the interference colors observed in the samples and presented in figure 4.2b, it is useful

to observe the color reference in the top left. For example, the reflectance of the 50 nm

thick sample is mostly flat with a slight increase near the red region, which results in a

redish-white or tan color. In contrast, the 500 nm film has a very clear maxima between

blue and green, while the other maxima occur near the infrared (IR) and UV, resulting

in a blue-green color.

To obtain the thickness of the fabricated samples, the reflectance spectra was fitted

with the least square method, with the parameter d as the free (or fitting) parameter. Fig-

ure 4.5 displays the measured and calculated spectra with nearly perfect fitting, deviating

by less than 2% in all cases.
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Figure 4.4: a) Schematic of the model employed to fit the thickness of the silicon dioxide films.
Air and Si are semi infinite media that bound a SiO2 film of thickness d. The two interfaces
are linked to two interface matrices, while the propagation inside the layer is modeled by a
propagation matrix. b) Calculated reflectance spectra obtained from the application of TMM to
the model presented in a). Notice the spectral color reference on the top left, which shows an
approximate correspondence of the color of light (as perceived by human eyes) for that wavelength

range.

Table 4.1 presents the obtained thicknesses (optical method). Remarkably, there is

strong concordance among thickness values obtained from interference color, SEM micro-

graphs, and reflectance measurements. The 95% confidence interval of the fit was used

as the uncertainty. Even though this value is extremely low, it is important to consider

that it does not include the uncertainty in the wavelength, given by the resolution of the

spectrometer, and, more importantly, in the measured reflectance. Therefore, the real

uncertainty in the determined thickness of the developed experimental technique is not

determined in this work.

It’s notable that, in all instances, the thickness calculated from the Deal-Grove model

is smaller compared to other methods. This discrepancy is anticipated for two reasons.

Firstly, the model accounts only for the temperature plateau, while our silicon wafers ex-

perienced high temperatures during both cooling and heating phases, as shown in figure

4.1. Secondly, Deal-Grove calculations assume completely dry air, whereas our study’s

samples were grown in ambient air, with a relative humidity of 23-35%, leading to in-

creased growth rates [60, 65, 74].
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Figure 4.5: Measured and calculated reflectance spectra of the SiO2 films grown by 4 hours
of thermal oxidation in ambient air at temperatures of a) 900◦C, b) 950◦C, c) 1050◦C and d)
1150◦C. The thickness resulting from the fit (d) is shown in the figures. Grey solid line is the

measured spectra and red dashed line is the calculated spectra.

4.4. Conclusion and perspectives

We effectively showcased the precision of our experimental arrangement and the ap-

plied model by fitting reflectance at normal incidence measurements, yielding thickness

values closely matching those obtained through alternative methods. Consequently from

this work, the Optical Properties of Materials lab within the Solid State Physics Group

has gained enhanced capabilities for sample characterization, thanks to the incorporation

of a reflectance setup and a computational model apt for parameter fitting.

In order to better gauge the accuracy of the method employed, it would be necessary

to obtain the thickness with another, more precise method. While SEM images offer a
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reasonable estimate, surface charging and cleaving-induced irregularities introduce errors.

The intermixing region between the silicon dioxide film and silicon wafer, with reported

thickness variations (0.5 to 3 nm) [63] adds further complexity to the discernment of the

oxide layer. A better approach involves utilizing an AFM or perfilometer after introducing

a “step” in the samples, achieved through silicon dioxide etching in hydrogen fluoride (HF)

[78] or covering a section of the wafer during thermal oxidation to prevent oxide growth.

The results demonstrate the methodology’s capability to confidently determine mate-

rial parameters, paving the way for its application in probing complex systems, particu-

larly multilayers.
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Chapter 5

Optical Properties of the traslucent

butterfly and the common moth

In the last 40 years several biological samples were found to possess remarkable proper-

ties, superior in many regards to man-made materials. In particular since the 1990s, with

the growing focus in nanotechnology, the physical basis of properties such as high tensile

strength [79], hydrophobicity [80, 81] and reduced drag [82] present in biological tissue

were better understood. In general, the properties arise from a complex interplay between

morphology and physical and chemical composition [81, 83]. One of the earliest examples

were the lotus leaves, where an array of complex hierarchical nanostructures with sub

micrometer roughness leads to hydrophobicity resulting in self-cleaning properties [80,

81].

The attractiveness of many of these properties for industrial and scientific processes

has lead to the growth of the field of biomimetics, concerned with taking inspiration or

adapting structures found in nature [82] to develop novel materials. In particular, struc-

tural color—coloration arising from structures with features comparable to the wavelength

of light [33, 34]—has emerged as a topic of growing interest. Having fascinated scientist

over the centuries, this type of effects, which are responsible for the beautiful iridescent

colors in, for example, pearls, peacock feathers and fish [33, 84], now present a promising

avenue for reducing the use of contaminating dyes [85, 86], while having a higher resilience

to discoloration induced by chemical change [87, 88].

The Morpho genus of butterflies, comprising 29 species that inhabit Central and South

America [89–91], is perhaps the most emblematic example to date of structural color. The

striking blue color of the scales of most species has been extensively studied and a lot

of work has gone into reproducing the nanostructures [92, 93]. This has fostered an

interest in the study of other butterfly species. Several works have revealed remarkable

properties, like polarization conversion effects [94–97] or omnidirectional reflectance [98,
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99], as a consequence of intricate structures. Some of these have been shown to be

photonic in nature [100–102], while others achieve the effects through random shapes

or scatterer distributions [98, 103]. Recent developments have harnessed the structural

properties for various technological applications. Butterfly wings have been employed as

vapor detectors [104], thermal sensors [105] and platforms for Surface Enhanced Raman

Spectroscopy (SERS) [106].

Butterfly wings are primarily formed by a membrane composed of thin layers of a

hardened protein called chitin [107]. In some species the presence of chitosan [108, 109]—

derived from chitin by the removal of an acetyl group—has been reported. The ratio of

chitosan to chitin is called the deacetylation factor [110]. The membrane is supported by

a structure of veins that visually divide the wing in different regions [98, 107, 111]. The

wings are usually covered in scales, which serve functions such as coloration [107, 112]

and improving aerodynamic performance during flight [113]. These scales are formed by

cuticle, a plastic biological product, composed of chitin embedded in a matrix of proteins,

secreted by a single cell [114–116]. Scales tend to be flat, elongated structures arranged

in a way that resembles shingles on a roof [114] and they are usually responsible for the

iridescent colors observed in many butterfly species [117]. However, transparent specimens

have developed elongated, high aspect ratio structures called piliform scales or bristles

[118]. For clarity, in this work we will call the former simply scales and the latter bristles.

Other structures like sensilla (a sensory organ) may be present, usually in the veins [107],

and the structure may be covered in wax or other materials [119].

In this work we studied the optical properties of the wings of the Episcada hymenaea

translucent butterfly species, autochthonous to south America [120, 121]. This species is

particularly intriguing due to its similarity with the Greta oto, which exhibits remark-

ably low reflectance over a wide range of incident angles. Notably, both species are one

of the few examples of transparency-based camouflage found in terrestrial environments

[98, 122]. This mechanism is extremely difficult to achieve on land due to the large dis-

crepancy in refractive index between biological tissue (n ≈ 1.5) and air [123, 124], which

results in high reflectances. In order to perform a comparative analysis, the properties

of the Saturniidae Heliconisa pagenstecheri—common moth, which also has relatively

transparent wings—were also studied. The structures on the wings of both species are

very different, which we expect manifests in the optical properties. As this is a multidis-

ciplinary topic, the work was done in collaboration with the groups of Entomology and

the Area of Analytical Biochemistry from the Faculty of Science of the Universidad de

la República. Note that the Episcada hymenaea and the Saturniidae Heliconisa pagen-

stecheri are interchangeably called in the text by their scientific names or butterfly and

moth, respectively.
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This chapter starts with the morphological characterization of the samples by means

of SEM microscopy. Then it is followed by their optical characterization, where total and

diffuse reflectance and transmittance are reported. From the measurements at normal

incidence the effective refractive index of the wing of Episcada hymenaea is calculated.

The scattering properties are discussed and a qualitative description is possible by means

of angle resolved transmittance. Finally, an interesting polarization conversion effect is

observed in the butterfly’s wings, which is effectively exploited to measure the thickness of

the sample by optical techniques only, in very good agreement with the thickness obtained

from SEM images. Finally, a general evaluation and future perspectives are presented.

5.1. Morphological characterization

The SEM images of one specimen of the Episcada hymenaea wing taken by our col-

laborators with a JEOL JSM/5900 LV SEM are shown in figure 5.1. An optical image

of the studied wing is shown in the inset of 5.1c and the general structure can be seen

in figure 5.1a. The transparent inner region appears as a solid block whereas the edge,

that looks brownish under natural light, is covered with scales. Both regions have long

bristles, but their density and length are larger along the edge.

A close up of the bristles are shown in appendix D, where we see they are around 5

µm thick and formed by a reticular structure. The separation between these is around 60

µm and that region appears devoid of any additional structure.

In figures 5.1c and 5.1d we can see the structure in the transparent region between

the bristles. The surface is rough, with lobes of around 100 nm in height, below of which

we find a compact region. From figure 5.1b we see that the top rough region is around

100nm thick while the interior has a thickness of 350 to 360 nm.

The thickness of the sample was determined more precisely from the side image (5.1c)

by sampling at 22 locations to account for thickness variations. Three of these are shown

in the main part of figure 5.1c. To compute the thickness and the uncertainty we used

the mean and standard deviation, respectively. The resulting thickness was determined

to be d = 446 ± 45 nm.
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Figure 5.1: SEM micrographs of the wing of the Episcada hymenaea translucent butterfly. a)
General structure of the wing (scale bar 200µm), we see the edge composed of scales and the
inner region, both have long bristles. b) Image along the edge of the wing, were there appears to
be two layers on the wing membrane, a bottom bulk and a top corrugated region (scale 500nm).
c) Image at the edge of the wing, and example of 3 sections sampled for the thickness, the scale
bar represents 500 nm, the bottom inset is an optical image of the studied wing, sample 1. d)
Highest magnification (scale 200nm) close to the sample surface, we see the general shape of the

wing surface, which displays an irregular structure formed by lobes.

The transparent region of the wings of the Saturniidae Heliconisa pagenstecheri com-

mon moth is shown in figures 5.2a and 5.2b. It is clear that the surface characteristics

are different: while it is not smooth, it does not have the rough structure seen in the

case of the translucent butterfly as can be seen in the inset of figure 5.2a compared to

figure 5.1c. While the scales are different, it can be qualitatively seen that the moth wing

surface appears smoother. We also see that the surface has scales, which are absent from

the transparent region of the other species, and that the scale shows a reticular structure.

Further, there are several “bases” that hold the scales and bristle in place.
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Figure 5.2: SEM micrographs of the wing of a Saturniidae Heliconisa pagenstecheri common
moth specimen. a) Transparent region away from scale and inset a close up of that region, where
we see there is no nanostructre, the scale bars represent 100 µm and 1 µm, respectively. b)
Image of a single scale on the wing (scale bar 50 µm, in the inset an optical image of the studied

wing).

5.2. UV-vis absorbance

The absorbance spectrum of both samples in the transparent region appear in figure

5.3. They present a clear peak near λ =280 nm, the previously reported absorption edge

of chitin [125, 126]. This is consistent with the reported composition of the membrane of

the wings [127–129], and therefore confirms the presence of chitin. Further, the feature

is sharper in the moth, as can be estimated from the wavelength where the intensity

decays to 1/e of the maximum value. This however, can be a consequence of reflectance

or scattering, as previously discussed (section 3.2.5).

The fact that the moth has higher absorbance when compared to the butterfly can

be attributed in principle to higher concentrations of chitin and other proteins. However,

as shown in the next sections, the Saturniidae Heliconisa pagenstecheri has both higher

reflectance and scattering compared to the Episcada hymenaea which possibly explains

the differences with a similar argument to that of the previous paragraph.

Notably, we see that in the visible region of the spectrum there are no absorption

bands. This indicates that probing in that region will lead to high signals and is the first

confirmation of what is observed by simple inspection: the regions are transparent under

natural illumination. However, the absorbance in this region is not negligible. We can

compare the spectra with expected values by computing the absorption from previously

reported extinction coefficients of chitin. This is done by employing equation 5.1 [1],

where d is the thickness of the sample. In the inset of figure 5.3 we can see the calculated

absorption for chitin using the values for κ reported by Azofeifa et.al. [125] and assuming a
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thickness of 1µm, which as seen in the previous section, overestimates the thickness of the

Episcada hymenaea wing and is of the order of magnitude of moth wings [130–132]. The

general shape of the calculated and measured spectra are similar, but the experimental

values are one order of magnitude higher. While it is possible that the samples have

different absorption compared to pure chitin, specially because it depends on the degree

of deacetylation of the polymer [133–135], the discrepancy is expected to arise from the

considerations mentioned when measuring absorbance instead of absorptance. As we will

see, both samples display non negligible scattering and reflectance, which reduces the

light incident on the detector and increases absorbance (i.e. S and R in equation 3.4 are

not ≈ 0).

A = αd =
4πκ

λ
d (5.1)

Figure 5.3: UV-vis absorbance spectrum of the butterfly (Episcada hymenaea) and the moth
(Saturniidae Heliconisa pagenstecheri). Arrows indicate the position of the maximum. In the
insert the logarithm of the absorbances in the range 400 nm to 800 nm are displayed, alongside
the absorbance of pure chitin calculated from the κ values reported by Azofeifa et.al and assuming
a sample thickness of 1µm. The reported absorption band of chitin at λ =280 nm is indicated,

alongside the position of the 1/e decay of the peaks, to aid in width visualization.
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5.3. Integrating Sphere measurements

5.3.1. Total transmittance

The total transmittance spectra for different angles of incidence for the butterfly and

moth are displayed in figures 5.4a and 5.4b respectively. Clearly the butterfly wing is

more transparent. At normal incidence (ϕi = 0) the first species has a transmittance

between 80% and 96%, while for the moth it is between 59% and 92%. There is an

apparent higher absorption in the near UV-vis range, which likely contributes to the

moth’s 30% variation in transmittance within the visible spectrum. This is consistent

with the observations regarding the UV-vis spectra (section 5.2), where the moth wing

showed larger absorbance.

Figure 5.4: Total transmittance spectra at different angles of incidence for the a) Episcada hymenaea
translucent butterfly and the b) Saturniidae Heliconisa pagenstecheri common moth.

One of the most notable differences becomes apparent when the angle of incidence is

increased. The translucent butterfly’s wing maintains a high level of transparency across

all studied angles, with a decrease of less than 10% at any given angle. According to

the principle of energy conservation, we have the relation TT + RT + A = 1, where TT ,

RT , and A represent total transmittance, total reflectance, and absorptance, respectively

[22]. Note that the scattered light is either diffuse reflectance or diffuse transmittance and

thus the S that appeared in equation 3.4 is included inside TT and RT . In this case, the

absorptance A is expected to be small because there are no absorption bands in the visible

range, implying that TT ≈ 1 − RT . Therefore, a small reflectance corresponds to a high

transmittance and the results are consistent with previous reports of low omnidirectional
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reflectance in similar butterfly species [98, 136].

The moth species exhibits a significant decrease in transmittance as the angle of inci-

dence increases, which can be attributed to two factors. First, when the angle of incidence

increases, the light traverses a longer path through the sample, which increases the ab-

sorptance [1]. However, as the transmittance at normal incidence is high, specially for

wavelength above 500 nm, indicating a small absorption coefficient, and the path length

increases with the angle of incidence as the inverse of cos(ϕi), this is not expected to be

the primary cause of the decrease in transmittance. Instead, the decrease is primarily a

consequence of increasing specular reflectance with higher angles of incidence, as predicted

by the Fresnel coefficients [27]. Further, a larger angle of incidence can result in increased

backscattered light for two reasons. First, as the path through the sample increases, the

light beam interacts with more scattering centers. Secondly, the scattering cross sections

may increase, but this depends on the exact geometry and orientation of the scatterers.

5.3.2. Total reflectance

Figure 5.5: Total reflectance spectra of specimen 1 of Episcada hymenaea translucent butterfly
and of Saturniidae Heliconisa pagenstecheri moth. The angle of incidence is ϕi = 8◦

To investigate whether the decreased transmittance of the moth’s wing compared to

Episcada hymenaea is indeed a result of increased reflectance, total reflectance measure-

ments were conducted on both samples. The results are shown in figure 5.5. The total
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reflectance of Saturniidae Heliconisa pagenstecheri is approximately 3 to 4 times higher

than that of Episcada hymenaea. This disparity in reflectance accounts for the reduced

transmittance observed and implies that the wing structures of the moth do not achieve

as low an optical impedance as those of the translucent butterfly. Importantly, the re-

flectance is approximately constant over all the studied wavelengths in both species. As a

consequence, the reflected light is mostly white, with a spectral distribution similar to the

background illumination. Adaptive strategies based on tuning the reflection spectra to

match the background illumination have previously been reported in other species [137–

139].

5.3.3. Effective refractive index of the Episcada hymenaea

translucent butterfly

To determine the effective refractive index for the wing of the Episcada hymenaea

three specimens were tested, numbered 1 through 3. Sample 2 was big enough that

allowed measurements in two regions of the transparent part. The other results reported

in this chapter, unless otherwise stated, are all from sample 1. Total transmittance

measurements at normal incidence were used, taken from the variable angle of incidence

data, and reflectance at normal incidence was recorded. The procedure developed by

Nichelatti [37] and described in section 2.5.1.2 was employed to obtain the real (n) and

imaginary part (k) of the complex refractive index n̂e = n− ik.

The total transmittance and reflectance results at normal incidence for specimen 1 of

the Episcada hymenaea are presented in figure 5.6a. As expected, the specimen shows

remarkably high transmittance and low reflectance. It is clear that the transmittance ex-

hibits a smooth profile, while the reflectance displays oscillatory behaviour, indicating the

presence of interference effects and the departure from completely incoherent propagation,

as assumed by equations 2.56 and 2.56. Although the oscillations are relatively small con-

sidering that the overall magnitude of reflectance is low, directly employing these spectra

in the calculations would introduce non-physical oscillatory behavior in the index of re-

fraction n. To address this, a smoothing technique was applied by fitting a line through

the oscillations in the reflectance spectra, effectively accounting for the incoherent part of

the propagation.

SEM images were available only for sample 1. Consequently, the exact thickness of

the other specimens were not available, which adds to the difficulty of determining one

value of thickness given the irregularities observed in the wing structure. Therefore, a

thickness of 450 nm was assumed for all samples, a value in close agreement with those

found in section 5.1. With said thickness and the reflectance and transmittance spectra,

the effective refractive index was calculated. The obtained value was used as the input for
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the transfer matrix method to model the spectra considering totally coherent propagation.

Figure 5.6: a-d) Experimental reflectance (black solid line) and transmittance (blue spheres) with the calcu-
lated spectra (dashed red and blue lines, respectively) using the obtained effective refractive index (n̂) of the
wing membrane for a smooth layer of thickness a) 450 nm and d) 810 nm. Models including a top roughness
layer of 10 nm thickness composed of a membrane air mixture with air fraction equal 0.6 on top of a layer
of membrane of thickness b) 450 nm and e) 810 nm). A schematic of the model described is shown in c). f)
The obtained effective refractive indices obtained through Nichelatti’s procedure for both thicknesses, where it

is clear that the difference in the real part (n) is negligible.

72



The results for sample 1 are presented in figure 5.6a. It is clear that, except for

the amplitude of the oscillations (which is addressed below), there is in general a good

agreement between experimental and theoretical spectra. However, there are differences

between the periods of oscillation in the reflectance spectra. For a given refractive index,

the periods of oscillation depend on the thickness. To match the peaks, an iterative

approach can be employed, where the thickness is modified until the periods match. A

new, estimated thickness is used to recalculate the refractive index, which is then used

to model the spectra. The process is repeated until good agreement between model and

experiment is found. The process converges rapidly because the the index of refraction is

only affected by the thickness through k, which is itself small.

For the case of sample 1 the procedure leads to a thickness of 810 nm, which gener-

ates the spectra presented in figure 5.6c. As seen from SEM images, this is not the real

thickness of the wing. Therefore, it appears that the model is not enough to account for

the exact propagation inside the samples. As will be seen in a later section (5.5), there

appears to be polarization conversion effects induced by the structures in the wing of Epis-

cada hymenaea. These effects are derived from scattering [140–144] or anisotropies [145–

147], which are not accounted for in the model. As the departure is expected to be small

considering the magnitude of the observed effects, the model still accounts adequately

for most of the characteristics of the propagation, except the period of the interference

oscillations displayed in the reflectance spectra. The deviations in amplitude are going to

be addressed in the next paragraph. Notably, the departures are prevalent in reflectance

which, as seen in section 5.5 is dominated by scattering. In any case, as can be seen in fig-

ure 5.6f, the thickness affects mainly the extinction coefficient, and the index of refraction

is almost unaltered. For our purposes, we are interested in this last quantity, particularly

because the absorption is extremely small in the visible region, and therefore the problem

posed by the period of oscillations is of theoretical and not immediate practical interest.

While the experimental and simulated spectra exhibit similarities, it is noticeable that

the interference oscillations obtained with the model appear more pronounced. The ob-

served attenuation of interference oscillations in real samples is a well-known phenomenon

attributed to coherence-reducing effects, such as interface roughness, inhomogeneities, and

non-parallel surfaces [148–150]. Considering the surface characteristics observed in the

samples (figure 5.1d), these effects are expected. To account for them, a common ap-

proach is to include a thin layer consisting of a mixture of the sample and air in the

model, where light propagates incoherently [149]. The refractive index of this layer is

determined using an effective medium approximation (EMA) [151]. The propagation in

the stack of multilayers is calculated using the transfer matrix approach, adapted for inco-

herent propagation following previous works [39, 41] (see section 5.1d). In this study, the
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addition of a top layer with a thickness of 10 nm and a refractive index calculated using

the Bruggeman effective medium, with a fraction of air (fair) equal to 0.6 (see figure 5.6e),

yielded the results shown in figures 5.6b and 5.6d for 450nm and 810nm thickness (d),

respectively. The inclusion of this roughness layer significantly improves the agreement

with the experimental spectra, indicating that the propagation of light in the wings is

only partially coherent.

The described procedure was repeated on three different specimens, along with two

different regions within specimen 2. The results for the calculated index of refraction

(n) and extinction coefficient (k) are displayed in figures 5.7a and 5.7b, respectively. In

all cases the thickness that better matched the spectra was used (for example 810 nm

for sample 1). As previously explained, the most reliable and interesting value in the

context of this work is the index of refraction (n), which is almost unmodified with a

change of thickness. Notably, the real part of the refractive index consistently exhibits

values lower than those of chitin and chitosan [125], which are the primary constituents

of the wing structure [122]. The obtained values range from 71% to 81% of the average

refractive index (1.56) previously reported for butterfly chitin [128]. Further, there is

good agreement with the average refractive index of 1.16 obtained by Saranathan et.al.

[152] for other species from the Papilionidae and Lycaenidae families, particularly when

compared with our results for sample 3 and sample 2 in zone 1.

Figure 5.7: a)Real and b) imaginary parts of the calculated effective refractive index for the
wing material following Nichelatti’s procedure, for three different samples and two regions in
sample 2. In all cases the thickness that better matched the spectra (better coincidence with the

period of the reflectance spectra) was used.

The reduction in the effective refractive index of the wing structure compared to

its constituent materials can account for the remarkable transparency observed in the

Episcada hymenaea translucent butterfly, as it minimizes the refractive index mismatch
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between the wing and the surrounding air. This effective refractive index value cannot

be achieved through a simple mixture of chitin and chitosan, as it is bounded by the

refractive indices of the individual constituents (section 2.6.1). This suggests that the low

effective refractive index is a consequence of the nanostructures present on the wing. In

other species it has been demonstrated that nanostructures can induce a gradual increase

in refractive index instead of a sharp discontinuity, leading to a significant enhancement

in transparency [153, 154].

Sample A x10−5 (1/nm) B A0 q (nm) y0

1 11.8 1.16 0.341 98.0 0.00546
2 zone 1 5.89 1.09 0.0280 257 0.00372
2 zone 2 6.49 1.16 0.0253 255 0.00316

3 1.44 1.10 0.0149 355 0.00274

Table 5.1: Best fit parameters for the complex refractive index, where n = Aλ + B and k =

A0e
−λ

q + y0 with λ the wavelength of light in nm

To enhance flexibility and facilitate the utilization of the obtained refractive index

in various calculations, the results were fitted using ad hoc functions. It is evident that

the index of refraction exhibits an approximate linear relationship, while the extinction

coefficient follows the shape of a decaying exponential. The first was fitted by the function

n = Aλ+B and the extinction coefficient was fitted using k = A0e
−λ

q +y0. The parameters

that best fit the data are shown in table 5.1. This functions allow other collaborations to

use the data simply without relying on the exact calculated data set and, by smoothing

the results, allows to more efficient computer calculations.

The spectra obtained with the calculated refractive indices exhibit excellent agreement

with the experimental data at normal incidence, as can be seen in figure 5.6d. This

agreement, however, is partially expected, as the refractive indices (n̂) were determined

from that same spectra. In order to further verify the results, we compared simulated

and measured spectra of the dependence of total transmittance with incident angle. The

results for sample 1, first discussed in section 5.3.1, are presented in figure 5.8. The

model employed in the calculations consisted of a 10 nm layer of an air-sample mixture

on top of an 810 nm thick layer with the calculated refractive index. The results exhibit

good agreement with the simulations, particularly at near-normal incident angles. The

primary deviation arises from interference oscillations, which become more pronounced as

the angle of incidence increases due to the longer path traversed through the sample [36].

Introducing additional coherence-reducing effects into the model could further mitigate

this effect.
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Figure 5.8: Measured angle dependant total transmittance spectra for sample 1 with the simu-
lated results using the calculated refractive index assuming a layer of thickness 810 nm and an

incoherent 10nm layer to account for roughness.

5.3.3.1. Gradient index model

A gradual spatial change in the refractive index as opposed to a discontinuity is known

as a gradient index. It finds application in, for example, anti reflection coatings[155, 156].

This scheme has also been reported in several insect species[98, 157, 158]. We have

mentioned that the higher than expected transmittance in the wings of the Episcada

hymenaea could derive from the nanostructure observed on the wing surface. In this

section we attempt a qualitative description of the effect using the transfer matrix method.

Using the previously reported refractive indices of both chitin and chitosan [125] we will

try different refractive index profiles and show that the gradient index approach can

suitably describe the results.

The membrane of the wing is composed of both chitin and chitosan produced from

the deacetylation of chitin [108, 109]. The ratio of chitosan to chitin is sometimes called

the deacetylation factor [110]. To approach an index of refraction as low as that obtained

from the experiments, it is expected that the deacetylation factor is large (the proportion

of chitosan is large), because chitosan has a lower refractive index. An attempt to fit the

proportion as a parameter results in a proportion of 1 (all chitosan). Previous reports

have shown that the concentration of chitosan is between 0.6 and 0.8 in several organisms

[159], so a deacetylation factor of 0.7 was employed in all calculations. This proportion

could be later refined by chemical composition analysis, but it is not fundamental for the
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qualitative understanding of the mechanism. In all cases a layer of total thickness 450 nm

was considered.

As discussed in section 5.2 the absorbance of our sample is a lot higher than the

one expected from chitin results presented in the literature, which exhibits negligible

k. This, along with the small variations of n in the spectral range, means that the

response is mostly flat, with no drop in transmittance towards the blue region. However,

our experimental results do show this decrease with lower wavelengths, and thus the

reported refractive indices are not entirely suitable. To address this issue we fitted the

absorption coefficient obtained from the absorption spectra considering a 450nm thick

wing with a Lorentzian curve, which partially models the index of refraction with the

Lorentz Oscillator model [1, 22]. The model is only partial, or ad-hoc, because the real

part of the refractive index was not derived from the model: the n reported by Azofeifa

and others [125] was employed. The fitting was very good (R2 ≈ 0.99, see appendix D

for details). While only k is obtained from the application of the oscillator model to our

results, it is possible that the index of refraction follows the Kramers-Kronig relations

[22] if other absorptions are present outside of the measurement region. It is more likely

that the “absorption” we are assigning to chitin is either due to another compound in

the wing or actually modeling the effects of scattering. The second option is less likely

because the drop is observed in total transmittance, which accounts for the scattered light

and that, coupled with the almost constant reflectance (figure 5.5, suggests that there is

absorption in the blue region). A more detailed chemical characterization of the wing

could determine if the absorption we are ascribing to the chitin is actually of another

compound. There are reports of other butterfly species having lipids or a wax coating on

the surface of their wings [115, 160, 161] which could cause the higher absorption. For our

purposes we consider the indices of refraction of chitin and chitosan reported by Azofeifa

et.al [125] and use the calculated extinction coefficient for chitin.

As a baseline for comparison we first model a bulk layer of chitin-chitosan mixture.

The transmittances at angles of incidence of 0 and 40 degrees are shown in figure 5.9a.

While the general shape and the difference between the two angles of incidence are similar

to the experimental results, the transmittance for the single layer is around 9% lower. This

appears to confirm the fact that the constituents themselves are not sufficient to account

for the high transparency of the wing and that there are morphological effects at play.

How do we account for the effects of the nanostructure? From the SEM images (figure

5.1c) there appears to be a region of the wing, approximately 110 nm thick, where the

membrane and air coexist, placed over a region of solid membrane. Further, due to the

shape of the lobes in the intermixing region, it seems that as we move further into that

region towards the bulk of the membrane, the fraction of air decreases. This general

77



observation is consistent with the idea that a gradual decrease in refractive index is

responsible for the remarkably high transparency. Now the question is how do we model

the mixture at different points in the top layer. We start with the simplest possible

approach: linear mixing. A reasonable supposition is that the top of the layer is composed

entirely of air, at least in the first nanometers, and the bottom entirely of chitin-chitosan

mixture. We consider that the decrease in air is linear, and discretize the values by

considering 100 layers. This means that each layer is 1.1 nm thick, which is way beyond

our resolution, making the suppositions valid and resulting in a smooth enough profile

while not being computationally intensive.

Figure 5.9: a) Transmittance spectra of a single layer of chitin-chitosan with fchitosan = 0.7 and experi-
mental results, both for 0 and 40 degrees incident angle. b) Calculated spectra with the linear mixing model

compared to experimental data, a schematic of the model is shown in c)

A schematic of the model and the results are shown in figures 5.9c and 5.9b, respec-

tively. It is clear that this configuration better represents the experimental results. The

transmittance is considerably higher and the difference between the two angles is of inci-
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dence is smaller, approaching the experimental values. From this simple model it is clear

that the air-membrane layer plays an important role in the transparency characteristics

of the wing of the Episcada hymenaea.

Now we want to implement a more refined model that accounts for the observed

morphology of the wing. We see that the mixing region is formed by lobes of different

shapes and sizes and that the thinner lobes are taller. Following the work of Siddique et al.

[98] we introduce randomness by generating different profiles with a parameter sampled

from a probabilistic distribution, calculating the spectra for each and then averaging

over the results. However, unlike that work, no clear shape of the structures can be

distinguished from the images. As an approximation we consider the profile of the lobes

to follow a Gaussian shape. It is a well defined and studied profile, which allows simple

inversion, and depends only on a single parameter—the standard deviation (σ). Crucially,

it has “built-in” that a wider shape (larger σ) is less tall, just as is observed in the lobes,

assuming constant total area. A representation of the model and workflow are shown in

figure 5.10a. We consider the maximum of the cell (probability density 1 in a standard

normal distribution) to be 110 nm, and know that the width (w) of a Gaussian at any

height (h) is given by equation 5.2 (Appendix D). To convert from width to fraction of

chitin-chitosan we consider that the total width of the cell is four standard deviations (4σ),

which includes around 95% of the total area of the membrane. We choose this instead of

6σ to try and account for the fact that close to the solid membrane layer it appear that

the lobes overlap. Then for that height the fraction of chitin-chitosan mixture to air is

given by equation 5.3. For heights greater than the maximum height of the curve (hc),

where the width is not defined, we have air (fch = 0). We again discretize the values by

considering 100 layers dividing the Gaussian profile.

w(h) = 2

√
−2σ2ln(hσ

√
2π) (5.2)

fch =
w(h)

4σ
(5.3)

As mentioned, to account for the random shapes we sample the parameter σ from a

statistical distribution. To obtain this we measured the width of the lobes at approxi-

mately the middle of its height (LFWHM) and obtained its sigma (sigma measured, σm)

from equation 5.4, where we used the fact that the FWHM of a normal distribution is

given by FWHM = 2
√

2ln2σ ≈ 2.355σ and we normalized by the height of the cell (110

nm). The histogram with the results for the distinguishable lobes appears in figure 5.10b.

The most frequent values are around 0.2 and 0.7 and so, to simplify the calculations, given

the low number of sampled lobes, we sample the value of σ in the model from a uniform
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distribution between those bounds.

σm =
LFWHM

2.355

1

110
(5.4)

In the first step the parameter is sampled, and then the transmittance is calculated

for that profile. This is repeated 1000 times and the final transmittance is calculated as

the average over the transmittance profiles. The results for this approach appear in figure

5.10c. We see that the results are slightly better than the linear model, specially at lower

wavelengths. This suggests that to achieve a better reproduction of the experimental

results, it is a suitable approach to model the mixing region considering the specific

morphology.

Figure 5.10: a) Schematic of the Gaussian profile approach for chitin-chitosan-air mixing. b) Statistic
of the measured standard deviation (σm) of the lobes in the wing surface and c) Results of the model after
averaging over 1000 profiles. For comparison with the linear model see the light gray dashed and dotted lines.
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The results could be improved with a better understanding of the specific profiles.

This could be done by taking images over other regions of the sample, which would

improve the statistical analysis and allow for a more precise sampling of the σ parameter

in the model. Further, this could also allow to better determine the specific shape of

the lobes, specially if images of the cross section were available. Another approach is

to determine experimentally the profile of the lobes, instead of modelling them with a

mathematical curve. The volume fraction at varying depth can be obtained from SEM

images by threshold segmentation computations [162, 163]. It is also possible to determine

the profile by AFM [164, 165]. However, as the membrane is brittle, cantilever can damage

it. To protect it, a very thin layer of a protective metal can be sputtered, and then the

profile can be corrected for the excess thickness introduced.

5.4. Scattering Properties

In previous sections we have discussed the total transmittance and reflectance prop-

erties of both the Saturniidae Heliconisa pagenstecheri moth and the Episcada hymenaea

translucent butterfly. While those refer to the total magnitude, it is important to consider

the angular distribution of light. If the reflectance is very diffuse, meaning that most of

the light is scattered, the reflected intensity can be distributed in a very wide angle. As

a result, within the solid angle covered by a detector (the eye of a predator for example),

which may only encompass a fraction of the angular distribution of reflected light, the

actual intensity can be significantly lower than what would be predicted based on total

reflectance. A schematic of the situation is shown in figures 5.11a and 5.11b. Conversely,

when looking at the transmitted light though a highly scattering specimen, the resulting

blurred spot can suggest the presence of an object.

To evaluate these aspects, we studied the haze, defined as the ratio of diffuse to total

light, in both reflectance and transmittance, at ϕi = 8◦ and ϕi = 0◦, respectively, using

the capabilities of the integrating spheres described in section 3.1.

The haze in reflection is displayed in figure 5.12c. Both species display the same general

trend and remarkable scattering properties. In effect, most of the light is scattered instead

of specularly reflected. The preponderance of diffuse light has previously been reported

on other butterfly species [166, 167]. The wing of the Episcada hymenaea is around 10%

more diffusive than the moth’s. The spectral composition of the scattered light can be

better understood by looking at the diffuse reflectance spectra (figure 5.12a). In the whole

spectral range both samples display an almost flat response, meaning that the scattered

light is mostly white. While the moth only shows a variation of 1.5%, the butterfly wings

have a 3% variation. However, notice that in the visible range (up until around 750 nm)
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is only ≈ 1%. The increase in diffuse (and total) reflectance in the infrared region could

be related to thermal regulation as previously reported for other species [107, 111, 168].

Figure 5.11: Schematic of the reflection process for the cases of a surface with a) low scattering
and b) high scattering. The thickness of the arrows represents the amount of light. The width of
the arrows represent the intensity of light. Solid and dashed arrows correspond to specular and
diffuse components, respectively. In the high scattering case, b), a large fraction of the reflected

light is deviated from the main beam and is not incident upon the detector

The behaviour changes dramatically when we consider the haze in transmittance,

displayed in figure 5.12d. The translucent butterfly has very low haze, between 5% and

8%. Further, the response is quite flat, meaning that approximately the same fraction

of light is scatter for all wavelengths. Coupled with the flat response in transmittance

presented in section 5.3.1 this implies that both the diffuse and specular components are

mostly white, improving the insect‘s ability to blend with the background illumination.

For a cleared picture consider figure 5.12b, where we observe a total variation of 4% in

the measured range, with a ≈ 2% difference in the visible.

The scattering properties in transmittance of the wing of the moth are very different.

The scattering varies between 40% near the blue region of the spectrum, to 25% in the near

infra-red. The scattering is considerably higher than those of the translucent butterfly,

decreasing the perceived transparency. The response is not flat, it varies around 15% in

the considered wavelength range. However, the increased scattering near the blue region

compensates the reduction in transmittance due to absorption, resulting in mostly white

diffused light. This can be verified in the diffuse transmittance, displayed in figure 5.12b,

where the total difference in the range is only 6% and around 5% in the visible.
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Figure 5.12: a) Diffuse reflectance at ϕi = 8◦, b) diffuse transmittance at ϕi = 0◦ c) Reflectance haze,
obtained from measurements performed at an angle of incidence of ϕi = 8◦ and d)Transmittance haze at
normal incidence (ϕi = 0◦). Notice the vertical grey dashed lines, which indicate the wavelengths that will

be used in the angle resolved transmittance measurements.

In order to gain a better understanding of the scattering behaviour of the samples,

angle resolved transmittance measurements were performed with two different wavelength

of light: 405 and 632 nm. Notice that the wavelengths are indicated in figure 5.12d for

comparison. For a description of the setup see section 3.2.3. The wing of the Episcada

hymenaea translucent butterfly yielded a prominent point centered at 0◦, which immedi-

ately dropped off to negligible values within experimental uncertainty (around 1◦). This

is reasonable considering the low haze in transmittance previously discussed. Of substan-

tially more interest are the results for the wing of the moth, presented in figures 5.13a

and 5.13b. Notice that the inset in the latter shows a schematic with the definition of
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the incident (ϕi) and measurement (θa) angles. For both wavelengths it is noticeable that

not all light is concentrated in one position, but rather is distributed around the main

beam. The data points were fitted with either Gaussian or Lorentzian functions in order

to estimate the spread through the function’s width (FWHM). The widths are indicated

in the figures with grey double sided arrows. It is clear that the peaks are wider for lower

wavelength and that it tends to increase with increasing angle of incidence.

Figure 5.13: Measured intensity for monochromatic transmittance through the moth sample around the
main beam position for different angles of incidence. In a) the incident wavelength is λ = 405 nm and all
the data sets were fitted with Lorentzian curves in order to estimate the FWHM. In b) the incident wavelength
is λ = 632 nm and some data were fitted with a Gaussian curve, the fitting curve used are indicated next to

the legend. The insert shows a schematic of the experimental setup.

Total diffuse transmittance and angular spread of the scattered light are not exactly the

same, because in theory diffuse light could still be extremely concentrated in a particular

direction, just not along the direction of directly transmitted light [24]. However, it is

reasonable to expect that a highly diffusive sample also spreads light in a wide angle.

With this in mind we see that the results shown in figure 5.13 are in good agreement with

the the haze measurements. From figure 5.12d we see that the sample is more diffusive

for blue light, which can be correlated with the increased width of the curves for 405

nm compared to 632 nm, for all angles of incidence. This is expected given that the

lower the wavelength, the larger the relative size of the scattering centers in the wing,

which increases the scattering cross section [169, 170]. The decrease in intensity with

increasing angle of incidence can be correlated to reduced transmittance, as shown in

figure 5.4b. However, nothing can be concluded from the difference in intensities for

different wavelengths, because this is also related to laser power.
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Further, it is clear that for both wavelengths the width of the fitted curves increases

when the angle of incidence increases. This can be related to the larger path length

through the sample, which means interaction with more scattering centers. Nevertheless,

it is also possible that this is a consequence of the scattering properties of the scatterers

themselves, such as dimensions, size distributions and orientation relative to the wing’s

surface, as these determine the angular dependence of the scattering cross sections [169,

171]. There also appears to be a small shift in the position of the maximum of the curves,

away from 0◦which is not expected from theory [172]. The shift is not significant in this

experiment, because is well within experimental resolution.

5.5. Behaviour of the butterfly wings under polarized

light

In this section we discuss the properties of the Episcada hymenaea wings under polar-

ized light. We begin with the spectral direct transmittance measurements, where we ob-

serve a peculiar behaviour—they do not follow what is expected for homogeneous isotropic

media. Then we characterize the polarizations at specific wavelengths for different an-

gles of incidence, and again find a departure from the predictions of Fresnel coefficients.

We present a possible pathway to model this behaviour, and discuss differences between

probing with collimated, monocromatic light from a laser and white light from a lamp. Fi-

nally we exploit the observed phenomena to unveil interference oscillations in the crossed

transmittance spectra and use them to obtain the thickness of the sample in excellent

agreement with the one determined from SEM images.

5.5.1. Spectral direct transmittance

The transmittance spectra for both direct configurations (aligned polarizer-analyzer

pair) T11 and T22 at different angles of incidence appears in figure 5.14. The shape of

the spectra is similar to the total transmittance spectra presented in figure 5.4a, but

the magnitude is lower, specially for higher angles of incidence. This deviation can be

explained by the fact that this configuration does not capture the total light transmitted:

some is not incident on the detector due to scattering effects.

What is surprising from these results is that both polarization configurations almost

“mimic” each other. Not only that, the transmittance decreases monotonically as the an-

gle of incidence increases. This is not the expected behaviour from the Fresnel coefficients

calculated from the constituents, where one polarization tends to increase and the other

decrease as Brewster’s angle is approached [27] from normal incidence. This extends to
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the calculations from the TMM for isotropic homogeneous media, as can be seen in figure

5.15a for the gradient index model presented in section 5.3.3.1 and in figure 5.15b for a

layer of the effective refractive index for sample 1 calculated in section 5.3.3. As shown,

those models capture most of the behaviour under white light, where the total trans-

mittance is relevant. However, it is evident that they do not represent at all the effects

when considering polarized light. While the effective refractive index better approximated

the values, it still has an initial increase in one of the polarizations when increasing the

angle of incidence from 0◦ (see inset). This inconsistency suggests that there are other

polarization mechanisms that this model can not account for.

Figure 5.14: Direct transmittance spectra for both configurations and different angles of in-
cidence. The full lines correspond to the configuration 11 (T11) and the dashed lines to T22.
Note that both polarizations mimic each other, a behaviour that is not expected from the Fresnel

coefficients, that assume isotropic homogeneous surfaces.
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Figure 5.15: Modeled transmittance of each polarization using the TMM for a) Gaussian gradient index and
b) the effective refractive index (ERI) previously calculated from reflection and transmission spectra. Solid
lines correspond to s-polarized light and dashed lines to p-polarized. Black and grey lines are for ϕi = 0◦,

while red and blue are for ϕi = 30◦ and ϕi = 60◦, respectively.

5.5.2. Variable angle transmittance under laser illumination

Given the curious nature of the polarized transmittance spectra presented in the pre-

vious section, we wanted to test the wings of the Episcada hymenaea using a laser. The

high coherence and collimation of the laser makes it less sensitive to alignment issues

and allows for a smaller spot size, which means less influence from macroscopic inhomo-

geneities. Further, the alignment of the beam is not as critical in this setup because it

uses a photodetector, which is less sensitive to alignment than the collimator, which needs

to correctly couple the light to the fiber.

The results are displayed on figures 5.16a and 5.16b. Clearly for both wavelength

the direct polarizations follow each other, as was observed in the previous direct spectra.

Further, we see non negligible crossed polarization signals which suggests that the sample

is somehow rotating the polarization direction of the incoming beam.

These polarization behaviour suggests that there are polarization conversion effects

present, as was reported for other butterfly species [94–97, 102, 161]. It is possible that

there are slight anisotropies that introduce a phase difference between the polarization

components that results in increased cross polarization transmittance.

The TMM developed in the majority of this work is for isotropic samples and thus

can not account for polarization conversion effects. As a first attempt of an explanation,

we want to know if indeed an anisotropic structure can produce similar results. To do

this, we implemented in Matlab a transfer matrix method for anisotropic media (TMMA)

developed by Berreman and others [173–176]. This model employs the same logic as the
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TMM for isotropic media but makes use of 4x4 matrices because of the need to track

the electric and magnetic fields separately. In this case only isotropic propagation was

implemented. Seven parameters are needed to define each layer: the refractive indices

along the principal axes (3), the Euler angles [177] that indicate the orientation of the

principal axes relative to the lab axes (3) and the thickness of the layer.

Figure 5.16: Direct and crossed transmittance spectra as a function of the angle of incidence (ϕi) probed
with a laser of wavelength a) 405 nm and b) 632.2 nm

As a first estimation we consider a stack of two layers, the first of 110 nm thickness and

the other of 350 nm. Both have the refractive index of chitin along the x̂ and ŷ directions

and that of chitosan along ẑ. The previous values from the literature were used. The Euler

angles (α, β, γ) are (45, 45, 0) and (−45,−45, 0) for the top and bottom layer, respectively.

A schematic is shown in figure 5.17c. The results for both wavelengths are displayed in

figures 5.17a and 5.17b. Note that the total transmittance is shown for each polarization

for clarity. The total transmittance at the output is simply the sum of the direct and

crossed polarized transmittances that match the first index (i.e. T1 = T11 + T12). We

see that with this model it is indeed possible to have both polarization directions mimic

each other, which is not possible from the isotropic model—see the result expected from

the isotropic model for a single layer of chitin-chitosan also shown in figures 5.17a and

5.17b. The modelled and measured transmittances are relatively close, particularly at 405

nm. The model has interference oscillations that are not present in the spectra because

it considers coherent propagation only.
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Figure 5.17: a) Polarized transmittance as a function of the angle of incidence at a) 405 nm and b) 632.2
nm. Shown are the experimental data for the total polarized transmittance (Ti = Tii + Tij), with T1 in black
squares and T2 is red triangles. The results from the isotropic model (iso) are shown with dashed and dot
dashed lines, while the spectra calculated with the anisotropic (anis) model are shown with dotted curves..

In c) a schematic of the model used for anisotropic calculations.

We can not say that the model is a good representation of the real structure. However,

what it does show is that anisotropy can cause the observed transmittances, by allowing

orthogonal polarizations to mimic each other, something which is not possible if the layers

are isotropic. This variable rotation of the principal axes of the material at different

depths is reminiscent of twisted media, something that has been reported in other insect

species [152, 161, 178, 179]. While this structure could exist in the wings of the Episcada

hymenaea, a lot more work is required to assert it.
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Figure 5.18: Estimation of the haze as a function of the angle of incidence. For reference, the
value obtained with the integrating sphere (ϕi = 0◦) for low wavelengths is shown (horizontal

dashed line)

As the laser detection system is less sensitive to alignment issues, we can use the re-

sults to approximate the haze in transmittance at angles of incidence different than 0◦,

which was the only one available with the integrating sphere. As the silicon detectors

are relatively far from the sample, we can consider the measured light to be the specular

component (TE, specular transmittance). The haze is defined as TD

TT
. The diffuse trans-

mittance is equal to the total transmittance minus the specular transmittance, so we have

HT = 1 − TE

TT
(see section 2.2.2). If we take TT as the measurement with the integrating

sphere, we obtain the results shown in figure 5.18.

These are not necessarily the values of the actual haze, because this is defined in terms

of a specific solid angle encompassed by the detector, and there are differences between

experimental setups. This is why we name this estimate H∗
T . Now, as the setup and

solid angle encompassed by the detector is the same for all angles, the basic tendencies

are expected to be accurate. Note that the estimated haze is similar to that obtained

with the integrating sphere, specially for λ = 632 nm. For this wavelength the haze

increases slowly until roughly 20 degrees and then increases rapidly, whereas blue light

is less scattered when the angle of incidence increases, until around the same angle, and

then increases with a slope similar to the one for red light. The fact that the slope changes

at around the same angle for both wavelengths suggests that it could be associated with

the dimensions or orientations of the scatterers. This would be a very interesting aspect

to study in another work.
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5.5.3. Crossed Polarized transmittance

After observing polarization conversion effects in the results presented in the previous

section, we opted to study the crossed polarized transmittance spectra of the wings. The

results are shown in figure 5.19a and 5.19b for the configurations T12 and T21, respectively.

An intriguing observation, in line with the results presented in figure 5.17, is the rise in

transmittance when the sample is positioned between the polarizers, a effect that becomes

more pronounced with an increasing angle of incidence. This phenomenon implies that

the sample induces a rotation in the polarization direction of the incident light, leading to

an enhanced projection of light in the orthogonal direction. A material causing a rotation

in the plane of polarization of linearly polarized light is termed optically active [180].

Earlier studies have documented optical activity in the wings of various butterfly species,

coupled with angle-dependent polarization conversion effects [94–97].

Recent research has documented optical activity in both chitin [181] and chitosan

[182]. Additionally, several studies have unveiled polarization conversion effects originat-

ing from nanostructures present in the wings of various butterfly species [94–97]. The

tiny bristles or micro-hairs found on the transparent portion of the wing (figure D.1)

closely resemble the organized structures seen in those species. It is conceivable that

these bristles contribute to the rotation of polarization, as the incident light spot, with a

diameter of about 2 mm, interacts with several of them. Another study presented fasci-

nating polarization-dependent transmittance in the transparent part of the wings of the

Chorinea sylphina species [85], which lacks reticular structures in the bulk of its wing

but is covered with scales resembling the bristles observed in our species. The precise

nature of the optical activity in the Episcada hymenaea is presently under investigation.

It remains an open question whether it stems from metastructures, the arrangement of

the constituent molecules, or a combination of both.

Interference oscillations appear as the angle of incidence increases. These were not

present in the direct spectra, and do not appear in the lamp signal (purple dashed curve),

measured with the same setup. This oscillations, akin to the ones described in section

2.5.1.1 suggest that it is possible to apply equation 2.54 to obtain the thickness of the wing

membrane. Indeed, the wings of the Episcada hymenaea demonstrate a significant level of

uniformity at visible wavelengths, especially within the layer’s bulk (figure 5.1). Notably,

both chitin and chitosan show minimal frequency dependence (low dispersion) of the

refractive index within the examined spectral range, along with negligible absorption [125,

128]. Additionally, the expected polarization conversion effects, crucial for the emergence

of the oscillations, are anticipated to be small. Taken together, these factors make the

use of equation 2.54 a reasonable approximation.
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Figure 5.19: Transmittance spectra for the a) T12 and b) T21 configurations with varying angles
of incidence. As a visual aid, the arrows indicate the position of the extrema used in the thickness

calculation.

In figuring out the thickness, it is crucial to consider the refractive index of the sample.

As discussed in previous sections, this value is not easy to determine because a) we

do not know the exact chemical composition and b) formally if there is anisotropy the

refractive index is a tensor, not a number [29]. This second point was addressed in the

previous paragraph noting that the expected polarization conversion effects (and thus the

anisotropy) is small. While the exact value is unknown in this study, we initially used a

common refractive index of 1.56 for insect chitin [125, 128]. To check the reliability of the

technique and to get a range of thicknesses, we also looked at two other values. For the

lower end, we used 1.62, which is close to the highest reported refractive index of chitin

within the spectral range [125]. We calculated an upper limit using ns = 1.51, a value

that comes close to the lowest refractive index reported for chitosan. Chitosan has a lower

refractive index than chitin within the experimental wavelength range [125]. The results

of these calculations are detailed in table 5.2.

There is a close match between all calculated thickness values and the measurement

extracted from the SEM image. Noteworthy is the average thickness, considering the

values from both configurations, demonstrating a maximum relative difference of 13%

and a minimum of 5%. This observation is particularly notable given the non-uniform

thickness of the wing and the fact that transmittance measurements were conducted near

the center, while the edge is observed in the SEM image.

Evidently, the thickness values derived from the T21 configuration exhibit a closer

proximity to the reference thickness and manifest smaller deviations. This result can be

ascribed to the higher transmittance linked with this polarization configuration, which
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enhances the signal-to-noise ratio and refines the definition of observed maxima and min-

ima. Nevertheless, it’s crucial to acknowledge that due to the reduced number of extrema

apparent in the spectra (figure 5.19b), the averaging process involves fewer data points,

potentially explaining the observed decrease in standard deviation.

Bound Upper Middle Lower
ns 1.51 1.56 1.62

Thickness T12 × 10−1 (nm) 42 ± 4 40 ± 4 38 ± 3
Thickness T21 × 10−1 (nm) 43.9 ± 0.4 42.2 ± 0.2 40.3 ± 0.1

Average thickness (nm)×10−1 42 ± 4 41 ± 3 30 ± 3

Table 5.2: Calculated thickness values obtained for the Episcada hymenaea butterfly wing using
various refractive indices. The presented values include measurements for each individual config-
uration, as well as an average that incorporates all extrema observed in both configurations. The
reported values represent the average of results from different extrema, the standard deviation

was used as the uncertainty.

In understanding the properties and optimizing applications, accurate knowledge of

wing thickness is crucial, as it directly influences optical and mechanical performance,

and often serves as a prerequisite for determining other parameters, such as the refractive

index. Optical techniques are an attractive proposition because of they are contact-less,

usually non destructive and precise. Currently available techniques for measuring thick-

ness, such as ellipsometry [42] and interferometry [183], are very reliable but possess cer-

tain limitations, including their specialized nature and high cost. One of the simplest ways

to obtain the thickness is from the interference oscillations in the transmittance spectra,

as discussed in section 2.5.1.1. However, due to the high transparency of the wings, these

are not discernible in the direct spectra (figures 5.4a and 5.14) which in principles makes

it impossible to apply this technique. The implementation of a novel crossed-polarization

measurement approach that effectively exploits the polarization conversion effects within

the nanoscale structure enhances contrast and unveils the oscillations necessary for precise

thickness determination, employing only linear polarizers [184]. These results form a solid

basis for the study of other materials displaying polarization conversion effects.

5.6. Conclusion and future perspectives

We successfully showed the high omnidirectional transparency in the central region of

the wings of the Episcada hymenaea. By measuring the total spectral transmittance and

reflectance at normal incidence we were able to obtain a range of effective refractive indices

for the wings of different specimens, finding values well below what is expected from the

constituents. This suggests that the structure of the wings help achieve the remarkably
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high transparency. It was shown that this could be a consequence of the intermixing re-

gion on top of the wing’s surface that introduces a gradual increase of the refractive index,

greatly reducing reflectance. Both the calculated effective refractive index and the results

from the gradient index approach reproduce well the angle dependence of transmittance,

showing the accuracy of the results. Remarkably, the transparency of the Saturniidae

Heliconisa pagenstecheri moth—which lacks this intermixing structure—is lower, partic-

ularly at larger angles of incidence. For future work, a better characterization of the

intermixing profile and the determination of the deacetylation factor from chemical anal-

ysis (like FTIR or Raman spectroscopy) could improve the accuracy and reliability of the

model. Considering that this work was done in conjunction with the groups of Entomol-

ogy and Analytical B biochemistry of the faculty of sciences, we believe we succeeded in

the two main objectives of the study: a) we proved that the morphology of the wings

play an important role in the transparency mechanism by allowing high transparency and

b) obtained an effective refractive index that can be used to model the transmission and

reflection, allowing for the study of the structure’s behaviour on its natural habitat under

white light.

A brief study of the scattering properties was performed and found that the reflection

off the wings of both species is almost completely diffuse. This could be a camouflage

mechanism, effectively decreasing the energy density of reflected light. The transmission

in the wings of the translucent butterfly is mostly specular, which could aid in remaining

unnoticed by not introducing disturbances to light. The moth is instead more diffusive,

which could be attributed to the large hairs present in the surface of the wing. The study of

the microbritsles is of great interest and would allow for a more complete characterization

of the transparent region. To measure the effects of the structures, the bristles could be

removed by carefully removing the hairs by using scotch tape, similar to what was done in

the case of the Greta oto [98]. The effect of the isolated bristles could be studied by placing

individual hairs in controlled, low scattering structures like a glass plate or suspended in

solution. Using tools previously developed by the group of solid state physics (GFES),

Mie theory could be utilized to model the scattering effect of the hairs considering a

distribution of sizes, similar to previous used to model the scattering of light of nanorod

arrays [185]. This would allow us to separate the scattering effects coming from the bulk

of the wing with those generated by the microbristles.

A CCD camera is another tool that could be used to obtain more precise insights on the

scattering phenomenon. This tool is well established in dynamic light and other scattering

techniques[186–188] which can be used to obtain the size, refractive index or roughness

of small particles[189–191] . It would allow for a full 2D mapping of the scattered light,

with greater spatial resolution than the setup used in this work. Similar techniques have
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been employed to map the scattered light from the scales of some iridescent butterfly

wings[192–194], but, to our knowledge, they have not been applied to transparent or

scale-less surfaces. It is possible to probe single, suspended scales or bristles as well as the

whole structure in order to differentiate between the optical properties of single structures

and the collective effect on the macrostructure of the wing.

The wings of the Episcada hymenaea displayed an interesting behaviour under polar-

ized light which suggests polarization conversion characteristics. These could be further

studied by employing techniques like polarized light microscopy [195–197], allowing for

a polarization map of different regions. Further, depolarization effects have previously

been related to the internal structure of the scatterers [189]. Fittings with Mie theory,

stratified media or neural networks could be used to extract information—like size and

distribution—on the scattering centers from the resulting images [198].

Clearly all the proposed work relies on improving the optical imaging and analysis

tools available. In this context, collaborations with the group of Applied Optics of the

Faculty of Engineering would be immensely fruitful, given their expertise and recent works

in optical imaging and polarized microscopy [199–203]. Further, a common effort could

be made to integrate Mueller matrix ellipsometry capabilities to the ellipsometric setup

currently being developed in our lab. This technique has shown great success in the study

of polarization converting metamaterials [204–206].

Further insights are required to understand the polarization properties of the stud-

ied structure and their relationship with the morphology and chemical composition of the

wing. Employing the TMMA model developed requires information from other character-

ization techniques to better understand the material structure and chemical composition.

Other computational tools like rigorous coupled wave analysis (RCWA) [207] or finite

different time domain (FDTD) [208–210] could be employed to better understand the

mechanisms of light propagation in the wings.

A simpler, readily available approach, is to focus on the optical performance of the

system as was done for the effective refractive index calculations. It is possible to obtain

the elements of the Jones matrix of the sample by performing transmittance measurements

while the sample is rotated between two linear polarizers [211]. This would allow us to

characterize the polarization effect of the samples on the polarization state of light, and

the Jones matrix can be employed to model the propagation when other optical elements

are at play. Just as the effective refractive index, this information could be a valuable

asset for understanding the behaviour and mechanism behind the wing structure. Further,

it has been proven that the structure of the Jones matrix can be correlated with one of

five classes of metamaterials [212], which means this measurement has the potential to

elucidate aspects of the internal structure.
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In order to expand the findings of this work, further discussions and collaborations

with the Entomology and Analytical Biochemistry of the Faculty of Sciences are being

explored. Their expertise can shed light on the chemical and structural composition.

Crucially, they can contextualize the observed properties by relating them to the specific

needs of the species in its environment—like camouflage, thermal regulation, mating and

signaling [97, 168, 213].

The study of the optical properties of the wings of the Episcada hymenaea and the

Saturniidae Heliconisa pagenstecheri moth brought more questions than answers. This

is probably what must be expected from scientific endeavours and, in particular, when

starting a new line of research in the country. Several results from this work are interesting

and improve the knowledge on these species, which have been mostly ignored in the

literature in favour of others more “exotic” or those inhabiting countries in the global

north. However, maybe the most exciting aspect of this work is the demonstration that the

optical characterization of biological samples is a fantastic playground to apply knowledge

in fundamental physics and opening the door to collaborations with partners from diverse

backgrounds. The possibilities of collaborative and multidisciplinary research are endless,

promoting a deep understanding of the underlying phenomena and fostering disruptive

ideas.
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Chapter 6

ZnO nanorods sensitized with SnS

Zinc oxide (ZnO) has emerged as a remarkably versatile semiconductor material, at-

tracting significant attention due to its intriguing optical and electronic properties. Its

wide direct bandgap (∼3.37 eV) and large exciton binding energy (∼60 meV) [214] make it

an ideal candidate for optoelectronic applications such as ultraviolet (UV) light emitters,

transparent conductors, and photodetectors. Not only is it inexpensive [215], it is also

bio-compatible, biodegradable and bio-safe [216]. In particular, 1-dimensional nanostruc-

tures, such as nanorods (NR) and nanowires (NW)—which can be easily grown in many

substrates by low cost techniques [217]—have received widespread attention for their po-

tential applications as building blocks for other structures [216]: in solar cells [4, 217],

sensors [218], and for photocatalytic devices [215], among others. These nanostructures

enhance their functionality by providing high surface-to-volume ratios, tunable optical

properties, and the possibility of quantum confinement effects [219, 220].

Some of the disadvantages of ZnO for photoelectrochemical applications is that it

only absorbs light in the UV range, it suffers from severe charge recombination rates,

and reduced photostability [215]. Sensitization with suitable materials offers a promising

strategy to address these limitations [220]. By integrating materials with complementary

bandgaps and electronic properties, the light absorption range of ZnO based devices can

be extended into the visible region, significantly enhancing its photoconversion efficiency

[221, 222]. Additionally, the formation of heterojunctions at the sensitizer-ZnO interface

can promote charge separation, suppressing recombination losses and boosting overall

performance [223, 224]. Furthermore, certain sensitizers can act as protective layers,

shielding ZnO from photocorrosion and improving its stability [225, 226].

The success of this approach has been demonstrated in various applications. For

instance, sensitization of ZnO nanorods with CdS quantum dots has led to significant

improvements in solar cell efficiency, with power conversion efficiencies exceeding those of

bare ZnO devices [227]. Similarly, coating ZnO with narrow bandgap semiconductors like
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Cu2O and Bi2S3 has resulted in enhanced photocatalytic activity for water splitting and

degradation of organic pollutants [228–230].

Among potential sensitizers, SnS has garnered significant interest due to its unique

combination of properties. It possesses a layered structure with strong in-plane cova-

lent bonding and weak van der Waals interactions between the layers, similar to materi-

als from the transition metal dichalcogenides (TMDs) family[231] like MoS2, SnS2 and

WS2, which have shown great promise for photovoltaic applications [232–234]. The lay-

ered structure in these materials, leads to exceptional light absorption characteristics and

bandgaps that can be strategically tailored depending on the specific composition and

thickness, making them versatile candidates for sensitizing various wide-bandgap semi-

conductors [235]. Most research to date has centered on TMDs. Some works, for example,

have found that the addition of TMD QDs can optimize the energy level arrangement of

the device, expand the range of absorption, reduce surface defects and improve electron-

hole transport [236–238].

SnS is comparatively less explored. It is a particularly promising candidate because

it is abundant and environmentally friendly [236], it has been shown to improve the pho-

toelectric conversion efficiency in solar cells [239] and has high electron mobility [240].

Previous research has demonstrated the possibility to tune band alignment with appli-

cation in solar cells [241]. Furthermore, has demonstrated the potential of SnS-ZnO

composites for enhancing photoelectrochemical performance. For instance, a significant

increase in photocurrent generation for SnS-sensitized ZnO photoelectrodes compared to

pristine ZnO was reported [242]. This improvement was attributed to the efficient light

absorption by SnS and the formation of a heterojunction that facilitated charge separa-

tion and transfer to the underlying ZnO core. In this configuration, the intimate contact

between sensitizer and ZnO creates a well-defined interface that optimizes charge trans-

fer across the heterojunction [243]. This minimizes recombination losses and promotes

efficient electron injection from the excited SnS to the ZnO core, ultimately leading to

improved photoconversion efficiency [244]. Additionally, the SnS shell can act as a pro-

tective layer, shielding the ZnO core from photocorrosion and environmental degradation,

thereby enhancing the overall stability of the photoelectrode [245]. Some works have

reported enhanced photoconvertion efficiency in ZnO-SnS nanostructures [246]. More-

over, Core-shell structures based on a ZnO platform but using other sensitizing materials

have shown promise in various applications, including photovoltaics [247], photocatalysis

[248], and photodetectors. For example, core-shell ZnO-CdSe nanostructures have been

demonstrated as efficient photocatalysts for hydrogen production from water splitting, as

reported by Miao and others [249].

One effective method for fabricating such core-shell nanostructures is Successive Ionic
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Layer Adsorption and Reaction (SILAR). This solution-based technique stands out from

other deposition methods due to its advantages of precision, simplicity, and scalability

[250]. SILAR involves a sequential process of immersing a substrate in solutions con-

taining precursor ions, followed by rinsing steps—this cyclical approach allows for precise

control over the thickness of the deposited layer, down to the sub-nanometer level. This

fine-tuning of the shell thickness is crucial for optimizing light absorption and charge

transfer dynamics in core-shell nanostructures. Moreover, SILAR is renowned for its sim-

plicity, requiring minimal equipment and operating under ambient conditions, making it

a highly scalable method. The ability to scale up production is particularly relevant for

applications like photoelectrodes that require large surface areas. Additionally, SILAR’s

versatility allows deposition of a vast range of materials, including oxides, sulfides, and

selenides, expanding its applicability for exploring different core-shell heterojunctions.

Previous studies demonstrate the successful application of SILAR in depositing controlled

CdS and CdO shells onto ZnO nanorods, resulting in enhanced photocatalytic and pho-

tovoltaic performance [251, 252].

In this chapter we study the optical and morphological properties of ZnO NRs sen-

sitized with SnS by SILAR method. The samples were prepared by the group of Prof.

Humberto Gómez Meier in the Pontificia Universidad Católica de Valparáıso. We begin

with a brief description of the fabrication procedure, followed by morphological character-

ization by means of SEM images. Interestingly, the SEM analysis reveals the formation

of nanotubes during SnS deposition. This unexpected observation is attributed to the

etching caused by the basic solution used in SILAR along the longitudinal direction of

the ZnO NRs.

Next, we explore the spectral properties of the samples, including transmittance, re-

flectance, and haze. Significant differences are observed, particularly a red-shift (shift

towards longer wavelengths) in the reflectance and transmittance spectra upon SnS depo-

sition. Utilizing Tauc’s plot method on the absorption spectra, we determine the bandgap

energy of the deposited SnS. These edges exhibit deviations from reported values, which

could be attributed to quantum confinement effects within the nanostructures. Addi-

tionally, the fitting procedure reveals the presence of Urbach tails, with the differences

between the samples potentially arising from variations in strain within the SnS shell, as

supported by numerical simulations.

Our investigation continues with an attempt to fit the spectra using the Transfer

Matrix Method (TMM). However, this approach yielded limited success, highlighting its

limitations in accurately modeling complex, highly dispersive nanomaterials like these

core-shell structures. Finally, we explore the relationship between the nanostructures and

the degree of polarization in the transmitted and reflected light. We find a correlation
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between increased multiple scattering events within the samples and a decrease in the

degree of polarization.

6.1. Sample fabrication

6.1.1. Deposition of ZnO nanorods

Fluorine doped tin oxide (FTO) substrates were prepared for electrolysis by successive

cleaning with diluted aqueous soap solution, 1:1 solution of Acetone/ethanol and deion-

aized water in an ultrasonic bath. Nitrogen gas flow was used to dry the samples. In

order to improve the quality and alignment of the nanorods (NRs) [52, 253, 254] a ZnO

seed layer was deposited by spin-coating using zinc acetate and sodium acetate in 1.0/0.1

M solution at a speed of 1500 rpm. The nanorods were grown in an electrochemical bath

at a electrostatic potential of -0.86 V for 45 minutes. A platinum counter electrode and a

Ag/AgCl reference electrode were used. To study the effects of parameter variation, 4mM

and 12mM concentrations of precursor ZnO(NO3)2 solution adjust at pH=6.76, prepared

with deionized water at 80◦C, were used.

6.1.2. SnS nanoparticle deposition

SnS quantum dots (QDs) were synthesized using the Successive Ionic Layer Adsorption

and Reaction (SILAR) method [250]. This method involves the sequential immersion of

ZnO-FTO-Glass substrates in four different solutions. The first solution contains precur-

sor cations of Sn2+, derived from SnCl2, while the third solution holds precursor anions

of S2− obtained from a (NH4)2S solution, both with a concentration of 25 mM. Deionized

water (DI) is used in intermediate steps to remove excess reactants from the preceding

stages. Each submersion step lasts for 30 seconds. The completion of all four steps con-

stitutes one cycle, with the number of cycles being a variable parameter in this study.

Specifically, 10 and 15 cycles were investigated.

6.2. Morphological characterization by SEM mi-

croscopy

FE-SEM images of the samples were acquired with a Helios Nanolab 650 Dual Beam

from FEI company equipment by our collaborators at the University of Malaga. They

appear in figure 6.1 and reveal significant differences between samples. Figures 6.1a

and 6.1b confirm the successful electrodeposition of ZnO nanorods (NRs) on the FTO
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substrate. These unsensitized NRs exhibit disorder, a broad size distribution, and a

tendency for larger diameters at higher ZnO precursor concentrations.

Figure 6.1: SEM images of samples prepared with a ZnO precursor concentration of a),c) and
e) 4 mM and b),d),f) 12 mM, with 0 (a and b), 10 (c, d) and 15 (e, f) SILAR cycles. The

insets show images of the samples at 45◦

After 10 SILAR cycles, both 4mM and 12mM samples (6.1c and 6.1d) display small

crystal formations attributed to SnS deposition. However, the 4mM sample becomes

completely covered, obscuring the NRs, while NRs remain distinguishable in the 12mM

sample. Additionally, nanotubes (NTs) are observed in Figure 6.1d. Increasing SnS
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deposition (6.1f) leads to more NRs transforming into NTs, as seen in figure 6.1f. A

similar trend occurs in the 4mM samples (6.1e), though with fewer NTs, indicating 12mM

concentration is more conducive to NT formation.

The measured NR/NT average diameters vary visibly. A stark diameter difference ex-

ists between bare NRs (6.1a and 6.1b), as shown in table 6.1. This diameter increase with

higher precursor concentration aligns with previous findings [6, 255]. In 4mM NRs, SnS

addition slightly increases diameter, likely due to the SnS layer. Interestingly, 12mM NRs

show a substantial diameter decrease after 10 SILAR cycles, but better diameter preser-

vation with more cycles. Notably, both concentrations exhibit a significant reduction in

diameter spread after sensitization (approximately 20% standard deviation compared to

40% for unsensitized NRs).

A similar pattern appears in apparent length (Lapp), measured at a 45◦angle. 12mM

NRs are longer, consistent with prior reports [255]. Sensitization significantly reduces

length, especially in the 12mM NRs. Conversely, sensitization has minimal impact on

the Lapp of NRs prepared with a lower ZnO concentration. It is important to note that,

unlike diameter, Lapp is influenced by NR orientation due to the angled measurement.

ZnO nanotubes are typically formed through the selective dissolution of the central

region of pre-existing nanorods [256, 257]. This preferential dissolution can occur in either

acidic or basic environments due to the amphoteric nature of ZnO [258]. The formation

of NTs may be attributed to corrosion of the ZnO NR along the longitudinal preferential

direction by immersion in the (NH4)2S bath utilized in the SILAR method, which has

a basic pH [259]. Two primary hypotheses explain the increased susceptibility of the

nanorod center. Firstly, the metastable and chemically active (0001) crystal planes, the

hexagonal cross sections (also called basal planes), exhibit a faster dissolution rate com-

pared to the stable {1000} planes along the sides [260, 261]. Secondly, defects tend to

concentrate along the (0001) direction, promoting dissolution through enhanced absorp-

tion of cations or anions, depending on the solution’s pH. Experiments where nanorods

were annealed to redistribute defects support this hypothesis, as etching became impos-

sible [258]. Furthermore, previous work have shown that nanorods with diameters below

100 nm showed greater stability due to the reduced size of the (0001) plane and could

not be etched, while at around 300 nm they were completely transformed into nanotubes

[262]. This is consistent with our results, where larger diameter nanorods resulted in a

larger proportion of nanotubes, as can be seen by comparing figures 6.1e and 6.1f.

The reduction in average diameter may be a result of corrosion along the exterior of

the NRs. This is supported by the observation that the 12 mM 10-cycle sample exhibits

the smallest diameter compared to other 12 mM samples but shows few NTs. In contrast,

the 15-cycle sample preserves diameter while forming many nanotubes. This suggests that
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corrosion primarily occurred along the center of the NRs in the 15-cycle case, whereas

the 10-cycle sample experienced more widespread external corrosion. The reduction in

standard deviation could also be attributed to this effect, potentially due to the complete

corrosion of smaller NRs. There are previous reports showing that NRs can be over-etched,

resulting in large external corrosion[259]. Furthermore, the reduction in length shown by

our samples is consistent with previous reports on length reduction with increased etching

time [257, 262]. A more thorough analysis, using images before and after deposition, is

needed to definitively distinguish between corrosion, the potential obscuring of small

NRs by SnS deposits skewing the results and variations in the electrochemical growth

step. Regardless, these results demonstrate that the deposition method offers interesting

potential for both targeted deposition and the generation of complex nanotube structures.

Con (mM) cycles D×102 (nm) Lapp×102 (nm) Cover (%) Dcluster×101 (nm) Dnc (nm)

4 0 2.3± 0.6 4.6± 0.9 53 - -

4 10 - - 84 17± 4 39± 5

4 15 2.5± 0.5 4.5± 0.9 69 - 27± 7

12 0 4± 2 10± 4 82 - -

12 10 2.5± 0.5 7± 2 65 13± 2 21± 7

12 15 3.8± 0.7 5.7± 0.9 67 13± 2 28± 8

Table 6.1: Values of morphological features for each sample taken from the SEM images. The average and
the standard deviation of different measurements within each sample were employed as the nominal value and
uncertainty, respectively. The apparent length (Lapp) is taken from the images at 45◦(see inset of figure 6.1).
The coverage factor is calculated using the color threshold with boundaries of 35 and 255. Con stands for

concentration.

To quantify the approximate area covered by nanorods (NRs), we used the contrast

threshold method in ImageJ with selection boundaries from 35 to 255 intensity, which by

visual inspection resulted in the most accurate selection of the NR/NTs (see Appendix

E for details). Table 6.1 summarizes the coverage results. In samples prepared with

4mM concentration, coverage increases with SnS deposition, likely due to increasing NR

diameter. As anticipated from image 6.1c, the sample with 10 SILAR cycles exhibits the

highest coverage, forming a compact layer without distinguishable NRs.

Conversely, at 12mM concentration, the unsensitized sample shows the largest cov-

erage. This is again attributable to diameter, which decreases with SnS deposition in

this case. Notably, the diameter increase observed at 15 SILAR cycles corresponds to a

larger coverage compared to the sample with 10 cycles. It’s important to remember that

this measurement reflects apparent area based on intensity contrast; smaller NRs might

be obscured within the shadows of larger surrounding structures. However, the length is

relatively constant for the 4mM samples, while the 12mM unsensitized sample has the

longest NRs, ensuring the validity of the trends in coverage percentages. SEM images
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at higher magnification are shown in Appendix E, which could aid in the observations

presented.

Energy Dispersive X-ray Spectroscopy (EDX) [263] was performed on the sensitized

samples (see Appendix E. S and Zn are uniquely associated with SnS and ZnO respectively,

whereas the other elements detected by EDX, like oxygen or tin, are also present in the

glass plate or the FTO substrate, making their signature not unique to the formation of

sensitized NRs. In the 12 mM set, an increase in deposition cycles led to a rise in the

weight percentage of sulfur (S) from 1.73% to 2.34%. Unexpectedly, in the case of the 4

mM samples, additional SILAR cycles resulted in a reduction of the S weight percentage

from 2.26% to 1.70%. This discrepancy may elucidate the observed morphology on the

10 cycle sample, providing evidence that the altered deposition of nanoparticles affects

the visibility of the nanorods in figure 6.1c.

In the 12 mM 10 cycles sample, it was possible to map both the orifice and the side

of the same NT. S and Zn weight percentages on the NT sidewall were 1.56% and 41.3%

respectively, while the orifice showed 1.9% of S and 29.41% of Zn. This higher sulfur

concentration and reduced Zn content within the orifice may support the hypothesis that

SnS precursor solution corrodes the ZnO NRs due to a higher number of reactive sites

along the preferential direction, which leads to a higher concentration of S anions.

Some samples display large agglomerates of what appears to be SnS, with an average

cluster diameter (Dcluster) of around 130 nm. The origin of this clusters is undetermined,

but could be generated by excess deposition relative to the underlying NRs. Furthermore,

the very small crystals that appear in the surface of the NR/NTs were measured, and their

average diameters are indicated as Dnc. These structures could be small nanoparticles

or small agglomerated of several particles and give an idea of the amount of material

deposited on the underlying NR/NT structures.

6.3. Transmittance and Reflectance spectra

This section investigates the impact of SnS deposition on the optical properties of

ZnO nanorods (NRs), focusing on spectral reflectance and transmittance. It highlights

how SnS enhances absorption below 600 nm, evidenced by changes in Total Reflectance

(TR) and Diffuse Reflectance (DR) spectra, suggesting increased absorption due to SnS’s

absorption onset. Additionally, the study observes a decrease in total transmittance (TT)

at shorter wavelengths with more SnS deposition, indicating significant alterations in the

optical behavior of sensitized ZnO NRs. These findings contribute to understanding the

role of SnS sensitization in modifying the photonic characteristics of ZnO NRs, with

varying effects across different sensitization levels and deposition cycles.
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6.3.1. Reflectance spectra

Figure 6.2: Total and diffuse reflectance (TR and DR) of the 4mM (a and c, respectively)
and 12mM (b and d) sets. Notice that the maximum of each spectra is indicated next to the

corresponding curve.

Figure 6.2 reveals significant changes in the reflectance spectra due to SnS deposition.

In the Total Reflectance (TR) graphs (6.2a and 6.2b), SnS reduces reflectance below 600

nm, hinting at increased absorption in that range. This shift is caused by the onset of

absorption of SnS (see section 6.3.4 for the calculation of the absorption edges). Above 600

nm, reflectance generally increases with deposition, though it depends on the wavelength

range. In the 4 mM set, the reflectance of the 15 cycle sample is larger than the 10 cycle

one in the visible range (up until ≈ 750nm). In the 12 mM set there is a slight increase in

the maximum reflectance with 15 cycles, but a small decrease near the UV when compared

to the 10 cycles sample. This appears to contradict reports linking longer nanowires to

increased total reflectance [264]. The departure could be caused by the formation of

NTs. Notice that the 4 mM set is difficult to compare because the 10 cycle sample
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does not display NRs. Previous works have found a redshift in the total reflectance with

larger diameter NW [265], which is not seen in our samples. Remarkably, both sensitized

samples in the 12 mM set display similar behaviours, suggesting that either a) morphology

differences in this range do not affect reflectance, which is unlikely or b) that the effect

of the nanotubes is counteracting effects due to diameter and length. Notice that the

maximums are indicated in the figures, and occur at almost the same wavelengths in the

12 mM set, something that is not replicated in the other group.

Diffuse Reflectance (DR) spectra (figures 6.2c and 6.2d) closely follow their corre-

sponding TR graphs. This suggests diffuse reflectance dominates, implying near-unity

haze. At higher wavelengths, both TR and DR converge with the spectra of unsensitized

NRs. This occurs because light at those wavelengths scatters mainly from the overall NR

shape, with minimal impact from the smaller nanoparticles, which are approximately an

order of magnitude smaller, as seen in table 6.1. Notably, the sensitized samples retain a

DR shape similar to bare NRs, except for the shifted absorption edge. This suggests that

the main factor affecting diffuse reflectance is the underlying nanorod.

6.3.2. Transmittance spectra

Figures 6.3a and 6.3b present total transmittance (TT) spectra for the 4 mM and 12

mM ZnO NR samples, respectively. The unsensitized ZnO NRs (black lines) exhibit a

feature around 375 nm due to the ZnO absorption edge (∼3.35 eV) [52, 266–268]. This

aligns with the expected composition, as confirmed by UV-Vis characterization of the

absorption edge (see section 6.3.4).

SnS sensitization dramatically alters the TT spectra, especially at shorter wavelengths

where transmittance significantly decreases. Previous works on ZnO-sensitized samples

have shown a decrease in transmittance with more sensitized cycles [265, 267–269]. In

our samples this is not observed clearly. For the 4 mM set transmittance increases with

15 cycles relative to the 10 cycles sample, which may be due to the formation of NR/NTs

instead of the film-like structure seen in the 10 cycle sample. The spectra of the sensitized

12 mM set is almost unaltered, except at high wavelengths where the 15 cycle sample

has higher transmittance, matching that of the bare NRs. Notice that the decrease in

transmittance and the onset of absorbance at around 550nm in the sensitized samples

indicate the presence of SnS.

Unexpectedly, figure 6.3a shows the 10-cycle sample as the most absorbing, contradict-

ing the usual trend. This anomaly might be explained by the substantial SnS deposition

obscuring the NRs (6.1c), resulting in a compact layer with fewer low-absorption regions

(supported by coverage data in 6.1).

106



Figure 6.3: Total and diffuse transmittance (TT and DT, respectively) of the 4mM (a and c, respectively)
and 12mM (b and d) sets. Notice that in the diffuse transmittance spectra, the positions of the maxima of

each curve are indicated.

Diffuse Transmittance (DT) spectra (Figs. 6.3c and 6.3d) offer further insights into

morphology changes. As observed previously [265], the DT peak shifts towards the near-

infrared (NIR) with sensitization. However, this shift is non-uniform; the 10-cycle samples

exhibit a more pronounced shift than the 15-cycle ones. Despite this, sensitization largely

preserves the spectral shape reminiscent of bare ZnO NRs, suggesting their morphology

remains dominant. This is specially noticeable at higher wavelengths, where scattering is

determined by overall size rather than small crystal dimensions and we see the sensitized

spectra tend towards the unsensitized sample.
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6.3.3. Haze

Figure 6.4 reveals contrasting haze trends in the 4mM and 12mM sample sets. While

haze increases with SnS deposition in the 4mM set, it decreases in the 12mM set. Pre-

vious studies have shown that elongated NRs enhance multiple scattering, while a larger

diameter contributes to augmented scattering in the long wavelength range due to the

increase in size of the scattering center [264]. Taking into account these findings, along

with the morphology (see figure 6.1) and dimensions (table 6.1) of the samples, we pro-

pose a qualitative explanation for the varying haze behavior under different SILAR cycles,

involving the interplay of these parameters.

Figure 6.4: Reflectance and transmittance transmittance (RH and TH) of the 4mM (a and c, respectively)
and 12mM (b and d) sets. The arrow remarks the tendencies with the number of SILAR cycles. The length
(L), diameter (D) and coverage factor (C%) presented in table 6.1 are displayed next to the curves to aid in

the discussion.
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In the 4mM set, NR length remains largely unchanged during deposition, suggesting

minimal impact on haze. However, a ∼10% diameter increase likely contributes to height-

ened haze at higher wavelengths, as larger scattering centers generally enhance scattering

in this range. Crucially, increased coverage due to deposition results in denser scatterer

distribution, promoting multiple scattering events and thus elevating overall haze. The

10-cycle sample, which lacks visible NRs, suggests a film-like structure. This could coun-

teract the increased the effect of scatterer density (larger coverage) by mitigating multiple

scattering associated with the NRs, leading to a haze level similar to bare NRs.

The 12mM set exhibits a significant decrease in NR length with SnS deposition, align-

ing with the observed haze reduction. Additionally, the SILAR process reduces the cov-

erage factor, creating wider spacing between nanostructures and diminishing multiple

scattering events. Interestingly, the 10-cycle sample has a smaller diameter than the 15-

cycle sample, yet the latter shows lower haze. This may be due to the prevalence of

nanotubes in the 15-cycle sample. Nanotubes, with their significant internal air volume,

have smaller effective scatterer dimensions. This reduction in the actual dimensions of

the scatterer could account for the significant decrease in haze at high wavelengths for

the 15 cycle sample, even though the external diameter is larger than in the case of 10

cycles.

To improve the analysis, factors such as the degree of verticality and uniformity of the

NRs should be taken into account. Furthermore, gaining a deeper understanding of the

distinctions in scattering between nanorods and nanowires is essential for a comprehensive

evaluation. A more comprehensive understanding of these elements may be the subject

of future work.

6.3.4. Absorption Edges

The absorbance spectra (figure 6.5) reveal shifts in the absorption edge with variations

in synthesis parameters. This was evident in the TT spectra, where NRs without SILAR

cycles display the distinct ZnO absorption edge around 3.37 eV (369 nm) [270, 271]. Upon

SnS deposition, the SnS bandgap becomes apparent. We quantified these differences using

the Tauc plot method [4]. While absorbance (−lnT ) serves as a proxy for absorptance (α)

in this context, its features correlate with absorptance due to a lack of resonant features

in the spectra.

The Tauc method involves successively fitting the low-energy absorbance using the

fact that (αhν)1/r ∝ hν where r = 1/2 for direct allowed and r = 2 for indirect allowed

transitions [272] (see section 2.1.2). Once one absorption edge is identified, its contribution

is subtracted, and the process continues until the entire spectrum is modeled. Note that

the “zero” absorption line may be shifted, modeled as an indirect background absorbance
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(αback) [4].

Reported SnS bandgap energies vary. An indirect bandgap commonly falls within

1.05 – 1.71 eV [239, 273], supported by theoretical calculations (1.07 eV indirect, 1.47 eV

optical absorption onset) [274]. However, some studies find direct bandgaps in SnS thin

films and nanoparticles ranging from 1.2 – 2.0 eV [275–279], with even higher values (2.13

– 2.28 eV) reported [280, 281].

Figure 6.5: Absorbance spectra and fitted absorbance contributions for a) 4mM 10 cycles, b)
12mM 10 cycles, c) 4mM 15 cycles and d) 12mM 15 cycles.

Figure 6.5 presents absorbance plots and fitted results. All samples exhibited both a

direct (αdirect) and an indirect (αindirect) band gap, aligning with previous findings [282].

Table 6.2 summarizes the energies. Our indirect bandgap values (Eind
g ) exceed typical

reports but are consistent with the observed ∼1.45 eV absorption onset. The unusually

large direct transition values suggest a blue shift in absorption edges, potentially due to

quantum confinement effects from the small size of the deposited nanoparticles.
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The quantum-size effects on the band gap energy can be calculated from Brus’s for-

mula[19–21], equation 2.10. The equation is reiterated below for clarity, where µ is the

reduced effective mass of the electron-hole pair, e is the elemental charge of the electron

and ϵ is the dielectric constant of the material. Given the bandgap energy for the confined

quantum dot (EQD) it is possible to obtain the radius knowing the bulk bandgap (EBulk)

and dielectric constant of the material.

EQD = EBulk +
ℏ2

2µ
(
π

R
)2 − 1.786

e2

ϵR

The application of this equation is not straightforward in the samples presented in

this work. Firstly, the dielectric constant of SnS is not well established, and it was shown

to depend on the temperature, the deposition conditions, the crystalline phase and the

number of layers [283–285], varying between 15 and 25 in the energy range of the results

presented. As the third term in equation 2.10, which models the effects of the Coulomb

interaction in an electron-hole pair, is small, with a 1/R dependence, differences in ϵ are

not critical and therefore in the calculations we employ an average value of 20. The masses

of the electron and hole (me = 0.5m0 and mh = 1.5m0, respectively) reported by Vidal et

al [274] for the a crystalline direction were used in the calculation of the reduced effective

mass.

The results of this section show that the fabricated samples display both a direct

and an indirect bandgap. Therefore, is it necessary to consider the quantization energy

of both. This introduces a further complication given the vast range of reported bulk

bandgap energies reported in the literature, particularly for the indirect edge. To address

this, we consider the upper and lower bounds of the bandgaps reported in the literature:

1.05 to 1.47 eV and 2.13 to 2.28 eV for indirect and direct transitions, respectively. The

first range aligns with the intersection between experimental and theoretical evidence,

and is a gap smaller than most of the measured samples, meaning that confinement is

possible. The second range corresponds to reports specific for nanoparticles.

The results of the range of optical radii calculated for the indirect gap (Rind
op ) and

direct gap (Rdir
op ) appear in table 6.2. Notice that the 4mM 10 cycle sample only displays

one value for Rind
op because the measured gap energy is smaller than the upper bound used.

As expected, there are larger variation in the size range calculated with the indirect gap.

Clearly, the size of the nanoparticles must be the same in both calculations, and therefore

the actual radius should be in the overlap between the two ranges. Thus, the expected

radii of the deposited SnS nanoparticles is between 3 and 5 nm, consistent with previous

reported dimensions of SILAR deposited nanoparticles [286].

These calculated dimensions are significantly smaller than the measured nanocrystal

sizes (Dnc) from SEM images and presented in table 6.1, suggesting that the latter may
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Con (mM) Cycles Eind
g (eV) Edir

g (eV) EZnO
g (eV) EU (eV) Rind

op (Å) Rdir
op (Å)

4 0 - - 3.31 - - -
4 10 1.44 2.55 3.28 0.42 33 32-40
4 15 1.49 2.47 3.36 0.36 31-145 35-47
12 0 - - 3.35 - - -
12 10 1.60 2.59 3.33 0.36 28-57 30-37
12 15 1.51 2.63 3.34 0.34 30-103 29-35

Table 6.2: Parameters obtained from the Tauc plot method

represent agglomerations rather than individual (monocrystalline) quantum dots. In any

case, the QD sizes obtained through the bandgap are beyond the resolution of the SEM

images. Further analysis could be employed to determine crystalline sizes, for example

from XDR measurements by means of Scherrer formula [287]. The application of XRD

at the GFES did not allow to resolve the SnS peaks, prohibiting this analysis.

Zinc oxide (ZnO) is typically acknowledged as a direct semiconductor with a bulk

bandgap energy close to 3.37 eV [266]. However, in ZnO nanorod arrays, slight devia-

tions in bandgap energies ranging from 3.28 to 3.36 eV have been reported [254, 267–

269]. To obtain the gap energies of ZnO the Tauc plot method was employed on UV-vis

transmittance spectra. The experiments and calculations are prior to the work of this

thesis, and are only presented for completeness. The obtained energies of the studied

samples (EZnO
g ) appear in table 6.2. They display small variations, possibly indicating

good reproducibility in the ZnO NRs array synthesis.

6.3.4.1. The Urbach tail parameter EU

The Urbach tail [288, 289]—–an exponential absorption onset at energies below the

band-gap—results from transitions involving mid-gap states. The Urbach tail arises from

three primary sources: structural disorder (grain boundaries, defects and mechanical

stress), impurity scattering of the carrier from donors or acceptors, and phonons [10–

13].

The samples under study displayed varying Urbach tail energy (EU) with the deposi-

tion conditions as can be seen in table 6.2. Notably, SnS deposition with 15 SILAR cycles,

producing nanotubes, lowered EU , indicating reduced absorption from SnS mid-gap states

[290]. Given the similarity of the deposition conditions, it is expected that the carrier

concentrations (which are very low in the undoped semiconductor [291]), the geometry of

the grains, degree of crystallinity and number of defects remain constant. Therefore, the

differences should arise from changes in strain and phonon scattering.

As an approximation, the core-shell structure can be modeled as a pair of concentric

cylinders of infinite length, which admits simple analytical solutions to the heat trans-
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fer equation, as explained in appendix F. Calculating the shell temperature with the

parameters presented in section F.3 of the appendix, results in no noticeable increase in

temperature. This result was corroborated by solving the hexagonal structure numerically

with the finite difference method. Furthermore, the simulations demonstrated no change

in the average temperature with length or diameter. The incident radiant power used

in this study is not enough to increase the temperature of the nanostructures given the

rapid cooling due to the large surface area and the high thermal conductivity of ZnO. As a

consequence, it is expected that there are no substantial differences in phonon scattering

phenomena between the nanostructures.

Figure 6.6: Simulated von Mises stress as a function of diameter for NRs (closed symbols)
and NTs (open symbols), for two different thicknesses of the shell (tSnS), 14 nm (circles) and
28 nm (squares). The length and the ratio of inner hole to total diameter are kept at 700 nm
and 0.6, respectively. The two outermost datasets show an exponential decay fit intended to aid
the viewer in identifying the general tendency. In dotted vertical lines the average diameter for

the sensitized 12mM samples is displayed.

On the other hand, important differences were revealed when simulating the stress in

the nanostructures. The results of the average von Mises stress (explained in Appendix

G) in the SnS shell as a function of diameter are shown in figure 6.6. The simulations are
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carried out with the same parameters and with the continuum mechanics modules coupled

to the heat transfer module of COMSOL ®. It is immediately clear that the NT structure

reduces shell stress when compared with the NR of the same diameter. Furthermore, an

increase in SnS shell thickness (tSnS) results in a large decrease in mechanical stress,

specially in the case of the nanotube nanoarchitecture.

Therefore, we propose that the decrease in Urbach energy parameter (EU) when in-

creasing the number of SILAR cycles from 10 to 15 is due to the simultaneous occurrence

of the two factors. First, when increasing the total time spent in the basic solution, more

nanotubes are formed. Second, the increase in the deposition due to increased number of

cycles results in a thicker SnS shell. The interplay between these two factors reduces the

stress in the shell, decreasing the absorption from mid-gap states. The results of the simu-

lations using the measured dimensions (table 6.1) for the 12mM set, with the nanocrystal

diameter (Dnc) as the thickness of the shell, appear in figure 6.7. The NR with the 10

cycle parameters displays an average stress of 1.39 MN/m2, whereas in the case of the

nanotube with the 15 cycles dimensions it is 1,22 MN/m2. The relative difference is 12%,

close to the almost 6% variation in EU observed in our samples.

Figure 6.7: Simulated von Mises stress for a) 12mM 10 cycle nanorod and b) 12mM 15 cycle
nanotube. The parameters are taken from the SEM measurements of the samples, which appear

in table 6.1.

Mechanical stress has been shown to increase the Urbach tail in SnS by spreading

band edges into the gap [292]. Amato and others found a positive correlation between

the Urbach tail energy and mechanical loses, demonstrated by a reduction in the Urbach

tail after annealing [293], a result replicated by another group [294]. Previous works have

found Urbach energies of around 400 meV in binary compounds, which was related with
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structural stress [295]. In SnS in particular, Urbach energies of around 250 meV have

been reported [296], consistent with the fitted EU in our samples.

The results show the potential of the nanotube architecture for modifying the absorp-

tion spectra, making it a potential design parameter for nanodevices. Future research will

explore in greater detail the relationship between structural stress and the Urbach tail.

In particular, it would be interesting to test whether the Urbach energy follows a simi-

lar exponential trend as observed for the stress as a function of diameter. Furthermore,

while the temperature remains constant for the utilized incident irradiance, simulations

for higher energy result in differences in the temperature profile of the nanoarchitectures.

This could also yield changes in the absorption spectra and should be tested with higher

intensity illumination.

6.4. Application of the TMM

In order to obtain insights into the behaviour of the samples, the TMM method is

used to fit the air and SnS volume fractions in the total transmittance spectra (see the

description of the EMA, section 2.6, for the physical meaning of the volume fraction in

the context of the TMM). They are modeled as a SnS-ZnO-air layer over a 50nm layer

of FTO deposited over a 1.25 mm thick glass plate. The thickness of the top layer is

the projection of the corresponding apparent length (Lapp) into the vertical direction,

L = Lapp

cos(45)
.The refractive indices are taken from the existing literature [297, 298]. The

fractions of SnS and air in the top layer that best fit the spectra appear in table 6.3, while

figures 6.8a and 6.8b show the fitted spectra alongside the experimental values.

It is immediately noticeable that while the calculated spectra follow the general shape

of the experimental curves, there are large deviations, in particular in the case of the

unsensitized (0 cycle) samples. Furthermore, for all samples the position of the absorption

edge is roughly matched, showcasing how the deposition of SnS shifts the spectra when

compared to bare ZnO NRs, as expected.

There are appreciable differences in the quantitative values of the transmittance, spe-

cially in the case of the bare NRs and at low wavelength in the sensitized samples, which

are dominated by the properties of ZnO. This suggests that the deviations can be par-

tially attributed to the use of a dielectric function of the ZnO inappropriate to our case.

Indeed, the data available that better matches our structures is for very thin films, not

for nanorods, which is not reported in the literature. It is well established that the opti-

cal properties, in particular at the nanoscale, are strongly dependant on the morphology,

dimensions, defects and crystalline orientations. For instance, previous works have demon-

strated massive absorption in nanorods and nanowires, attributed to enhanced coupling
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in the longitudinal direction of the nanostructure [299, 300]. The enhanced absorption of

the nanostructures, which do not substantially modify the absorption edge, could improve

the fitting, as it would reduce the transmittance in the visible range.

Figure 6.8: Experimental and fitted total transmittance spectra for the a) 4 mM and b) 12 mM sets. The
fitted curves are represented with grey lines, solid, dash-and short dot corresponding to 0, 10 and 15 cycles,
respectively.The corresponding reflectance spectra and the obtained from the model with the fitted parameters

appear in c) and d) for the 4 mM and 12 mM sets, respectively.

Furthermore, SnS is a relatively new material, with few studies reporting on its di-

electric function [285]. Notably, it is heavily dependant on the direction in the crystalline

structure [283, 285]. In this work the values in the b crystalline direction reported by

Banai et.al. [297] were employed, as this is the direction that better matches the position

of the absorption edge observed in our samples. However, we do not have information on

the crystalline structure or the orientation of the deposited SnS QDs, and the deposited
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nanoparticles are expected to be polycristalline. Therefore, it is possible that the resulting

spectra is a superposition of contributions from different crystalline directions. Consider-

ing the massive scattering in the nanostructure, accounted for by the haze, it is expected

that light is incident on the nanoparticle on all directions, resulting in interactions of the

EM fields with all the crystal directions.

On the other hand, the calculated reflectance spectra (figures 6.8c and 6.8d) display

no resemblance to the experimental spectra presented in figures 6.2a and 6.2b except for

the general range of values, between 2% and 12%. The range is generally determined

by the constituent materials, while the spectra shape depends on both the dielectric

functions and the morphology. Indeed, our results suggest that the TMM is not an

appropriate tool to model the samples. Their enormous diffusivity, coupled with features,

like diameter and length, of the order of the probing wavelength, renders the hypothesis

of the model inadequate. Furthermore, notice that the biggest departure is in reflectance,

which displays higher haze compared to the transmittance, as can be seen in figure 6.4.

The results indicate that these samples should be studied in diffusive regimes using tools

like the two-flux and four-flux models. Previous works have applied the two-flux model,

also called Kubelka-Munk model [301, 302], to study the spectral properties of NRs, with

excellent results. For example, recent work by our group on bare ZnO NRs, which display

a reflectance spectra similar to the one of our samples, applied the model with scattering

coefficients obtained from Mie theory to explain the behaviour of the samples [185].

Con (mM) cycles fair fSnS
4 0 0.57 0
4 10 0.19 9.9e−13

4 15 0.29 4.1e−13

12 0 0.83 0
12 10 0.52 0.22e−13

12 15 0.57 0.011

Table 6.3: Volume fractions of air (fair) and SnS (fSnS) obtained from fitting of the experi-
mental transmittance spectra.

In table 6.3 we present the volume fractions that better fit the spectra. Notice that

the reciprocal of the fraction of air (1-fair), corresponds very well with the coverage factor

presented in table 6.1, except for the 12 mM 0 cycle sample. The obtained fraction of

SnS (fSnS) is expected to be small, with previous reports indicating a thickness of the

shell in core-shell nanostructures fabricated by SILAR of around 5 nm [286]. However,

the values obtained through the fitting procedure are exceedingly small for most samples.

Interestingly, the 4 mM sample with 10 cycles, which in the SEM images is shown to be

covered by SnS has a higher fSnS compared to the 15 cycle sample of the same set. The 12
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mM 15 cycle sample also shows a larger fraction of SnS compared to the 10 cycle sample,

as expected. However, the quantitative values are of no significance, given the issues of

the TMM in adequately modelling these samples.

In conclusion, while the TMM could approximate well the transmittance spectra, it is

not suitable to model the spectral behavior of these samples due to their high scattering

and their features being close to the wavelength of probing light. This, unlike what was

seen in other chapters of this thesis, highlights the limitations of the TMM. The results

could be improved using a dielectric function specific for ZnO NRs. However, an adecuate

treatment should involve the use of diffusive models.

6.5. Polarized light analysis

Recent studies have unveiled that ZnO nanorods exhibit pronounced optical anisotropy

and polarization-sensitive photoluminescence (PL) due to their unique crystal structure

and morphology [303]. This anisotropy is pivotal for the development of polarization-

dependent devices, such as polarized light emitters and detectors, where the manipula-

tion of light polarization is crucial [304]. Furthermore, the capability of ZnO nanorods

to exhibit strong polarized emission has been exploited in enhancing the performance of

ultraviolet (UV) photodetectors, offering a pathway to high-sensitivity and polarization-

selective UV sensing [305]. The inherent polarization properties of ZnO nanorods are

attributed to their wurtzite crystal structure, which facilitates the separation of electric

field components parallel and perpendicular to the rod axis, leading to differential ab-

sorption and emission properties [306, 307]. In this context, we studied the polarization

behaviour of our samples through the Stokes parameters at a wavelength of 785 nm,

a wavelength far from the absorption edges of the constituents, resulting in negligible

absorption.

The anisotropy results in birefringence, a material property where there is a direction

dependent refractive index. In general, the birefringence of the bulk ZnO crystal is very

small, and nanorods and nanowire arrays have been proposed as “external” macroscopic

birefringent materials, in which the effect arises from the ordered 1D morphology. A

smooth anisotropic crystal, like those used in waveplates (like HWP and QWP), alters

the polarization state of light but maintains the degree of polarization (P), as it does

not introduce randomness (see section 2.7.1 for an introduction on polarization in the

context of statistical optics). The study of the degree of polarization serves to a) evaluate

the suitability of the as synthesized NR/NT arrays for polarization sensitive applications

and b) it may give insights into the uniformity of the nanorod distribution. An ordered,

uniform ensemble should preserve the degree of polarization by eliminating randomness
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associated with a distribution of different scatterers, resulting in an external macroscopic

waveplate-like sample.

In principle, the deposited nanoparticles themselves are not expected to affect the de-

gree of polarization, as they are small in comparison to the wavelength of light and thus

scatter in the Rayleigh regime [308], resulting in well defined polarizations. However,

the complex architecture of our samples promotes multiple scattering events, leading to

randomization of light paths and a consequent mix of polarization states, identified as a

primary mechanism for polarization loss as discussed in section 2.7. This multiple scat-

tering events should be mainly a consequence of a) a distribution of nanorods of different

dimensions and orientations and b) a non uniform distribution of SnS, specially of the

larger clusters, the diameters of which are comparable to the dimensions of the nanorods

(see Dcluster in table 6.1). The surface roughness of SnS particles on NR/NT surfaces

might also influence depolarization, although its impact is presumed minimal due to the

relative scale of surface roughness compared to the larger scale inhomogeneities presented

by the disordered nanorod arrays. It’s also worth noting that the structural stability of

the samples and negligible heating effects at the incident power used suggest no significant

temporal variations in properties, with measurements conducted at equilibrium.

We now focus our attention towards figures 6.9a and 6.9c which show the degree of

polarization (P) as a function of angle of incidence for the 4 mM set, in transmittance and

reflectance, respectively. Notice that the corresponding degree of polarization for a glass

plate appears as a grey dashed line, which gives a reference of the behaviour of a relatively

smooth, uniform sample. In transmittance (6.9a) we see that all samples show almost the

same polarization around the normal direction, within 2%. A similar trend is observed in

reflectance (6.9c), where the general behaviour of all samples is similar. These samples

all have similar average dimensions, as can be seen in table 6.1, which could explain the

similarities in P. This in turn suggest that the deposition of SnS by itself does not modify

substantially the degree of polarization, as expected.

The transmittance is flat, which suggest that there is no preferential orientation of the

nanorod arrays around the normal incidence. In reflectance the samples have a similar be-

haviour between each other, but there tends to be an increase in the degree of polarization

as the angle of incidence increases, which may be a consequence of two factors. Firstly, at

large angles of incidence the reflectance of the glass plate is very large, while that of the

disordered NRs is expected to be similar at every angle, which means that the response

may be dominated by the polarization-conserving glass substrate. Secondly, Brewster’s

angle of bulk ZnO is around 60 degrees. At this angle, reflected light is perfectly polarized

and it is possible that the ZnO seed layer contributes to the high degree of polarization.

Clearly this does not apply to the ZnO NR/NTs, as their orientation means that light is
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not necessarily reflected from their walls at the critical angle condition. The reflectance

curves do not show very sharp features, suggesting that there is no preferential growth

direction in the nanorod array. An exception may be the 4 mM 15 cycle sample, which

shows what appears to be a feature close to 38 degrees, and may indicate the presence of

a preferential direction, but with a very large standard deviation in the distribution, as

the feature is not sharp. Finally, notice that the degree of polarization in transmittance is

similar to that of the glass plate, while there is a large loss in P in reflectance. This may

be related to the fact that at λ = 785 nm, the haze in reflectance is around 75% whereas

that in transmittance is only around 25%.

Figure 6.9: Degree of polarization as a function of the angle of incidence in transmittance for the a) 4 mM
and b) 12 mM sets and in reflectance for the c) 4 mM and d) 12 mM sets. All plots have a dashed line that

indicates the measured degree of polarization for a glass slide 1.25 mm thick.
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The 12 mM set shows a different behaviour. From figure 6.9b we see that the degree of

polarization for all samples is mostly flat, indicating that there is no preferential direction

close to the substrate normal. However, we see a decrease in P in the 0 cycles and

specially the 10 cycles sample. These set shows large discrepancies in dimensions, which

could explain why there are differences in the degree of polarization between the samples,

unlike what was observed in the case of the 4 mM set. The 15 cycle sample preserves

polarization as much as the glass plate, which may be related to the fact that the haze is

around 25% compared to the 50% of the other samples (see figure 6.4d). This effect could

be attributed to the relatively uniform dimensions of the NR/NTs, captured in the small

standard deviations of the diameter and apparent length in table 6.1. This deviations

are of the order of those found in the 4 mM set, which displayed a very similar degree

of polarization around normal incidence. On the contrary, the 0 and 10 cycle samples

have a wider distribution of sizes and higher transmittance haze, which may explain the

decrease in the degree of polarization observed in figure 6.9b.

In reflectance, figure 6.9d, we see that the sensitized samples show a response that is

mostly flat, indicative of a lack of preferential direction. This contrasts with the 0 cycle

sample, which displays a very clear feature near 50◦. This may suggest the existence of a

preferential growth direction compared to the other samples. Unlike the 4 mM, 15 cycle

sample, this feature is pronounced, which may indicate that there is a relatively narrower

distribution of orientations. All samples show an increase in the degree of polarization

when the angle of incidence increases, as was the case for the 4 mM set, suggesting that it

is indeed an effect of the substrate, which is common to all samples. This set reduces the

degree of polarization when compared to the glass plate, which can be associated with

the large haze, as shown in figure 6.4b. Notice that the 12mM 15 cycle sample has a

reflectance haze at 785 nm similar to that of the 4 mM set, around 75%, while they also

share a similar degree of polarization, close to 70%. On the contrary, the 12 mM samples

with 0 and 10 cycles have more haze and a lower degree of polarization.

The correlation between features in the degree of polarization and the existence of a

preferential direction of growth in the nanorod arrays can be qualitatively understood as

follows. If the incident light is aligned to the preferential growth direction of the nanorods

(c-axis) then some rays will find gaps between the nanorods and will not be scattered.

Others will be scattered, but the interaction with the nanorods will be minimized. This

situation is depicted in figure 6.10a. Compare this situation to that shown in figure 6.10b,

where light is incident at an oblique angle relative to the preferential direction. In this case

the light will be incident upon the side of the nanorods, which results in more occurrences

of scattering events while it traverses the sample. As more scattering events result in a

greater degree of polarization loss, it is expected that in the second case the light will be
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more depolarized. If the distribution of nanorods is totally random, meaning that there is

no preferential direction, these situations can not be distinguished and there should not

be a dependence with the angle of incidence.

Figure 6.10: Schematics used to discuss the angular dependence of the degree of polarization.
in a) the angle of incidence is close to the preferential growth direction, and the light rays can go
straight through caps, while at b) oblique incidence there are more interactions with the nanorods,

enhancing multiple scattering.

The degree of polarization in the 4 mM is similar for most samples, while in the

12 mM set the behaviours are different. As can be seen in table 6.1 the first set has

similar dimensions, while the second displays large differences. This suggests that the

changes in degree of polarization are due to changes in morphology between the samples,

which may affect multiple scattering. In order to quantify the effects of morphology, we

calculate the aspect ratio, Lapp/D, for the samples using the values obtained from the

SEM images. Figures 6.11a and 6.11b show the average degree of polarization and the

haze at λ = 785nm as a function of the aspect ratio, for transmittance and reflectance,

respectively.

We can clearly see in both cases that, as the aspect ratio increases, P decreases. This

dependency with the aspect ratio has already been reported in the literature by our group

[309]. This suggests that the main factor affecting the degree of polarization is not the

presence of SnS nanoparticles themselves, but rather the difference in the dimensions of

the nanostructures. This is consistent with the idea that the main mechanisms leading

to a decrease in the degree of polarization is multiple scattering.

Figure 6.11 also highlights the relationship between degree of polarization and haze.

In general, the less dispersive samples better preserve the degree of polarization, consis-

tent with the link of multiple scattering and polarization loss previously reported by our
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group[310]. The 4 mM 10 cycles sample is not shown because it does not have a defined

aspect ratio due to lack of visible NRs. These relationship between haze and aspect ra-

tio also helps to explain the tendencies observed in the spectral dependence of the haze,

shown in figure 6.4.

Figure 6.11: Average degree of Polarization (P) and Haze as at λ = 785nm in the cases of a) transmittance,
where the inset shows a close up of the degree of polarization, and b) reflectance. Dashed gray line indicates
the linear fit for the polarization of the samples. The samples that show nanotubes (NTs) are indicated.

The results presented in this section highlight the variety of behaviours achievable with

NRs/NTs arrays by controlling the morphology in the nanostructures. An important in-

sight is that, at this wavelength in the transparent region of the materials, it depends

mainly on the underlying nanostructures and not on the deposited material. Although

multiple scattering, mainly affected by NR dimensions, appears to be the main contrib-

utor to the effects of the degree of polarization, it is possible that other factors such as

crystallinity, surface roughness, the random distribution of sensitizer, or the presence of

NTs also play a role. In order to study the influence of these factors, the effects should be

isolated by working with samples with controlled parameters. In particular, it would be of

great interest fabricating pairs of samples of the same dimensions, one with nanorods and

the other with nanotubes, to elucidate the difference in the interaction of the structures

with polarized light. As can be seen in the figures, the highly sensitized samples display-

ing nanotubes tend to result in the highest degrees of polarization. However, this effect

can not be separated from those resulting from size differences in this set of samples.
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6.6. Conclusions and future perspectives

In this chapter, we investigated the morphological and optical properties of ZnO

nanorods sensitized with SnS via SILAR. Scanning electron microscopy (SEM) revealed

the formation of ZnO nanorods, with some samples exhibiting nanotube structures after

sensitization. Spectral reflectance and transmittance measurements were conducted, with

the shift in the spectra upon sensitization highlighting the potential of the technique to

tailor the absorption. The absorption edges were fitted through the Tauc plot method,

successfully reconstructing the absorbance spectra. Both a direct and indirect bandgap

were observed with gap energies consistent with quantum confinement effects.

The Urbach energy, a parameter defining the width of the Urbach tail, also displayed

variations potentially linked to the specific nanostructures. Our simulations demonstrate

that while there is no temperature increase in our experimental conditions, nanotubes

with thicker SnS walls have less stress in the SnS shell, consistent with a thinner Urbach

tail.

We further attempted to model the light propagation within the samples using the

transfer matrix method; however, the results indicated limitations in its applicability

to these complex nanomaterials. Even though the transmittance spectra could be re-

produced by fitting the volume fractions in the air-ZnO-SnS layer, the corresponding

reflectance spectra showed almost no similarities compared to experiments, except for

the overall range of values. These results, and considering that the samples are highly

diffusive as demonstrated by the haze measurements, suggest that diffusive models are

more appropriate to study the propagation in these samples.

Finally, the degree of polarization was studied, revealing a negative correlation with

the aspect ratio, consistent with previous reports for nanorod arrays. Furthermore, it was

shown that the more diffusive samples, tended to be the ones which lowered the degree

of polarization of light the most, suggesting that the main mechanism of polarization

loss is multiple scattering. This could be expected because the surface roughness and

the spatial variations in the refractive index introduced by the SnS are small, at least

in the transparent region, compared to the large scale inhomogeneities of the underlying

NR/NTs structure.

To further elucidate the observed phenomena, future research should involve the inves-

tigation of larger sample sets with well-isolated and controlled properties. This systematic

approach, where only one parameter is varied at a time, would enable a more precise un-

derstanding of the individual effects of the fabrication parameters on the structural and

optical characteristics.

Moreover, the development of more sophisticated diffusive models specifically tailored

to these types of nanomaterials is needed. Such models could provide deeper insights
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into light propagation within the ZnO-SnS nanostructures, leading to the design and

optimization of materials with desired optical properties for various applications. A good

starting point are the two-flux models previously employed by our group in the study of

NR arrays.

Finally, first-principles or DFT calculations [311, 312] are crucial for investigating the

dependence of the Urbach tail energy on the structural differences between nanorods and

nanotubes. This is important for two key reasons. Firstly, the simulations employed solve

for the continuum and assume bulk-like properties. However, there may be large devi-

ations at the nanoscale, especially as dimensions approach the phonon mean free path.

Previous studies indicate relevant contributions to thermal conductivity from phonons

with mean free paths up to 15 nm [313], which is larger than both the nanocrystal

sizes calculated from the absorption edge shifts (using the Brus formula) and the typ-

ical SILAR-deposited thicknesses of 5 nm. Secondly, DFT calculations can provide the

phonon dispersion relationships in nanorods and nanotubes. Though temperature may

not be a significant factor in our samples, variations in phonon modes between the two

structures could provide valuable insights.
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Chapter 7

Conclusion and future perspectives

Throughout this work we studied the optical properties of very different nanostruc-

tured materials, beginning with dielectric thin films of SiO2, then working with the wings

of the translucent butterfly and the common moth and lastly with ZnO NR/NTs sen-

sitized with SnS. In all chapters the application and suitability of the developed and

implemented TMM was evaluated. We found that for the films the application of the

model is straightforward and accurate. On the other hand, the limitations of the model

were highlighted by the other samples, particularly the ZnO NRs. In the case of the

insect wings, we found that the polarization conversion effects made the TMM incapable

of modelling the polarization behaviour of the samples, even though when evaluating un-

polarized light the results were satisfactory. In the later samples, we observed that the

TMM is not suitable for their analysis, and diffusive models should be applied.

The first outcome of this thesis is the TMM and related codes, including the possibility

to work with incoherent layers and mixed media through the EMA. This adds another

tool to the library of the group, with the possibility to aid in the explanation of other

materials and devices in the future. In order to gain a better understanding of the model,

and to take maximum advantage, more suitable samples than the ones used in the later

part of this work are required. It would be interesting to apply it to stack of thin films, in

particular using the semiconductor materials currently under study in the group. After

the characterization of their optical properties, for example, the TMM could be used

to optimize the thicknesses in a stack of multilayers to maximize solar absorption, with

potential application in photovoltaic solar cells. It could be promising to build on the

silicon dioxide platform, as these films are simple to fabricate, low cost, and have smooth

surfaces with high levels of homogeneity.

The other outcomes refer to the specific interesting properties of each of the complex

samples. In the case of the wings of the translucent butterfly and the common moth, the

polarization conversion effects were particularly remarkable. As detailed in that section,
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a more comprehensive study of this phenomena is needed, and promises very interesting

challenges. Understanding this phenomenon would not only contribute to scientific knowl-

edge, but also develop the group’s tools to work and understand the effects of complex

structures on polarized light. Maybe the biggest achievement of this section of the work

was the setup of a collaboration with the groups of Analytical Biochemistry and Ento-

mology at the Faculty of Sciences, which promises to be an avenue for fruitful discussions

in the future.

In the NR/NTs samples the most novel aspect was the formation of NTs, as detailed

throughout chapter 6. This is very interesting because, even though the GFES has vast

experience working with ZnO NRs, it had never encountered NTs. Future work should

focus on obtaining samples with well defined characteristics, trying to have NRs and NTs

with the same dimensions (length, external diameter and coverage), in order to elucidate

the differences between the nanostructures.

Overall, from this work a new tool for result analysis was developed, and its application

in different materials successfully evaluated. Due to the very different nature of the

samples, a wide variety of potential research directions can be taken from this work.
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[138] Mäthger Lydia M. et al. “Bright White Scattering from Protein Spheres in Color

Changing, Flexible Cuttlefish Skin”. In: Advanced Functional Materials 23.32

(Aug. 26, 2013), pp. 3980–3989. issn: 1616-301X, 1616-3028. doi: 10.1002/adfm.
201203705.

[139] Vukusic Pete, Hallam Benny, and Noyes Joe. “Brilliant Whiteness in Ultrathin

Beetle Scales”. In: Science 315.5810 (Jan. 19, 2007), pp. 348–348. issn: 0036-8075,

1095-9203. doi: 10.1126/science.1134666.

[140] Ni Y. X. et al. “Controlling light scattering and polarization by spherical particles

with radial anisotropy”. In: Optics Express 21.7 (Apr. 8, 2013), p. 8091. issn:

1094-4087. doi: 10.1364/OE.21.008091.

144

https://doi.org/10.1098/rsif.2007.1268
https://doi.org/10.1098/rsif.2007.1268
https://doi.org/10.7717/peerj.4590
https://doi.org/10.1016/s0141-8130(05)80007-8
https://doi.org/10.1016/s0141-8130(05)80007-8
https://doi.org/10.1016/0141-8130(95)01079-3
https://doi.org/10.1016/j.xcrp.2021.100479
https://doi.org/10.1088/1748-3190/aaa3a9
https://doi.org/10.1002/adfm.201203705
https://doi.org/10.1002/adfm.201203705
https://doi.org/10.1126/science.1134666
https://doi.org/10.1364/OE.21.008091


[141] Sromovsky L.A. “Effects of Rayleigh-scattering polarization on reflected intensity:

a fast and accurate approximation method for atmospheres with aerosols”. In:

Icarus 173.1 (Jan. 2005), pp. 284–294. issn: 00191035. doi: 10.1016/ j . icarus.
2004.07.016.

[142] Kim Arnold D. et al. “Polarized light propagation and scattering in random me-

dia”. In: BiOS 2001 The International Symposium on Biomedical Optics. Ed. by

Duncan Donald D., Jacques Steven L., and Johnson Peter C. San Jose, CA, July 9,

2001, p. 90. doi: 10.1117/12.434691.

[143] Cheng Qian, Wang Ying-min, and Zhang Ying-luo. “Analysis of the polarization

characteristics of scattered light of underwater suspended particles based on Mie

theory”. In: Optoelectronics Letters 17.4 (Apr. 2021), pp. 252–256. issn: 1673-1905,

1993-5013. doi: 10.1007/s11801-021-0039-0.

[144] Chen Weijin et al. “Global Mie Scattering: Polarization Morphologies and the Un-

derlying Topological Invariant”. In: ACS Omega 5.23 (June 16, 2020), pp. 14157–

14163. issn: 2470-1343, 2470-1343. doi: 10.1021/acsomega.0c01843.

[145] Fesenko Volodymyr I. and Sukhoivanov Igor A. “Polarization Conversion in In-

homogeneous Anisotropic Multilayer Structures”. In: Lasers, Sources, and Related

Photonic Devices. Advances in Optical Materials. San Diego, California: OSA,

2012, JTh2A.7. isbn: 978-1-55752-933-6. doi: 10.1364/AIOM.2012.JTh2A.7.

[146] Saba Matthias et al. “Group theory of circular-polarization effects in chiral pho-

tonic crystals with four-fold rotation axes applied to the eight-fold intergrowth

of gyroid nets”. In: Physical Review B 88.24 (Dec. 11, 2013), p. 245116. issn:

1098-0121, 1550-235X. doi: 10.1103/PhysRevB.88.245116.

[147] Whitney Barbara A. and Wolff Michael J. “Scattering and Absorption by Aligned

Grains in Circumstellar Environments”. In: The Astrophysical Journal 574.1

(July 20, 2002), pp. 205–231. issn: 0004-637X, 1538-4357. doi: 10.1086/340901.

[148] Nichelatti E., Montecchi M., and Montereali R.M. “Optical reflectance and trans-

mittance of a multilayer coating affected by refractive-index inhomogeneity, inter-

face roughness, and thickness wedge”. In: Journal of Non-Crystalline Solids 355.18

(July 2009), pp. 1115–1118. issn: 00223093. doi: 10.1016/j.jnoncrysol.2008.11.
040.

[149] Montecchi Marco, Montereali Rosa Maria, and Nichelatti Enrico. “Reflectance and

transmittance of a slightly inhomogeneous thin film bounded by rough, unparallel

interfaces”. In: Thin Solid Films 396.1 (Sept. 2001), pp. 264–275. issn: 00406090.

doi: 10.1016/S0040-6090(01)01253-6.

145

https://doi.org/10.1016/j.icarus.2004.07.016
https://doi.org/10.1016/j.icarus.2004.07.016
https://doi.org/10.1117/12.434691
https://doi.org/10.1007/s11801-021-0039-0
https://doi.org/10.1021/acsomega.0c01843
https://doi.org/10.1364/AIOM.2012.JTh2A.7
https://doi.org/10.1103/PhysRevB.88.245116
https://doi.org/10.1086/340901
https://doi.org/10.1016/j.jnoncrysol.2008.11.040
https://doi.org/10.1016/j.jnoncrysol.2008.11.040
https://doi.org/10.1016/S0040-6090(01)01253-6


[150] Tikhonravov A. V. et al. “Influence of small inhomogeneities on the spectral char-

acteristics of single thin films”. In: Applied Optics 36.28 (Oct. 1997), p. 7188. issn:

0003-6935, 1539-4522. doi: 10.1364/AO.36.007188.

[151] Stroud D. “The effective medium approximations: Some recent developments”. In:

Superlattices and Microstructures 23.3 (Mar. 1998), pp. 567–573. issn: 07496036.

doi: 10.1006/spmi.1997.0524.

[152] Saranathan Vinodkumar et al. “Structure, function, and self-assembly of single

network gyroid ( I 4 32) photonic crystals in butterfly wing scales”. In: Proceedings

of the National Academy of Sciences 107.26 (June 2010), pp. 11676–11681. issn:

0027-8424, 1091-6490. doi: 10.1073/pnas.0909616107.

[153] Stoddart P R et al. “Optical properties of chitin: surface-enhanced Raman scatter-

ing substrates based on antireflection structures on cicada wings”. In: Nanotechnol-

ogy 17.3 (Feb. 2006), pp. 680–686. issn: 0957-4484, 1361-6528. doi: 10.1088/0957-
4484/17/3/011.

[154] Jacucci Gianni et al. “Light Management with Natural Materials: From Whiteness

to Transparency”. In: Advanced Materials 33.28 (July 2021), p. 2001215. issn:

0935-9648, 1521-4095. doi: 10.1002/adma.202001215.

[155] Kotsidas Panagiotis, Modi Vijay, and Gordon Jeffrey M. “Gradient-index lenses for

near-ideal imaging and concentration with realistic materials”. In: Optics Express

19.16 (Aug. 1, 2011), p. 15584. issn: 1094-4087. doi: 10.1364/OE.19.015584.

[156] Moore Duncan T. “Gradient-index optics: a review”. In: Applied Optics 19.7

(Apr. 1, 1980), p. 1035. issn: 0003-6935, 1539-4522. doi: 10.1364/AO.19.001035.

[157] Han Z.W. et al. “Antireflective surface inspired from biology: A review”. In: Bio-

surface and Biotribology 2.4 (Dec. 2016), pp. 137–150. issn: 24054518. doi: 10.
1016/j.bsbt.2016.11.002.

[158] Yang Shikuan et al. “Ultra-antireflective synthetic brochosomes”. In: Nature Com-

munications 8.1 (Nov. 3, 2017). Number: 1 Publisher: Nature Publishing Group,

p. 1285. issn: 2041-1723. doi: 10.1038/s41467-017-01404-8.

[159] Muthukrishnan Subbaratnam et al. “Insect Cuticular Chitin Contributes to Form

and Function”. In: Current pharmaceutical design 26.29 (2020), pp. 3530–3545.

issn: 1381-6128. doi: 10.2174/1381612826666200523175409.

[160] Smentkowski V et al. “Exploration of a Butterfly Wing Using a Diverse

Suite of Characterization Techniques”. In: Microscopy and Microanalysis 12

(S02 Aug. 2006), pp. 1228–1229. issn: 1431-9276, 1435-8115. doi: 10 . 1017 /
S1431927606067845.

146

https://doi.org/10.1364/AO.36.007188
https://doi.org/10.1006/spmi.1997.0524
https://doi.org/10.1073/pnas.0909616107
https://doi.org/10.1088/0957-4484/17/3/011
https://doi.org/10.1088/0957-4484/17/3/011
https://doi.org/10.1002/adma.202001215
https://doi.org/10.1364/OE.19.015584
https://doi.org/10.1364/AO.19.001035
https://doi.org/10.1016/j.bsbt.2016.11.002
https://doi.org/10.1016/j.bsbt.2016.11.002
https://doi.org/10.1038/s41467-017-01404-8
https://doi.org/10.2174/1381612826666200523175409
https://doi.org/10.1017/S1431927606067845
https://doi.org/10.1017/S1431927606067845


[161] Michielsen K and Stavenga D.G. “Gyroid cuticular structures in butterfly wing

scales: biological photonic crystals”. In: Journal of the Royal Society Interface

5.18 (Jan. 6, 2008), pp. 85–94. issn: 1742-5689. doi: 10.1098/rsif.2007.1065.

[162] Santos Antonio et al. “Simultaneous Optical and Electrical Characterization of

GaN Nanowire Arrays by Means of Vis-IR Spectroscopic Ellipsometry”. In: The

Journal of Physical Chemistry C XXXX (Jan. 2019). doi: 10.1021/acs. jpcc .
9b10556.

[163] Garum Mohamed et al. “Ultrahigh-Resolution 3D Imaging for Quantifying the

Pore Nanostructure of Shale and Predicting Gas Transport”. In: Energy & Fuels

35.1 (Jan. 7, 2021), pp. 702–717. issn: 0887-0624, 1520-5029. doi: 10.1021/acs.
energyfuels.0c03225.

[164] Dallaeva Dinara Sultanovna and Tomanek Pavel. “AFM Study of Structure In-

fluence on Butterfly Wings Coloration”. In: Advances in Electrical and Electronic

Engineering 10.2 (June 30, 2012), pp. 120–124. issn: 1804-3119, 1336-1376. doi:

10.15598/aeee.v10i2.616.

[165] Dallaeva Dinara et al. “AFM Imaging of Natural Optical Structures”. In: AP-

PLIED PHYSICS 12.6 (2014).

[166] Priyanka et al. “Smart strategy of butterfly wing scales to control the light diffusion

and absorption”. In: Journal of the Optical Society of America B 38.8 (Aug. 1,

2021), p. 2297. issn: 0740-3224, 1520-8540. doi: 10.1364/JOSAB.426003.

[167] Stavenga D. G., Giraldo M. A., and Hoenders B. J. “Reflectance and transmittance

of light scattering scales stacked on the wings of pierid butterflies”. In: Optics

Express 14.11 (May 29, 2006). Publisher: Optica Publishing Group, pp. 4880–

4890. issn: 1094-4087. doi: 10.1364/OE.14.004880.

[168] Krishna Anirudh et al. “Infrared optical and thermal properties of microstructures

in butterfly wings”. In: Proceedings of the National Academy of Sciences 117.3

(Jan. 21, 2020), pp. 1566–1572. issn: 0027-8424, 1091-6490. doi: 10.1073/pnas.
1906356117.

[169] Frezza Fabrizio, Mangini Fabio, and Tedeschi Nicola. “Introduction to electromag-

netic scattering: tutorial”. In: Journal of the Optical Society of America A 35.1

(Jan. 1, 2018), p. 163. issn: 1084-7529, 1520-8532. doi: 10 .1364 /JOSAA.35 .
000163.

[170] Sun Wenbo, Loeb Norman G., and Lin Bing. “Light Scattering by an Infinite

Circular Cylinder Immersed in an Absorbing Medium”. In: Applied Optics 44.12

(Apr. 20, 2005), p. 2338. issn: 0003-6935, 1539-4522. doi: 10.1364/AO.44.002338.

147

https://doi.org/10.1098/rsif.2007.1065
https://doi.org/10.1021/acs.jpcc.9b10556
https://doi.org/10.1021/acs.jpcc.9b10556
https://doi.org/10.1021/acs.energyfuels.0c03225
https://doi.org/10.1021/acs.energyfuels.0c03225
https://doi.org/10.15598/aeee.v10i2.616
https://doi.org/10.1364/JOSAB.426003
https://doi.org/10.1364/OE.14.004880
https://doi.org/10.1073/pnas.1906356117
https://doi.org/10.1073/pnas.1906356117
https://doi.org/10.1364/JOSAA.35.000163
https://doi.org/10.1364/JOSAA.35.000163
https://doi.org/10.1364/AO.44.002338


[171] Bohren Craig F. and Huffman Donald R. Absorption and Scattering of Light by

Small Particles. 1st ed. Wiley, Apr. 23, 1998. isbn: 978-0-471-29340-8 978-3-527-

61815-6. doi: 10.1002/9783527618156.

[172] Zhou Jianyang and Zhao Daomu. “Scattering of a random electromagnetic beam

from a random medium with spectral dependence”. In: Optics Express 25.15

(July 24, 2017), p. 17114. issn: 1094-4087. doi: 10.1364/OE.25.017114.

[173] Berreman Dwight W. “Optics in Stratified and Anisotropic Media: 4×4-Matrix

Formulation”. In: Journal of the Optical Society of America 62.4 (Apr. 1, 1972),

p. 502. issn: 0030-3941. doi: 10.1364/JOSA.62.000502.

[174] Yeh Pochi. “Electromagnetic propagation in birefringent layered media”. In: Jour-

nal of the Optical Society of America 69.5 (May 1, 1979), p. 742. issn: 0030-3941.

doi: 10.1364/JOSA.69.000742.

[175] Yeh Pochi. “Optics of anisotropic layered media: A new 4 × 4 matrix algebra”. In:

Surface Science 96.1 (June 1980), pp. 41–53. issn: 00396028. doi: 10.1016/0039-
6028(80)90293-9.

[176] Schubert Mathias. “Polarization-dependent optical parameters of arbitrarily

anisotropic homogeneous layered systems”. In: Physical Review B 53.8 (Feb. 15,

1996), pp. 4265–4274. issn: 0163-1829, 1095-3795. doi: 10.1103/PhysRevB.53.
4265.

[177] Goldstein Herbert, Poole Charles P., and Safko John L. Classical Mechanics.

Google-Books-ID: tJCuQgAACAAJ. Addison Wesley, 2002. 638 pp. isbn: 978-

0-201-65702-9.

[178] Arwin Hans et al. “Chirality-induced polarization effects in the cuticle of scarab

beetles: 100 years after Michelson”. In: Philosophical Magazine 92.12 (Apr. 21,

2012), pp. 1583–1599. issn: 1478-6435, 1478-6443. doi: 10.1080/14786435.2011.
648228.

[179] Scarangella Adriana, Soldan Vanessa, and Mitov Michel. “Biomimetic design of iri-

descent insect cuticles with tailored, self-organized cholesteric patterns”. In: Nature

Communications 11.1 (Aug. 14, 2020). Number: 1 Publisher: Nature Publishing

Group, p. 4108. issn: 2041-1723. doi: 10.1038/s41467-020-17884-0.

[180] Wang Xiaoming and Yan Yanfa. “Optical activity of solids from first principles”.

In: Physical Review B 107.4 (Jan. 2023), p. 045201. issn: 2469-9950, 2469-9969.

doi: 10.1103/PhysRevB.107.045201.

148

https://doi.org/10.1002/9783527618156
https://doi.org/10.1364/OE.25.017114
https://doi.org/10.1364/JOSA.62.000502
https://doi.org/10.1364/JOSA.69.000742
https://doi.org/10.1016/0039-6028(80)90293-9
https://doi.org/10.1016/0039-6028(80)90293-9
https://doi.org/10.1103/PhysRevB.53.4265
https://doi.org/10.1103/PhysRevB.53.4265
https://doi.org/10.1080/14786435.2011.648228
https://doi.org/10.1080/14786435.2011.648228
https://doi.org/10.1038/s41467-020-17884-0
https://doi.org/10.1103/PhysRevB.107.045201


[181] Belamie E., Davidson P., and Giraud-Guille M. M. “Structure and Chirality of the

Nematic Phase in -Chitin Suspensions”. In: The Journal of Physical Chemistry B

108.39 (Sept. 2004), pp. 14991–15000. issn: 1520-6106, 1520-5207. doi: 10.1021/
jp048152u.

[182] Shipovskaya Anna B., Shmakov Sergei L., and Gegel Natalia O. “Optical activity

anisotropy of chitosan-based films”. In: Carbohydrate Polymers 206 (Feb. 2019),

pp. 476–486. issn: 01448617. doi: 10.1016/j.carbpol.2018.11.026.

[183] Kim Jaeho, Kim Kwangrak, and Pahk Heui Jae. “Thickness Measurement of a

Transparent Thin Film Using Phase Change in White-Light Phase-Shift Interfer-

ometry”. In: Current Optics and Photonics 1.5 (Oct. 2017), pp. 505–513. doi:

10.3807/COPP.2017.1.5.505.

[184] Martinez Juan P. et al. “Crossed polarization optical transmittance spectra as a

way of determining wing thickness of the Episcada Hymenaea translucent butter-

fly”. In: MRS Advances (July 24, 2023). issn: 2059-8521. doi: 10.1557/s43580-
023-00614-1.

[185] Pereyra C. J. et al. “Scattering of light by ZnO nanorod arrays”. In: Optics Letters

46.10 (May 15, 2021). Publisher: Optica Publishing Group, pp. 2360–2363. issn:

1539-4794. doi: 10.1364/OL.422706.

[186] Zakharov Pavel et al. “Multiple-scattering suppression in dynamic light scattering

based on a digital camera detection scheme”. In: Applied Optics 45.8 (Mar. 10,

2006), p. 1756. issn: 0003-6935, 1539-4522. doi: 10.1364/AO.45.001756.

[187] Wong Apollo P. Y. and Wiltzius P. “Dynamic light scattering with a CCD camera”.

In: Review of Scientific Instruments 64.9 (Sept. 1, 1993), pp. 2547–2549. issn:

0034-6748, 1089-7623. doi: 10.1063/1.1143864.

[188] Rector D et al. “Spatio-temporal mapping of rat whisker barrels with fast scattered

light signals”. In: NeuroImage 26.2 (June 2005), pp. 619–627. issn: 10538119. doi:

10.1016/j.neuroimage.2005.02.030.

[189] Neukammer Jörg et al. “Angular distribution of light scattered by single biological

cells and oriented particle agglomerates”. In: Applied Optics 42.31 (Nov. 1, 2003),

p. 6388. issn: 0003-6935, 1539-4522. doi: 10.1364/AO.42.006388.

[190] Lequime Michel et al. “A goniometric light scattering instrument with high-

resolution imaging”. In: Optics Communications 282.7 (Apr. 2009), pp. 1265–1273.

issn: 00304018. doi: 10.1016/j.optcom.2008.12.053.

149

https://doi.org/10.1021/jp048152u
https://doi.org/10.1021/jp048152u
https://doi.org/10.1016/j.carbpol.2018.11.026
https://doi.org/10.3807/COPP.2017.1.5.505
https://doi.org/10.1557/s43580-023-00614-1
https://doi.org/10.1557/s43580-023-00614-1
https://doi.org/10.1364/OL.422706
https://doi.org/10.1364/AO.45.001756
https://doi.org/10.1063/1.1143864
https://doi.org/10.1016/j.neuroimage.2005.02.030
https://doi.org/10.1364/AO.42.006388
https://doi.org/10.1016/j.optcom.2008.12.053


[191] Barnes M. D. et al. “A CCD based approach to high-precision size and refractive

index determination of levitated microdroplets using Fraunhofer diffraction”. In:

Review of Scientific Instruments 68.6 (June 1, 1997), pp. 2287–2291. issn: 0034-

6748, 1089-7623. doi: 10.1063/1.1148134.
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Appendix A

Proof of the Stokes parameters

measurement configuration

There are several intensity measurement schemes used to obtain the Stokes parameters

[50, 317]. In this appendix we will demonstrate that the configuration utilized in this work

yields the correct Stokes parameters for an arbitrary beam. We will first “guess” the

configuration by asking the question: what should the optical elements do to a light beam

of known polarization so that the reading at the detectors yield the correct parameter?.

Then, using the tools of Jones calculus[27, 28, 49] we will analyze a train of optical

elements and formally prove that the configuration that answers the previous question

gives the Stokes parameters for any beam.

The Stokes parameters are defined as shown in equation A.1[48].

S0 = I = |Ex|2 + |Ey|2 = ExE
∗
x + EyE

∗
y

S1 = I0◦ − I90◦ = ExE
∗
x − EyE

∗
y

S2 = I45◦ − I135◦ = ExE
∗
y + EyE

∗
x

S3 = IRHCP − ILHCP = i(ExE
∗
y − EyE

∗
x)

(A.1)

Any electric field can be decomposed on two orthogonal polarizations[28], and the

temporal dependence of the amplitude can be expressed as follows:

Ex(t) = E0xe
i(ωt+δx) = Exe

iωt

Ey(t) = E0ye
i(ωt+δy) = Eye

iωt
(A.2)

Now consider the train of optical elements that appears in figure A.1. We have a

retarder plate (R) introducing a phase difference of γ with its fast axis making an angle

of ϕ with the horizontal (x̂) direction. After this we place a linear polarizer (LP) with

transmission axis at an angle θ.
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Figure A.1: Train of optical elements used to analyze the state of polarization. First a retarder
plate that introduces a phase difference between its fast and slow axes of γ, the fast axis (FA) of
which makes an angle of ϕ with the horizontal x̂ axis of the lab. After the retarder we have a

linear polarizer with a transmission axis making an angle of θ with the x̂ axis of the lab

Now we can use the tools of Jones calculus to calculate the effect of both optical

components on an incoming beam of arbitrary polarization. We have that in the lab basis

(x-y) the electric field at the output can be calculated as follows, where JLP and JR are

the Jones matrices in the x-y basis of the linear polarizer and retarder, respectively:

Eout =

(
Eout

x

Eout
y

)
= JLPJREin =(

cos2θ sinθcosθ

sinθcosθ sin2θ

)(
cos2ϕeiγ + sin2ϕ sinϕcosϕ(eiγ − 1)

sinϕcosϕ(eiγ − 1) sin2ϕeiγ + cos2ϕ

)(
Ex

Ey

) (A.3)

The experimental setup considered in this work utilizes a Wollaston prism to separate

the components of polarization. As the axes of the prism are aligned with the x-y axes

of the lab, we can think of it as two simultaneous linear polarizers—one aligned with the

horizontal and the other with the vertical direction. This is equivalent to making two

simultaneous measurements, the output of one is calculated with θ = 0 (x̂ direction) and

of the other using θ = 90◦ (ŷ direction) in equation A.3. These two positions are fixed,

and we want the Stokes parameters to be simply calculated as the difference between

the horizontal and the vertical polarizer: Si = Iθ=0◦ − Iθ=90◦ = Ix − Iy. The S0 and S1

are directly obtained from the reading without placing the retarder. The question then

becomes, what should the position (ϕ) and phase difference (γ) imposed by the retarder

be in order to obtain the remaining Stokes parameters?
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A.1. The S2 Stokes parameter

If the setup gives a correct Stokes parameter for an arbitrary beam, then it obviously

must give the correct one to a simple, particular case. We begin with this idea, and then

prove that the system used for the particular case gives the correct Stokes parameter for

an arbitrary beam.

The S2 parameter gives the tendency of the beam to be linearly polarized at 45◦ of

the x direction. Imagine that the beam approaching the measurement system is perfectly

polarized in this direction. Then, to obtain the correct Stokes parameter we must have

that Ix = Itotal. Therefore, the effect of the retarder must be to rotate the incoming

beam towards the horizontal direction. It is known that half wave plates (HWP), which

introduce a phase difference of γ = π rotate the plane of polarization of linearly polarized

light an angle dependant on the direction of the HWP (ϕ) relative to the polarization

direction. We want to find the angle that satisfies our condition, ϕ2. Making γ = π

and considering incoming light polarized at 45◦, we impose the condition that the output

is completely polarized in the horizontal direction in equation A.3, and arrive at the

following output before the LP:

Eout =

(
Eout

x

Eout
y

)
=

(
−cos2ϕ+ sin2ϕ −2sinϕcosϕ

−2sinϕcosϕ −sin2ϕ+ cos2ϕ

)
1√
2

(
1

1

)
=

(
1

0

)
(A.4)

Thus we have that the correct position of the HWP relative to the x-y axes, ϕ2, is given

by the solution of the set of equations A.5. Note that if ϕ2 is a solution then sin2ϕ2 −
cos2ϕ2 = −2sinϕ2cosϕ2 and, eliminating between the two equations, −4sinϕ2cosϕ2 =

√
2.

{
−cos2ϕ+ sin2 − 2sinϕcosϕ =

√
2

−2sinϕcosϕ− sin2ϕ+ cos2ϕ = 0
. (A.5)

Now consider an arbitrary beam. The beam after the linear polarizer when its trans-

mission axis is horizontal is given by:

Eout =

(
−cos2ϕ+ sin2ϕ −2sinϕcosϕ

0 0

)(
Ex

Ey

)
(A.6)

Then the intensity can be calculated by multiplying the field with its complex con-

jugate. We do the same for the other polarization direction and arrive at the intensities

shown in equation A.7.
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Ix = ExE
∗
x(sin2ϕ− cos2ϕ)2 + (ExE

∗
y + EyE

∗
x)(−2sinϕcosϕ)(sin2ϕ− cos2ϕ) + EyE

∗
y4sin2ϕcos2ϕ

Iy = ExE
∗
x4sin2ϕcos2ϕ+ (ExE

∗
y + EyE

∗
x)(−2sinϕcosϕ)(cos2ϕ− sin2ϕ) + EyE

∗
y(cos2ϕ− sin2ϕ)2

(A.7)

If we take the difference between the two intensities we find that:

Ix − Iy = ExE
∗
xA+ (ExE

∗
y + EyE

∗
x)B + EyE

∗
yC (A.8)

Where A,B and C are given by:

A = (sin2 ϕ− cos2 ϕ)2 − 4sin2ϕcos2ϕ

B = −4sinϕcosϕ(sin2ϕ− cos2ϕ)

C = 4sin2ϕcos2ϕ− (cos2ϕ− sin2ϕ)2

(A.9)

Evaluating A,B and C at the special angle ϕ2, which is the solution of the set of

equations A.5, we find that A|ϕ2 = C|ϕ2 = 0 and B|ϕ2 = 1. Therefore, we have proven

that by placing the fast axis of the retarder at this angle, the S2 parameter is the difference

between the reading of both detectors for any arbitrary beam:

[Ix − Iy]|ϕ2 = ExE
∗
y + EyE

∗
x = S2 (A.10)

A.2. The S3 Stokes parameter

Following the same idea as in the S2 parameter, note that the S3 parameter quantifies

the tendency of the light beam to be right hand circularly polarized (RHC) versus left

hand circularly polarized (LHC). A perfectly RHC beam should then be transformed by

the retarder into linearly polarized light aligned with the x̂ direction, so that the result

of the measurement is Ix − Iy = 1.

A circularly polarized beam transforms into linearly polarized when it traverses a

quarter wave plate (QWP). RHC polarization occurs when Ey leads Ex by a quarter wave

(π/2) and their magnitudes are equal[28]. If we then place a QWP with the fast axis

aligned with Ex we obtain a linearly polarized beam in the first and third quadrant at

45◦ of the axes of the QWP. Now, if we want this direction to coincide with the x̂ axis of

the lab, it suffices to place the fast axis of the QWP (x̂′) at −45◦ of the horizontal (x̂)

direction.

Now we will prove that this configuration gives the correct reading for an arbitrary

beam. Consider equation A.3 with γ = π/2 and ϕ = −π/4 and again extract the intensi-

ties for both values of θ. The result for each intensity after the LP is:
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Ix =
1

2
(ExE

∗
x + iExE

∗
y − iEyE

∗
x + EyE

∗
y)

Iy =
1

2
(ExE

∗
x + iEyE

∗
x − iExEy ∗ +EyE

∗
y)

(A.11)

From here it is immediate that the difference between them is the S3 parameter, as

shown in equation A.12.

[Ix − Iy]|ϕ=−π/4 = i(ExE
∗
y − EyE

∗
x) = S3 (A.12)
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Appendix B

On the specialized equipment used

in this work

In this appendix we will give a brief introduction on specific specialized optical and

measurement components that were used in this work. The objective is to familiarize

the reader with the basic principles of operation and the terminology employed when

discussing them in the experimental setups or their possible effects in the measurements

B.1. Lock-in amplifier

Lock in amplifiers are electronic instruments that employ homodyne detection and a

low-pass filter to measure a signal amplitude and phase relative to a reference signal [318].

In homodyne detection, a measured (modulated) signal is compared to a reference signal

which is the same as the pre-modulated signal. Therefore, both measured and reference

signals have the same frequency. By using the knowledge of the time dependence of the

signal, these instruments are able to extract signals in a defined frequency band around

the reference frequency. This makes them ideal for sensitive detection and filtering noisy

signals, improving the signal to noise ratio.

In this work we employ the instrument to measure the photovoltage of silicon detec-

tors used for light intensity measurements. The light source, either lamps or lasers, are

continuous. As detection by lock in amplifiers requires modulated signals, a chopper in

introduced in the beam path. The instantaneous frequency of the chopper is measured

by an encoder and fed into the lock-in amplifier as the reference signal.

The sensing mechanism can be understood as follows. Consider a measured signal

(Vs) as shown in equation B.1, where we have expressed the oscillating signal using Euler

formula.
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Vs(t) = Ascos(ωst+ δs) =
As

2
e+i(ωst+δs) +

As

2
e−i(ωst+δs) (B.1)

The reference signal similarly be expressed as:

Vr(t) = Arcos(ωrt) =
Ar

2
e+i(ωrt+δr) +

Ar

2
e−i(ωrt+δr) (B.2)

If the signals are passed through a mixer, they are multiplied, with the resulting signal

(Z):

Z(t) = Vs(t)V̇r(t) =
As

2

Ar

2
{ei[(ωs+ωr)t+δs+δr] + ei[(ωs−ωr)t+δs−δr] + e−i[(ωs+ωr)t+δs+δr]

+e−i[(ωs−ωr)t+δs−δr]}
(B.3)

If we apply a low pass filter (LPF), we remove the high frequency components (ωs+ωr)

and are left with the low frequency portion of the wave (ωs − ωr). Furthermore, if we

allow the frequencies of the reference and measured signals to be the same (ωs = ωr) we

obtain a signal that is directly proportional to the amplitude of the measured signal and

its phase, as shown in equation B.4.

Z(t)|LPF
ωs=ωr

=
As

2

Ar

2
{ei[δs−δr] + e−i[δs−δr]} = As

Ar

2
cos(δs − δr) (B.4)

With only one phase sensitive detector it is possible to measure the signal, but the

result depends on the difference between the phases of the reference and measured signals.

If there is a second detector then it is possible to use a second reference signal 90º out

of phase compared to the first reference signal. This way one obtains an output Z2 given

by:

Z2(t) = As
Ar

2
sin(δs − δr) (B.5)

With these two signals one can obtain the amplitude and phase difference of the

measured signal as follows, remembering that the amplitude of the generated reference

signal is known:

Vs =

√
2

Ar

√
Z2 + Z2

2

δs − δr = tan−1(
Z2

Z
)

(B.6)
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B.2. The Wollaston Prism

Figure B.1: a) Schematic representation of a Wollaston prism, which separates orthogonal
polarization components by employing the birefringence on two calcite crystals. The images are
taken from [319] and [27]. b) Spectral dependence of the deviation angle, obtained from [319]

A Wollaston prism is a type of optical device that is used to separate polarized light

into two orthogonal polarized beams [28, 32]. It usually consists of two right-angled calcite

prisms cemented together, as shown in figure B.1a. Calcite is a birefringent (uniaxial)

material, meaning it has two distinct refractive indices depending on the polarization

direction of the incoming light, one along the optical axis and another perpendicular to

it. The two polarization states separate at the diagonal face. When unpolarized light

enters the first prism, it is split into two linearly polarized rays, each with a polarization

direction parallel to one of the optical axes of the calcite. These rays are called ordinary

(o-ray) and extraordinary (e-ray) rays. When the rays reach the second prism, which has

its principal axis at 90º of the first, the o-ray in the first prism becomes the e-ray in the

second and vice versa. Therefore, they each experience opposite differences in refractive
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index in the interface, and are refracted in opposite directions.

The axis of the device is given by the direction of the principal axis of each prism.

Notice that, as any polarization state can be decomposed into two orthogonal polarization

states, each of the outgoing beams will be a projection of the polarization state in the prism

axis. Therefore, we can think of the prism as equivalent to performing two measurements

with linear polarizers aligned with the principal axis of the prism.

The deviation of the rays depends on the refractive indices of along and perpendicular

to the principal axis, which are experienced by the o and e rays, respectively. As this

depends on the wavelength (dispersion), the angular deviation depends on the wavelength

of light, as shown in figure B.1b. Changing the wavelength of light requires a detector

realignment.

B.3. The integrating sphere

Figure B.2: On the left we can see a schematic of the radiation reflected by a perfect Lambertian
surface. On the right, the reflectance spectra of barium sulfate. The images were obtained from

[320]

Integrating spheres are devices designed to obtain a uniform distribution of optical

radiation in its interior. This is achieved by coating the inner walls of the sphere with

a material that behaves like a Lambertian surface—one which reflects radiation with

constant radiance in all directions of a hemisphere[320]. Most devices, including the ones

used in this work, are coated with barium sulfate (BaSO4) based paint, which acts as a

good Lambertian surface, while also having high reflectance in a wide spectral range[320].

A schematic of the behaviour of Lambertian surface and the reflectance spectra of barium

sulfate are shown in figure B.2.

An ideal integrating sphere has an irradiance in its interior that is only proportional

to the incident illumination and inversely proportional to its radius as a result of multiple

reflections without a preferential direction. This proves useful because the measurement
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Figure B.3: On the left we can see a schematic of one model of integrating sphere used. On
the right, the distribution of the different ports and baffled located around the equatorial plane.

Images obtained from [320]

is relatively independent on the geometrical path of the light ray, easing alignment re-

quirements, and on any residual polarization present in the source. In practice, the device

has a non-flat spectral response, and the presence of ports and baffles affect the signal.

A schematic of an integrating sphere is shown in figure B.3. Notice that the presence of

baffled, ports and detectors necessary for measurement alter the perfectly spherical shape.

B.4. Waveplates and linear polarizers

Quarter-wave plates (QWP) and half-wave plates (HWP) are optical devices used to

manipulate the polarization state of light [27, 28]. They are both types of wave plates,

or retarders, made from birefringent materials that have different refractive indices for

light polarized along two orthogonal axes. The difference in these indices leads to a phase

difference between the two polarization components as they pass through the plate.

Quarter-Wave Plates are designed to introduce a phase shift of 90 degrees (λ/4) be-

tween the fast and slow polarization components of the incident light. When linearly

polarized light is incident at a 45-degree angle to the optical axes of the quarter-wave

plate, the phase shift converts it into circularly polarized light. Conversely, circularly po-

larized light incident on a quarter-wave plate is converted into linearly polarized light, with

the orientation of the polarization depending on the direction of the circular polarization

(left or right-handed) and the axes of the quarter-wave plate.

Half-Wave Plates cause a phase shift of 180 degrees (λ/2) between the fast and slow

polarization components. This phase shift effectively rotates the polarization direction

of linearly polarized light. The angle of rotation is twice the angle between the light’s

initial polarization direction and the optical axis of the half-wave plate. This capability
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Figure B.4: Jones matrices for the different optical elements used in this work. Extracted from
[28].

allows half-wave plates to be used for polarization rotation, enabling precise control over

the orientation of linearly polarized light.

Linear polarizers (LP) are optical devices designed to transmit light that is polarized

in a specific direction (aligned with the transmission axis) while absorbing light polar-

ized in the perpendicular direction to the transmission axis. The core mechanism of a

linear polarizer is linear dichroism—selective absorption of light polarized in a particular

direction [27, 28].

Optical elements can be conveniently represented by 2x2 matrices in the context of

Jones calculus, applicable for completely polarized light. The matrices representing each

component appear in figure B.4.

B.5. Collimators

A collimator is an optical device designed to narrow a beam of waves, allowing it to be

parallel or to diverge minimally over a certain distance. It transforms a divergent beam

into one that propagates essentially in a single direction [27]. When all the rays of a beam

propagate parallel to each other the beam is said to be collimated [28]. In the context

of photonics and optics, collimators are essential for producing a parallel beam of light

from a source that inherently emits light in various directions. This function is pivotal in

applications requiring high precision and directionality, such as in laser optics [321, 322].

The principle of operation for a collimator involves the use of lenses or mirrors arranged

in such a way that they correct the divergence of the light beam. A simple optical

collimator, for example, might consist of a tube containing a convex lens positioned at
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one of its focal points relative to the light source. As light rays from the source pass

through the lens, they are refracted such that they emerge parallel to the lens axis and

to each other.

179



180



Appendix C

The Deal-Grove model

The Deal-Grove model [64, 67, 72, 74] is a seminal framework for understanding and

predicting the growth kinetics of thermally grown silicon dioxide (SiO2) layers on silicon

(Si) substrates. Developed in the late 1960s by Bruce Deal and Andrew Grove, this model

provides a quantitative description of the oxidation process, crucial for the fabrication of

semiconductor devices.

It is based on the assumption that the oxidation process comprises three primary

steps: (1) the (Fickian) diffusion of oxygen through the already formed SiO2 layer, (2)

the reaction of oxygen with silicon at the Si/SiO2 interface, and (3) the incorporation

of the resulting SiO2 into the existing oxide layer. The model simplifies the oxidation

kinetics into a linear-parabolic rate law, which can be represented as:

dx

dt
=

B

A+ x
(C.1)

Where x is the oxide thickness, t is the time, A is the linear rate constant, and B is

the parabolic rate constant. The linear rate constant (A) dominates at the initial stages

of oxidation, where the oxide layer is thin and the reaction rate at the Si−SiO2 interface

controls the process. As the oxide layer thickens, the diffusion of oxygen through the

SiO2 layer becomes the limiting factor, making the parabolic rate constant (B) more

influential.

Equation C.1 can be integrated to yield the following equation:

x2 + Ax = Bt (C.2)

This equation describes the oxide thickness (x) as a function of time (t), where the

terms involving A and B correspond to the linear and parabolic growth regimes, respec-

tively. By fitting experimental data to this model, one can extract the values of A and

B, which are dependent on the oxidation temperature and the ambient atmosphere.
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The Deal-Grove model has been remarkably successful in predicting the growth of ther-

mal SiO2 layers under a wide range of conditions. However, it is important to note that

deviations from the model can occur due to factors such as high doping concentrations,

very thin oxides, or low-temperature oxidation processes [59, 60].
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Appendix D

Further elements of the Episcada

hymenaea traslucent butterfly wings

This appendix complements the results presented in chapter 5.

D.1. SEM characterization of the bristles

The surface of the wing is covered in high aspect ratio structures akin to hairs, which

are usually called piliform scales or bristles [98]. These structures are shown in figures

D.1a trough D.1d. The membrane region of the wing, figure D.1b is covered in this

bristles which are approximately 5 µm thick and ≈ 70 µm. They are separated a distance

of about 60 µm, and the region between them appears devoid of any nanostructure. In

figures D.1c and D.1d we can appreciate the morphology of the bristles, which have a

regular arrangement of scales.
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Figure D.1: SEM micrographs of the wing of the Episcada hymenaea translucent butterfly. a)
General structure of the wing (scale bar 200µm), we see the edge composed of scales and the inner
region, both have long bristles. b) Image of the bristles (scale bar 20µm, c) close up of a single
bristle, where the general structure can be seen (scale bar 1µm) and d) highest magnification of

the structure, where the reticular structure is apparent (scale bar 0.5µm)

D.2. Gradient index model considerations

In this section some elements of the analysis presented in section 5.3.3.1 are discussed.

We begin with the presentation of the fitting of the extinction coefficient, followed by the

proof of the width for a given height. Lastly, we show the gradient index profile resulting

from the Gaussian lobe model with random widths.

D.2.1. The extinction coefficient of chitin, k

As an approximation, we can take the absorbance (Ab) to be equivalent to the absorp-

tance (A). This is reasonable for the calculation of the total transmittance because a) it

includes the scatter and b) the reflectance of the wing is very small. Then, assuming a
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wing thickness (d) of 450 nm we can obtain the absorption coefficient (αb, to distinguish

from the real absorption coefficient α) using the following equation:

A ≡ Ab = αbd (D.1)

Then, we can use the relationship between extinction coefficient (k) and the absorption

coefficient:

α =
2kω

c
(D.2)

Figure D.2: Extinction coefficient (k) as a function of frequency (f) as a black solid curve. The
red dashed line shows the fitting with a Lorentz oscillator, which is in excellent agreement with
experiment (R2 > 0.99). The blue dotted line shows the calculated index of refraction (n) using
the Kramers-Kronig relations truncated to the shown frequency range. In dark blue dash dotted

line the index of refraction reported by Azofeifa and others [125] is shown for comparison.

In order to avoid the noise inherent in the results and propagate them into the calcu-

lated spectra, we fit the k using a Lorentz curve, which is one of the classical models for

the absorption edges, the Lorentz oscillator [1, 22]. The results of the calculated and fit-

ted extinction coefficient appear in figure D.2. The function describing the Lorentz curve

(in terms of angular frequency ω) is shown in equation D.3 and the fitted parameters are

displayed in table D.1.
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k(ω) = y0 +
2A

π

w

4(ω − xc)2 + w2
(D.3)

The fit is in excellent agreement with experiment, with an R2 of over 0.99. We know

that the real part of the refractive index (the index of refraction, n) is related to k through

the Kramers-Kronig relations, where P denotes the Cauchy principal value of the integral:

n(ω) = 1 +
2

π
P

∫ ∞

0

ω′k(ω′)

ω′2 − ω2
dω′ (D.4)

As we do not have the absorption spectra from 0 to infinite frequency, we truncate

the integral to the available range, which is equivalent to assuming that outside the fitted

range the absorption is 0 (k = 0). This procedure yields the index of refraction shown in

dotted blue line. While it is relatively close to the average effective refractive index (ERI)

obtained in section 5.3.3, shown with a horizontal grey line, it is extremely different from

the values previously reported for chitin. The index of refraction reported by Azofeifa

and others [125] are shown for comparison. If other absorption bands at either higher

or lower frequencies were considered, it is possible that both indices of refraction would

match. For this work we considered the index of refraction presented in the literature

and the fitted extinction coefficient from experiment. While they are not consistent in

the spectral range with the Kramers-Kronig relations, it is possible that this is only due

to the limited range of frequencies probed.

A×10−15 (rad/s) xc×10−15 (rad/s) w × 10−15 (rad/s) y0 R2

0.185 6.67 2.18 0.0166 0.993

Table D.1: Best fit parameters for the extinction coefficient (k) using a Lorentzian curve.

D.2.2. The width of the Gaussian curve, w(h)

The equation describing a Gaussian function centered at the origin is given by:

g(x) =
1

σ
√

2π
exp(−1

2

(x)2

σ2
) (D.5)

We want to obtain the width of the curve at any height h. The values of the abscissa

associated with that height h are called xh so that g(xh) = h. In figure D.3 a diagram of

the situation is shown.

186



Figure D.3: Schematic of the width at a given height for a Gaussian distribution

It is simple to prove that the values xh are given by:

xh = ±
√
−2σ2ln(hσ

√
2π) (D.6)

The width is the differences between those two values and thus we have:

w = x+h − x−h = 2|xh| = 2

√
−2σ2ln(hσ

√
2π) (D.7)

D.2.3. Air fraction profile obtain with the Gaussian model

Figure D.4 presents the air fraction profile used in the calculations by assuming a

random distribution of Gaussian shaped lobes. For comparison, the linear model is also

shown. While the deviations are relatively small, they are still significant, specially at

the initial heights, which are the ones that influence reflectance the most. To expand the

analysis it would be interesting to use profile that differ more with the linear profile.
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Figure D.4: Resulting Gaussian profile used in gradient index calculations, obtained by aver-
aging the results for 1000 samples of the standard deviation form a uniform distribution. For

comparison the linear profile is shown in the red dashed line
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Appendix E

Additional elements of the ZnO-SnS

NT/NRs analysis

E.1. Additional SEM images

SEM images of the samples at higher magnification are shown in figure E.1. These

magnification could aid in the observations of the diameters and coverage factors of each

sample.
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Figure E.1: SEM images of samples prepared with a ZnO precursor concentration of a),c) and
e) 4 mM and b),d),f) 12 mM, with 0 (a and b), 10 (c, d) and 15 (e, f) SILAR cycles. The scale

bars represent 500 nm.

E.2. Clusters and Nanocrystals

Figure E.2a shows some of the structures called “clusters” in this work. The diameter

of these structures was measured and the average diameter reported as Dcluster. In figure
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E.2b a close up of the region of figure E.2a enclosed by a white dashed box is shown, and

some of the structures called “nanocrystals” are indicated.

Figure E.2: a) SEM image of the 12 mM 10 cycle sample, where the white circles indicate
some of the structures called “clusters” and the white dash box shows the region shown in b). In
the closeup b), some of the structures called nanocrystals are shown,. The scale bars represent

500 nm.
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E.3. Cover factor and threshold selection

Figure E.3: Threshold area selection in the program ImageJ with intensity boundaries of 35
to 255 applied to the 12 mM, 15 cycle sample. In a) the original image, and b) the selected

nanostructures in red. The scale bars represent 500 nm.

The program ImageJ was used for area selection. The black and white image has 8

bits of information, resulting in 256 intensity levels. The intensity threshold boundaries

were selected based on inspection of an adequate selection of the nanostructures. The
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boundaries used were 35 to 255. Figure E.3 shows an example with the 12 mM, 15 cycle

sample. The threshold selects the nanostructures and then calculates the total area of

the selection. The cover factor is obtained by dividing this area by the total area of the

image.

E.4. Energy-dispersive X-ray spectroscopy (EDX)

The EDX module attached to the FE-SEM model Helios Nanolab 650 Dual Beam from

FEI company equipment at the University of Malaga was used to analyse the composition

of the sensitized samples. Zn and S were used as indicators of the ZnO core and SnS shell,

respectively, given that these elements are not present in the substrate. The results for

the 4 mM set appears in figure E.4. Notice that the 10 cycle sample (E.4a) has a higher

percentage of sulfur (2.26% compared to 1.70%), consistent with the appearance of large

clusters of deposited material.

Figure E.4: EDX results for the 4 mM set with a) 10 SILAR cycles and b) 15 SILAR cycles.
The images show the analyzed area, and in the top right of the EDX results the weight percentage
of each element is shown. The K indicates that the excited electrons relaxed to the K shell, the

one closest to the nucleus. Scale bars represent 1 µm.

The results of the analysis for the 12 mM set are shown in figure E.5. In the case

of the 10 cycle sample it was possible to map the basal plane (E.5a) and the side wall

(E.5b) of the same NR. The basal plane shows an increase in S weight percentage, which

could be related to the reduction in ZnO due to selective etching in the basal plane. The
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average wight percentage of sulfur in this sample is 1.73%, lower than that of the 15 cycle

sample, at 2.34%. This is consistent with an increase in deposited SnS with increasing

SILAR cycles.

Figure E.5: EDX results for the 12 mM set with a) 10 SILAR cycles on the basal plane and
b) on the side wall. In c) the results for the 15 cycles sample. The images show the analyzed
area, and in the top right of the EDX results the weight percentage of each element is shown.
The K indicates that the excited electrons relaxed to the K shell, the one closest to the nucleus

[323, 324]. Scale bars in a) and b) represent 1 µm and that of c) 2 µm.
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Appendix F

Heat transfer in the nanorods and

nanotubes

In this appendix we will solve the heat transfer equation for two concentric infinite

cylinders with the outer cylinder generating uniform heat. This configuration attempts

to model high aspect ratio core-shell nanorods (NRs) and nanotubes (NTs) where the

outer shell is absorbing light that is dissipated exclusively by non-radiative processes[1],

generating heat.

F.1. Nanotube

Figure F.1: Schematic of the model of concentric hollow cylinders used to model a nanotube

A schematic of the situation of a nanotube is shown in figure F.1. We have a hollow

cylinder of inner radius r1 and outer radius r2 forming the core (1) and an outer cylinder

(2) of external radius r3. The temperature of the ambient air in both the outer and

hollow sections is T0, considered constant. The thermal conductivities are k1 and k2,
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while the convection coefficient of the surfaces are h1 and h2. They are all assumed

to be constant, which is consistent with our final results because, as we will see, there

is negligible temperature increase with the heat generated by our samples. The outer

cylinder generates constant energy per unit volume (W/m3) of q̇2. By symmetry of the

problem, and assuming an infinite cylinder, only the radial dependence is relevant. The

heat equation in the steady state (s.s), using cylindrical coordinates becomes [325]:

1

r

d

dr
(kr

dT

dr
) + q̇2 = 0 (s.s) (F.1)

This differential equation can be directly integrated by separation of variables. In

cylinder 1 we have:

1

r

d

dr
(k1r

dT1
dr

) = 0 → T1(r) =
C1

k1
lnr + C2, r1 < r < r2 (F.2)

And for the outer cylinder (2) we have the result shown in equation F.3, where we

have made Q = q̇2
4k2

.

1

r

d

dr
(k2r

dT2
dr

)+q̇2 = 0 → T2(r) = − q̇2
4k2

r2+C3lnr+C4 = −Qr2+C3lnr+C4, r2 < r < r3

(F.3)

Ci are the integration constants, which will be obtained from applying appropriate

boundary conditions. We have that the heat flux density in the outer and inner surfaces

must be consistent with the convective heat transfer equation: q = −k∇T = h(T −
T0)[325]. Furthermore the temperature and the heat flux density at the boundary between

the two cylinders must be continuous. Therefore we have the following equations, where

the r dependence of T was dropped for brevity:

−k1
dT1
dr

|r=r1 = h1[T1(r1) − T0] → −k1C1
1

r1
= h1(C1lnr1 + C2 − T0) (F.4)

T1(r2) = T2(r2) → C1lnr2 + C2 = −Qr22 + C3lnr2 + C4 (F.5)

k1
dT1
dr

|r=r2 = k2
dT2
dr

|r=r2 →
k1C1

r2
= k2[−2Qr2 + C3

1

r2
] (F.6)

−k2
dT2
dr

|r=r3 = h2[T2(rr)−T0] → −k2[−2Qr3+
C3

r3
] = h2(−Qr23 +C3lnr3+C4−T0) (F.7)

Solving for the coefficients Ci we can obtain that C1 is given by:

C1

[
ln(

r2
r1

) +
k1
h2r3

− k1
h1r1

]
= Q

[
1 +

2k2
r3h2

]
(r23 − r22) (F.8)

And with C1 we can solve for the other coefficients:
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C2 = −C1(
k1
h1r1

+ lnr1) + T0

C3 = r2(
k1C1

k2r2
+ 2Qr2)

C4 = r2(
k1C1

k2r2
+ 2Qr2)

[
−k2
h2r3

− lnr3

]
+Qr3(2

k2
h2

+ r3) + T0

(F.9)

F.2. Nanorod

Figure F.2: Schematic of the model of concentric cylinders used to model a nanorod

If we instead have a nanorod, we can model it as two concentric cylinders, as shown

in figure F.2. The parameters are defined as shown in the previous section. The heat

equations F.2 and F.3 are still valid. The boundary conditions are also the same, except

for the condition at r1. In this case we require that the heat flux density at the center is

0, as it is a node. Therefore, we replace condition F.4 by:

−k1
dT1
dr

|r=0 = 0 → −k1C1
1

r1
= 0 → C1 = 0 (F.10)

With this we have that:

C3 =
Qr22

2

C4 =
−k2
h2

(
−Qr3

2
+
Qr22
2r3

) +Qr23 − r22
Q

2
lnr3 + T0

C2 = −Qr2s + C3lnr3 + C4

(F.11)
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F.3. Application to the measured samples

With the solution to the heat equation in both cases, it is possible to compute the

temperature profile at both the core and shell given the parameters of the system. The

thermal conductivity values are taken from the literature [313, 326, 327]. The convection

coefficient is difficult to calculate at the nanoscale given the massive surface to volume

ratio and the changes in thermal transport, and none is reported for ZnO or SnS samples.

We utilize reports of the convection coefficient for carbon nanorods [328, 329].

In order to determine the heat energy generation, we will consider an upper limit,

where the total energy absorbed by the shell is dissipated by heat. The total irradiance

(flux density) of the lamp is Pl. This energy is distributed between N nanostructures.

The number of nanostructures can be estimated by the ratio of the incident light spot

radius (ra) and the external radius of the nanostrucure (r3). This ratio is adjusted by the

nanostructure cover factor, defined as the fraction of nanostructured area relative to the

total area samples: f = An

At
with An and At the total area covered by the nanorods and

the total area, respectively. Then we have that N is given by:

N = At
f

πr23
= f

ra
r3

(F.12)

Each nanostructure absorbs a certain percentage β of the incident energy. This energy

is entirely dissipated by non radiative process, generating heat. The energy per unit

volume is simply the total energy absorbed divided by the volume of the shell: Vs =

L ∗ π(r23 − r22).

q̇2 =
Pl

N
β × 1

L ∗ π(r23 − r22)
(F.13)

From the data sheet of our lamp we have that Pl = 4.7mW/m2. We take the external

radius r3 = 150nm. The inner radius of the shell, r2 is taken as 122 nm, so as to have

a 28 nm wall thickness, consistent with the measured nanocrystal sizes. We will see

that varying this parameter does not affect the temperature distribution. We consider

a cover factor of 60% and a spot radius of 1 mm. We consider that each nanostructure

absorbs 50% of the incident radiation, based on the total transmittance and reflectance

measurements. The length is taken as 1 µm. With this we have that:

N = 0.6
1mm

150nm
= 4000

q̇2 =
4.7mW/m2

4000
0.5 × 1

1µm.π[(150nm)2 − (122nm)2]
= 2.5 × e13W/m3

(F.14)
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The only parameter left is the inner radius (r1) in the nanotubes. From the SEM

images we can obtain the hole ratio, defined as the ratio of the inner diameter to the total

diameter. The results of measuring on the available images are shown in figure F.3. We

consider a hole ratio of 0.6 for the calculations, close to the average and median of both

sets.

Figure F.3: Histogram of sampled hole ratio (fraction of hole diameter to external diameter)
from SEM images for a) 4mM and b) 12 mM nanotubes

With the model we calculate the ratio of the temperature profile in the nanorod

compared to that of the nanotube in different positions of the external diameter as a

function of shell thickness (figure F.4a) and as a function of external diameter (D) for a

wall thickness of 28 nm (figure F.4b). The results appear in figure F.4. Notice that in

figure F.4a the distance is normalized as the actual length of the SnS shell varies.

Figure F.4: Percentage temperature increase of a nanorod relative to a nanotube in the profile
of the shell with varying a) thickness and b) external diameter. The hole ratio is 0.6. In a) the
external diameter is kept fixed at 300 nm and in b) the shell thickness is 28 nm. The power
generated is 2.5 × e13W/m3. Notice that in b) the average diameter of the 15 cycles (which

showed NTs) 4 mM and 12 mM samples are indicated with grey dashed lines
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We see that the predicted temperature increase with one nanostructure relative to the

other in negligible. Further, the temperature profile obtained for each sample is almost the

same as the ambient temperature T0, taken as 25◦C. Thus, at our incident power, there is

no expected temperature variation or temperature profile difference in our nanostructures.

This is reasonable considering the operation in the steady state of a relatively low power

laser and the massive surface-to-volume ratio of the nanostructures.

F.4. Numerical modelling employing COMSOL

To test the results of our model, we computed the temperature profile using the Heat

Transfer module in COMSOL multiphysics. Using the same parameters as before, and

a height of 1µm we obtain the profiles of figure F.5. The basis of the nanostructure is

considered fixed to a substrate and held at constant temperature T0, which is reasonable

given the large thermal conductivity of the FTO and the massive volume of the glass

plate relative to the nanostructures.

Figure F.5: Simulated temperature profiles for nanotube and nanorod in COMSOL

From the simulations it is clear that there is no noticeable temperature increase in

either structure, which is in good agreement with the concentric infinite cylinder model.
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Appendix G

von Mises stress

The stress is a physical quantity that describes the force per unit area that particles

of a continuous material exert on each other. At each point there are 3 normal stresses

(perpendicular to the faces of an infinitesimal cube) and 6 shear stresses tangential to the

planar faces. This can be seen in figure G.1. These stress directions can be grouped in

what is called the stress tensor. The general form of the stress tensor σ is a second-order

tensor that represents the state of stress at a point within a material. It encompasses both

normal and shear stress components acting on an infinitesimal element of the material

[330]. Similarly, the strain (ε) is the relative deformation (change of shape) of a material,

and can be expressed as a second order tensor in the same 9 directions.

Figure G.1: Schematic of the directions defining the stress tensor

The stress tensor for a three-dimensional state can be represented in matrix form as:
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σ =

σxx τxy τxz

τyx σyy τyz

τzx τzy σzz

 (G.1)

Where:

σxx, σyy, and σzz are the normal stresses acting on the x, y, and z faces of the

element, respectively.

τxy, τyz, τzx, etc., are the shear stresses acting on the respective faces of the element.

In an isotropic, linear and homogeneous material, Hooke’s law describes the relation-

ship between stress (σ) and strain (ϵ) [330, 331].

σ = λtr(ε)I + 2µε (G.2)

Where:

σ is the stress tensor,

λ and µ are Lamé’s first and second parameters, respectively, which are material

properties,

tr(ε) is the trace of the strain tensor ε, representing volumetric strain,

I is the identity matrix,

ε is the strain tensor.

The strain tensor ε, in turn, is related to the displacement field u in the material by:

ε =
1

2

(
∇u + (∇u)T

)
This relation defines how the displacements in the material (due to applied loads)

translate into strains, which are then related to stresses through the material’s constitutive

relations.

The von Mises stress is derived from the distortion energy theory. It is also known

as the equivalent stress or octahedral shear stress, and is used to simplify the three-

dimensional stress state at a point into a single value [332]. This makes it easier to

compare against the yield stress of the material or the stress in different objects.

Mathematically, the von Mises stress (σvm) for a three-dimensional state of stress can

be expressed as:
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σvm =

√
1

2
[(σx − σy)2 + (σy − σz)2 + (σz − σx)2] + 3

(
τ 2xy + τ 2yz + τ 2zx

)
(G.3)

In practice, for complex geometries and loading conditions, the stress tensor compo-

nents are usually computed numerically using methods such as the finite element method

(FEM) [333]. FEM involves discretizing the material into a mesh of elements and apply-

ing the equilibrium equations, boundary conditions, and constitutive relations to solve

for the unknowns (e.g., displacements), from which stresses and strains are computed. In

this work the problem was solved using COMSOL multiphysics.
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