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This paper presents a specific system to measure power consumption in FPGAs. It is based on
a current-frequency conversion block. This tool allows an application running inside the FPGA to
know its own consumption in real time. The proposed system includes a small external circuit
that performs current-to-frequency conversion and an associated VHDL core designed to register
the power consumption inside the FPGA. The external circuit is built with off-the-shelf low-cost
components and has low power consumption; the VHDL core uses very few on-chip resources.
The complete system has an error lower than 1% in the FPGA power consumption measurement.
As it can be triggered by internal complex conditions, it makes it possible to obtain detailed power
consumption profiles of FPGA designs using a very simple procedure.
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1. INTRODUCTION
Field programmable gate arrays (FPGAs) are employed
in a wide range of high-end applications: industrial and
communications equipment, embedded electronics, custom
digital signal processors, and computer systems. How-
ever, high throughput and intensive use of FPGA resources
always lead to high power consumption. Yet, power con-
sumption is a variable of interest for both chip manufac-
turers and EDA developers.

In spite of their disadvantages in terms of power, FPGAs
are gaining ground in the area of battery-operated sys-
tems, as evidenced by the large number of recent pub-
lications. In Refs. [1] and [2], surveys of application of
FPGAs in Wireless Sensor Networks (WSN) are pre-
sented. The development of a node with a mixed design
based on a microcontroller and an FPGA for the pro-
cessing layer is presented in Ref. [3], and power man-
agement techniques for the same platform are analyzed
in subsequent works.4–6 In Ref. [7], the authors use an
FPGA as a high-performance coprocessor attached to
an external ZigBee transceiver. Similar approaches using
FPGA boards in autonomous systems are presented in
Refs. [8–11]. In Ref. [12], a reconfigurable node that
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includes a low-power flash-based FPGA is explained.
In Ref. [13], a Virtex-4 FPGA is applied to implement
a dynamically reconfigurable sensor node. These works
show that including reconfigurable devices in WSNs offers
certain benefits in terms of high performance and flexi-
bility, but power consumption and power management are
two of the main drawbacks.
In order to employ FPGAs in low-power applications,

it is important to know in detail the power budget for
different modes of operation. This can be done using
power estimation tools. However, in several cases, these
tools present high error rates.14 The development of FPGA
power consumption estimation tools and their integration
into commercial and academic FPGA EDA packages is
relatively recent in comparison with synthesis tools: Xilinx
announced Xpower in December 2000;15 a power model
was integrated into the VPR tool in 2002, and it is com-
monly employed by the research community;16 and finally,
Altera introduced PowerPlay in 2004.17

Area-time-power (ATP) are the three main physical vari-
ables that determine a circuit feature; but it is power that
presents the greatest difficulties in its estimation, for two
main reasons. First, it depends on each circuit node activ-
ity and hence, on the input vectors. For example, a state-
machine can receive thousands of data and remain in an
idle state, while a particular sequence of a few bits can
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move it from one state to another. The second source of
error in power estimation comes from the spurious tran-
sitions or glitches. Their propagation on a combinatorial
circuit strongly increases the activity on most of the nodes
of the circuit and therefore the power consumption.18

Several works have reported direct on-board FPGA
power measurements. Two of the first studies using Xilinx
XC3000 and XC4000 series were published by Refs. [18]
and [19]. In Ref. [20], dynamic power consumption was
analyzed for Virtex II devices, defining three factors that
contribute to total power dissipation: capacitance, resource
utilization, and switching activity. Comparisons between
power measurements and estimations in different Virtex-
based dynamically reconfigurable cases were developed in
Ref. [21]. A similar study between Xpower and PowerPlay
was done in Ref. [22].
A technique for early estimation of FPGA dynamic

power consumption was presented in Ref. [23]. Applying
this methodology in a Spartan-3 device, the tool error was
18% with respect to the measured value. Another work,24

presented several differences between measured and esti-
mated power. The resulting error varied from 15% to 208%
for the Xilinx devices (Virtex II-Pro, and Spartan 3), and
from 5% to 32% for the Altera ones (Cyclone II). Security
cores were utilized as benchmark circuits. In a more recent
work,25 the same authors identified the effects of differ-
ent synthesis settings on FPGA power consumption in a
Virtex II-Pro. They stated that XPower Analyzer overesti-
mates power consumption in a range from 17% to more
than 200%.
A different idea based on the utilization of switched

capacitor was presented in Ref. [26]. This method makes it
possible to measure the static and dynamic energy involved
in each cycle. The authors reported that Xpower highly
overestimates the predicted values. Another study27 pre-
sented a dynamic power estimation methodology for the
embedded multipliers in Xilinx Virtex-II PRO chips. On-
board measurements of MicroBlaze power using Chip-
Scope were performed in Ref. [28], where estimation
errors of 34% were reported. Finally, a more recent work29

showed a new estimator with errors within 10% when
compared with both on-board measurements and low-level
XPower estimations. Binary divider cores are utilized as
benchmark circuits.
There are multiple methods for measuring power con-

sumption.30–32 Since voltage is constant in most applica-
tions, the measurement of the current is enough to obtain
the power. A shunt resistor is usually placed between the
power supply and the device under test. The voltage drop
is then recorded with an A/D converter,33,34 or with a
voltage-to-frequency converter (VFC).35 In other cases, a
current mirror circuit is utilized instead of the shunt resis-
tor. The resulting current is again converted to voltage and
acquired with an oscilloscope,36 or utilized to repeatedly
charge a capacitor and count charge cycles.37 Another way

of measuring energy is to power the device under test
with a pair of capacitors that are repeatedly charged and
discharged.38,39

Most of the previous methods need complex electronic
instruments like PCs or oscilloscopes, and are not suitable
for field measurements. Moreover, some of these tech-
niques introduce a certain amount of ripple in the power
supply. As far as we know, the only work that proposes a
system for in-field measurements in FPGA-based systems
and uses these measurements inside the FPGA is Ref. [40].
However, it focuses on the external circuit, while the pro-
cessing inside the FPGA is not well described and the
resources used are not quantified. Additionally, the con-
sumption of the external circuit is not detailed and neither
is the impact on the total consumption.
In this work, we present a very simple and low-cost

system to monitor power and energy for a runtime FPGA
application. This system consists of an external circuit and
an internal VHDL core instantiated in the FPGA. The
external circuit uses a voltage-to-frequency converter opti-
mized in power consumption and cost. The internal VHDL
core completes the system by performing the measure-
ments and storing the data. This method is suitable to
know the power and energy of any FPGA-based circuit. It
enables a wide range of applications: the FPGA can make
decisions according to the consumed energy; it may, for
example, turn off part of the system and change the tim-
ing of operations or the clock frequency. Additionally, it
can be employed as a tool to characterize the consumption
of the FPGA, allowing it to obtain detailed power pro-
files. Further, the internal VHDL core has the capability to
trigger the measurement with internal complex conditions,
which makes it possible to obtain the consumption of a
circuit in a particular state, routine, or processing mode.
The remainder of the paper is organized as follows: The

proposed system, including the external measurement unit
and the associated VHDL core, is detailed in Section 2.
Results are presented and analyzed in Section 3. Finally,
main conclusions and future works are summarized in
Section 4.

2. THE PROPOSED CURRENT
CONSUMPTION MEASUREMENT SYSTEM

This section presents the proposed system. The selected
method for the power consumption measurement was
based on the following strategies:
(1) the external circuit power consumption needed to be
negligible in comparison with the FPGA consumption;
(2) the external circuit should be built with inexpensive
and off-the-shelf components;
(3) the FPGA resources consumed by the internal VHDL
core should be as low as possible.

In order to fulfill these requirements, a current-to-
frequency converter-based system was selected. The sys-
tem described below is based on a previous work applied
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Fig. 1. Block diagram of the proposed circuit.

to microcontrollers.41,42 It has two blocks: an external cir-
cuit inserted in the power source and a flexible VHDL core
integrated in the FPGA, which is responsible for the mea-
surement and storage of the consumption. Figure 1 shows
a block diagram of the proposed system.

2.1. External Circuit
The circuit developed to self-measure the consumption of
the FPGA consists of two stages (see Fig. 2). The first one
is a current-to-current converter that samples the input cur-
rent, while the second is a current-to-frequency converter.

Fig. 2. Block diagram of the external circuit.

Thus, the resulting signal has a frequency that varies lin-
early with the FPGA current consumption.
In the first stage, a shunt resistor Rshunt generates a volt-

age drop at the input of the LM317 regulator, configured
to provide an output of 1.2 V which is used to power the
FPGA core.
As the ILM317 is typically 50 �A (max 100�A) is neg-

ligible compared with the IFPGA, which for most of the
RAM-based FPGAs, is in the range of 5 mA to 100 mA.
Then, assuming that ILM317 � IFPGA, the voltage in the non-
inverting input of the operational amplifier is

Vin = Vcc− IFPGARshunt (1)

This voltage is converted into a current and scaled down
by a factor proportional to the resistor Rgain. Thus, the
result is an output current equal to

Iout = IFPGA
Rshunt

Rgain

(2)

The second stage is a current-to-frequency converter
built around a low-power version of a 555 circuit, the
CSS555C.43 Ideally, the output current from the previous
stage charges the internal capacitor CT until VCC × 2/3
(the negative reference of the internal comparator Comp1
in the CSS555C). At this point, the transistor is enabled,
forcing the discharge of CT to a voltage equal to VCC/3
(the positive reference of Comp2).
The function of the external voltage reference Vref is

to take into account possible variations in VCC. With this
reference connected to the internal comparator Comp1,
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Fig. 3. Voltage in capacitor CT and output of CDS555C.

the upper and lower limits in the charge–discharge cycle
are now Vref and Vref/2. Thus, the cycle does not depend
on VCC.
Due to the combined effects of the delay in the com-

parators, the delay and break-before-make system in the
flip-flop, as well as the fact that the capacitor CT is charged
and discharged through a low resistance path, the two lim-
its fixed by the voltage reference Vref are exceeded. During
the discharge cycle, the capacitor does not stop at Vref/2;
instead, it reaches 0 V. Moreover, in the charge cycle, the
capacitor reaches a voltage greater than Vref .
Figure 3 shows the effect described above. Channel2

(CH2, upper signal) samples the voltage in CT . In channel1
(CH1, lower signal), the output of the current-to-frequency
converter is shown. It can be seen that the voltage in CT

goes over the reference Vref (2.048 V) and after reaching
0 V, it stays there for a certain time.
Naming td as the interval between the point where the

capacitor CT reaches Vref and the time in which the voltage
in CT starts increasing from 0 V, the frequency of the
output is

f �IFPGA�=
1

�RgainCT Vref/RshuntIFPGA�+ td
(3)

As can be seen from (3), the linearity of the output
frequency is affected by the value of td. Therefore, in
order to select the components of the circuit properly, this
value must be known. According to laboratory measure-
ments, td is approximately 1.2 s. This value is also con-
firmed by the datasheet of the CSS555C for the default
settings: micro power and standard power supply of 3 V.
The capacitance CT is fixed during the CSS555C fabrica-
tion and has a 1% tolerance and a temperature coefficient
of 0.005%/�C. In addition, as the value of the Rshunt resis-
tor generates a voltage drop in the input of the regulator
LM317, the lowest value must be selected; therefore, a
0�5� resistor was used.

Fig. 4. Current consumption versus frequency of the output signal.

To select the operational amplifier, the key parameter is
the input offset Voff . As this voltage is added to the one
obtained by the Rshunt resistor, the Voff value must be low
enough to obtain a voltage at the non-inverter input of the
operational amplifier independent of the offset. According
to (1), the condition Voff � IFPGARshunt must be assured.
As the current to be measured in this work ranges between
5 mA and 100 mA, the maximum input offset must be
250 �V. To fulfill this requirement, the TLV2460 opera-
tional amplifier was selected. It has an input offset voltage
of 100 �V, low-power consumption (500 �A), and rail-
to-rail inputs. Additionally, the chip is compatible with a
power source of 3.3 V.
The voltage reference was selected so that its output is

similar to the value in the non-inverter input of Comp1.
This voltage is VCC2/3 and the power source is 3.3 V;
therefore, it must be as near as 2.2 V possible to avoid a
high current in the output of the reference. Taking this con-
dition into account, the LT6656B-2.048 voltage reference
was selected. It has an output of 2.048 V, very good tem-
perature stability (12 ppm/C), and low power consumption
(1 �A).
Finally, the Rgain resistor was selected (1.5 k�) in order

to obtain the best linear fit of (3) in the range of interest.
Figure 4 shows the relationship between the input cur-
rent and the output signal frequency. The solid line graphs
this relationship using (3), while the dotted line shows the
experimental measurements obtained.
The described circuit can be used to measure the input

current in any block, if a shunt resistor can be previously
inserted in the voltage power source. In commercial FPGA
boards, this action can be done by desoldering the regula-
tor. Another condition is an operating power supply higher
than 2.1 V. This voltage is the minimum value at which
the reference Vref can work.
Table I summarize the total consumption of the external

circuit under different loads.
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Table I. External circuit consumption.

IFPGA (mA) Consumption (mA)

10 1�02
40 0�900
60 0�465
120 0�280

2.2. Internal Core
As presented in the previous section, the external circuit
provides the FPGA with a signal whose frequency finput is
proportional to its instantaneous power consumption. This
section presents the method for measuring and storing this
signal. Considering the range of consumption of the FPGA
model to be measured, the value of finput can swing in the
range of (4). Additionally, a maximum error of 1% was
stated as a requirement for the measurement.

finput = �1 KHz� 200 KHz� (4)

There are two basic methods for measuring finput. One
method involves using a reference clock with a frequency
higher than the corresponding value of the input. There-
fore, the number of clock periods that fits inside a period
of the input signal is proportional to the input signal’s
frequency. The maximum error is +/− one clock period.
Thus, considering that the highest finput is near 200 kHz, in
order to maintain the error under 1%, the reference clock
signal must be higher than 20 MHz.

The other method uses a reference clock whose fre-
quency is lower than finput and counts the number of peri-
ods of finput that fit inside a period of the clock signal.
This implies a measurement of the average value of finput.
The maximum error obtained in this case is +/− one finput
period. In order to maintain an error below 1%, at least
100 input pulses must be measured. Thus, the reference
clock frequency must be at least 100 times lower than the
lowest value of finput (1 KHz). In this mode, the frequency
of the reference clock signal must be lower than 10 Hz.

The optimal method depends on the application. If the
goal is to analyze the power during a short time (ST),
for example, in order to measure the energy of a given
processor’s routine, the first method is preferred. On the
other hand, if the aim is to obtain the total consumption
or its average value over a long operation time (LT), the
second alternative is more suitable.

In this paper both methods were implemented. First, the
one used to measure chip energy during long periods is
explained in detail. The internal circuit counts the finput and
saves this count at a reference frequency of 2.44 Hz. The
difference between two consecutive counts is the number
of pulses in a clock period. Using this difference, it is
possible to obtain the mean frequency, and thus the mean
current consumed by the FPGA in that period.

The length of the recording data depends on the num-
ber of bits used in the pulse counter and the available

Table II. Resource usage altera cyclone III EP3C16F484.

Circuit Combinational functions Registers

Periodic SEM (LT) 263 207
Spaced SEM (LT) 397 300
Spaced SEM (ST) 389 268

memory. For example, a 32-bit counter of input pulses
allows the designer to take samples for more than 5 hours
(232/200 kHz) before overflow. As the available memory
inside the FPGA is 56 kB, and each measure is 4 bytes
long, the measurement time is limited by the internal
memory. If 32 kB are used to store the data, then the
memory will be full in approximately 1 hour (32 kB/
(2.44 Hz∗4 B)).
Finally, an important characteristic of this method is that

the total consumption can be obtained from the reset point
of the system because the total number of the input pulses
is saved.
Two options of VHDL modules were implemented with

this method, and the resource usage of each of them is
shown in Table II for the particular FPGA used. The first
one does a periodic capture of the accumulated count of
input pulses (Periodic SEM LT), while the second one only
saves it if an enable signal is activated (Spaced SEM LT).
The second version is attached to an asynchronous event
so it needs a time stamp in order to save the time of each
data saved. This implies an extra counter to be saved, more
memory and, as a result, shorter recording of data, but it
allows the designer to save consumption values of specific
events.
In the periodic implementation, a counter is incremented

if a rising edge is detected in the input signal. Addition-
ally, the accumulated count is saved in an internal RAM
memory, at a rate of 2.44 Hz. An output signal, named
ISFULL, is activated when the memory is full and the cir-
cuit stops saving data. The number of bits used for the
counter and the memory available for the experiment are
configurable and, depending on this setting, the maximum
length of the data recording is set.
Figure 5 shows a block diagram of the implemented

circuit, where the three main blocks can be seen. The first
one, FREC DIV, uses PLLs from the FPGA to obtain the
system clock (CLK SYS 2 MHz) and the slow clock (CLK
SLOW 2.44 Hz). The last one is employed to save the
accumulated count periodically. The second block, PULSE
COUNTER, is a finite-state machine that increments its

Fig. 5. Internal block diagram of periodic SEM.
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Fig. 6. Internal block diagram of spaced SEM.

counter in each rising edge of the input signal. The actual
value of the counter is available at the output of this block.
Finally, the control block saves the count in the RAM in
each rising edge of CLK SLOW. This block is responsible
for saving the count in the RAM correctly and activating
the ISFULL output when the assigned memory is full.
The second version, the spaced one, is basically the

same as the periodic one but it adds another input sig-
nal SAVE. It is activated to allow the control block to
save the count (and its corresponding time stamp) in the
RAM. Additionally, another pulse counter, control block,
and RAM are needed for the time stamp. The time stamp
counter stores edges in the CLK SLOW. This value and
the input pulse count are saved in the RAM, if a clock
edge is detected in signal CLK SLOW and the input SAVE
is activated. Figure 6 shows the block diagram of this
implementation.
Finally, to obtain detailed power consumptions in a short

period of time, a third version was developed (Spaced ST
SEM). This version was done only for the spaced imple-
mentation and the frequency measurement technique based
on counting the number of clock periods that fits inside
the input signal. In this case, the fast clock was selected
to be 20 MHz in order to obtain an error lower than 1%,
since the highest input frequency is 200 KHz. The resource

Table III. Summary of the implemented internal blocks.

Circuit Main properties

Periodic —Allows to obtain the mean current consumption
SEM (LT) of the circuit.

—Long term consumptions acquisitions.
—Continuous measurements, not triggered
—Energy counter.

Spaced —Allows to obtain the mean current consumption
SEM (LT) of the circuit.

—Long term consumptions acquisitions.
—External triggered.
—Allows to obtain energy consumption between triggers.

Spaced —Allows to obtain detailed current consumption profiles.
SEM (ST) —Short term consumptions acquisitions.

—External triggered.
—Allows to obtain energy consumption between triggers.

usage of this version is also detailed in Table II (Spaced
SEM (ST)). Table III summarizes the main properties and
usage of each implemented internal VHDL block.
The proposed system fulfill the three objectives pursued

at the beginning of this section. The current consumption
of the external circuit is less than 1 mA which is negligible
compared to the majority of the FPGAs which consume
several mA. The external circuit was built using of-the-
shelf low-cost components. Finally, Table II shows that the
logic elements used by the internal circuit are less than 2%
of the area of the FPGA (Cyclone III EP3C16F484).

3. EXPERIMENTAL RESULTS
This section presents the setup of the system and some
experimental results. The external circuit is connected
between the voltage source and the FPGA, and the output
of this block is connected to the FPGA through a general
purpose pin (GPIO). At the same time, the VHDL mod-
ules that measure this signals frequency are instantiated
and incorporated into the device under test (DUT).
In order to show the accuracy of the proposed circuit,

the results of each experiment are compared with the val-
ues obtained through the measurement of the voltage drop
in an external shunt resistor with a multimeter.
After each measurement, the content of the RAM is

exported in .HEX format. Then, it is processed to obtain
the frequency measurement and the corresponding current
consumption. In order to obtain the input signal’s fre-
quency, the difference between two consecutive accumu-
lated count values are multiplied by the frequency of the
CLK SLOW signal, in accordance with Section 2.1.
The experiments that are presented in this section try

to cover a wide range of applications that use FPGAs.
The first one studies the self-consumption of both pro-
posed systems for long time experiments, the periodic and
the spaced one. No DUT is added in the FPGA. The
second experiment uses the periodic LT system to mea-
sure the consumption of the OpenMSP43044 processor as
a DUT. The third one measures the power consumption
of a routine running inside the openMSP430 by means of
the spaced ST implementation of the self energy measure-
ment. Next, the power consumption of a 32-bit multiplier,
a pipeline FFT calculator, an AES encryption circuit and a
circuit that implements the physical layer of the 802.15.4
protocol, are analyzed with the periodic LT arrangement.

3.1. Self-Power Consumption
The duration of the experiment was set to 12 s and the
results are shown in the first row of Table IV. They corre-
spond to the mean current consumption value. The small
difference between the direct measurement using the shunt
resistor and the proposed method is caused by the linear
frequency-current relationship employed. This difference
is not due to the frequency measurement itself, since this
was checked using an oscilloscope.
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Table IV. Experimental results.

Direct
SEM measurement

Circuit (mA) (mA) Error %

Periodic LT SEM 11�54 11�45 0�78
Spaced LT SEM 11�54 11�51 0�20
OpenMSP430 32�61 32�85 −0�74

periodic LT SEM
OpenMSP430 32�61 – –

spaced ST SEM
OpenMSP430 during 17�49 17�60 −0�63

reset periodic LT SEM
32 bit mult active 58�50 58�80 −0�51

periodic LT SEM
32 bit mult 1 clock enable 14�11 14�05 0�43

periodic LT SEM
32 bit mult 2 clock gating 11�71 11�65 0�51

periodic LT SEM
FFT periodic LT SEM 170�57 169�44 0�66
FFT clock enable 12�92 13�00 −0�66

periodic LT SEM
802.15.4 physical 20�73 20�54 0�89

periodic LT SEM
802.15.4 physical clock enable 12�55 12�51 0�32

periodic LT SEM
AES periodic LT SEM 113�9 114�3 −0�37
AES clock enable 12�81 12�84 −0�25

periodic LT SEM

3.2. OpenMSP430
The second measurement was performed using an Open-
MSP430 as the DUT. In this case the periodic LT
implementation was used. This experiment shows that the
proposed method is suitable to dynamically analyze or
control complex processors. Two cases were analyzed: the
first one executing a test program, and the second one
measuring the power during the reset state of the micro-
controller. Both results are presented in Table IV.

3.3. OpenMSP430 Routine
The aim of this experiment was to measure the consump-
tion of a subroutine running inside the OpenMSP430.
To this end, an auxiliary circuit was designed that captures
the CALL and RET opcodes from the data bus and gener-
ates a trigger signal to activate the Spaced ST self energy
measurement. This design makes it possible to obtain the
consumption of a single subroutine that runs inside the
microcontroller.

3.4. 32 Bit Multiplier
In this case, the DUT is a 32-bit multiplier implemented
with two types of standby modes: global clock gating and
clock enable applied to all the flip-flops.45 Figure 7 shows
the results of a 12 s experiment. The experiment shows
that the technique is also useful to analyze different small
design options. Detailed data are shown in Table IV.

3.5. Pipeline FFT 256
In this example, the DUT is a block capable of doing
the Fast Fourier Transformation, unidimensional with

Fig. 7. Current consumption of the 32 bit multiplier with global clock
gating and clock enable.

256 points. It has a standby mode: clock enable applied to
all the flip-flops. Detailed data is shown in Table IV.

3.6. Physical 802.15.4
Here, the DUT is a block that implement the physical layer
of the low-rate wireless personal area networks. It has a
standby mode: clock enable applied to all the flip-flops.
Detailed data is shown in Table IV.

3.7. AES
In the final example, the DUT is a high throughput and
low area AES core that implements the Rijndael algorithm
of encryption used in the AES standard. It has a standby
mode: clock enable applied to all the flip-flops. Detailed
data is shown in Table IV.
We showed that the proposed system can be used to

measure the power consumption of a wide range of type
of circuits with different consumptions. In all the cases the
proposed system has an error less than 1% in compari-
son with the direct voltage drop measure through a shunt
resistor.

4. CONCLUSIONS
A specific methodology to measure power consumption in
FPGAs has been presented. The main characteristic of the
tool is that it allows self-measurements; thus, an appli-
cation configured inside FPGA can know-in real time-
its own consumption. Simple and low-cost components,
which add extra consumption of less than 1 mA, have
been employed. The associated internal core uses very few
resources inside the FPGA. The error is below 1% and it
can be improved by using precision resistors.
The tool has multiple applications and allows the

designer to test or add different low-power strategies to
FPGA implementations. It is a powerful tool, as it can
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be commanded by internal complex trigger conditions to
analyze power of a circuit in a particular state, routine,
or processing mode. Another interesting application is the
self-adaptation option of an FPGA-based circuit, depend-
ing on its instantaneous power consumption.
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