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Fundamentaci6n de la nota de aprobaci6n de la tesis de Doctorado del Mag. Federico 

Davoine 

La tesis del Mag. Federico Davoine, titulada "Plasticity of the electrical synaptic 

transmission between neurons from the mesencephalic trigeminal nucleus" tiene como 

tema central la comunicaci6n a traves uniones de tipo "gap junction" entre neuronas del 

nucleo del trigemino. Davoine utiliza tecnicas de registro de "patch-clamp" tanto en 

modalidad de fijaci6n de voltaje como de corriente en rodajas de tronco mantenidas in vitro, 

combinando los registros electrofisiol6gicos con modelos computacionales. El trabajo de 

tesis reporta la heterogeneidad entre los coeficientes de acople de las neuronas del nucleo 

trigemino y c6mo la sinapsis electrica contribuye a la detecci6n de coincidencia. Buena 

parte de la tesis esta dedicada a estudiar la plasticidad inducida por una estimulaci6n que 

remeda la actividad fisiol6gica en estas neuronas sensoriales. Davoine muestra que la 

actividad repetida genera una disminuci6n de larga duraci6n del acople y aporta datos 

sobre los posibles mecanismos a nivel molecular. Los registros son de excelente calidad y 

los resultados estan ilustrados en forma clara y la discusi6n de los mismos es presentada 

en forma rigurosa , planteando interpretaciones alternativas cuando corresponde. 

Finalmente, la presentaci6n oral del trabajo de tesis fue muy clara, respondiendo a las 

preguntas formuladas par el tribunal con solvencia. El trabajo del Mag. Davoine es un 

valioso aporte al campo de la comunicaci6n electrica en las redes neurales de los 

mamiferos. 

Por los motives antes expuestos y de acuerdo al reglamento PEDECIBA vigente, el tribunal 

por unanimidad llega al siguiente fallo: Aceptaci6n. 
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Julieta López, Ana Asuaga, Daniel Ariosa and Maŕıa Simon for their unwavering and
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Chapter 1

Introduction

Synapses are specialized contacts that support the signal transmission between neurons.

By far, chemical synapses have received most of the researchers’ attention, due to their

ubiquity in the nervous system and their relevance in superior functions. Nevertheless,

electrical synapses have been considerably less studied, due to their apparent simplicity

and understated role within important neural networks. However, in the past decades,

their functional relevance has been asserted in several regions of the mammalian cen-

tral nervous system. This thesis aims to contribute to the understanding of electrical

synapses and their plasticity, using the mesencephalic trigeminal nucleus (MesV) of ro-

dents as experimental model. Our hypothesis is that the electrical synaptic transmission

can be regulated by plastic changes in both synaptic and non-synaptic mechanisms, due

to neuromodulators and firing activity. We will see in the introductory chapter 2 that the

electrical synapses are complex systems, driven by the interaction between synaptic and

non-synaptic channels, among other things. We will focus on the role of only two of these

multiple components: the hyperpolarization-activated current IH and the gap junction

(GJ), whose plastic modifications by different stimuli drastically alter the operation of

the electrical synapses.

1.1 Organization

The content of this thesis is organized in the following five chapters:

The chapter 2 is a general review on electrical synapses, from their structure to their

function, whose aim is to present their diversity and complexity. It starts with the GJ,

which are the main structural component of the electrical synapses, but are also present in

non-neuronal cell types. As a consequence, we analyze some of the abundant information

about the molecular properties of GJ, some of which are not even expressed in neurons, but
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whose properties are similar. Afterwards, we provide a review on the electrical synaptic

transmission, emphasizing the relevance of synaptic and non-synaptic membrane mecha-

nisms. To discuss the functional role of electrical synapses, we briefly present three types

of networks: escape circuits (in C. elegans and the fish), the retina and the inferior olive,

each one representing key aspects of their operation. We also introduce the coincidence

detection in electrically-coupled mammalian neural networks. Finally, we describe the

plasticity of the electrical synapses dividing it on two phases: induction and expression.

This last section brings together the regulation of GJ presented in the section 2.2.1, with

the modification of the properties presented in section 2.3 and the circuits discussed in

section 2.4.

The chapter 3 examines the mechanisms of the coincidence detection, an emergent

property of the electrical synaptic transmission, which enables coupled neurons to discern

between simultaneous and non-simultaneous inputs. After a brief summary of our key

findings, the paper presenting our results is reproduced in integrity, as it was published

in the Journal of Neurophysiology. We start by studying the diversity of the coinci-

dence detection in the MesV neurons’ population and its correlation with the coupling

and intrinsic properties. A conspicuous determinant of the later is the hyperpolarization-

activated current IH , which is modulated by cyclic nucleotides, such as the cyclic GMP

(cGMP). In the paper, we characterize the biophysical properties of the IH current and its

modulation by cGMP. Interestingly, cGMP modulates the excitability of individual MesV

neurons and augments the coincidence detection of coupled pairs. Using pharmacological

and computational tools, we show that the modulation of IH by cGMP is necessary and

sufficient to produce the enhancement of the coincidence detection.

The chapter 4 deals with the GJ and their plasticity. First, we characterize the diver-

sity of electrical coupling and its impact on the effective input resistance of the neurons.

Then, we focus on the GJ conductance gJ , which is a key parameter affecting both.

Given that MesV neurons fire during masticatory behaviors in rodents, we test the effect

of activity-like electrical stimulation, finding a diminution in the coupling strength, ex-

plained by reduction of both input resistance Rin and gJ . We focus on the decrease of gJ ,

which partially recovers after few minutes. After a thorough description of the plasticity

phenomenon in control conditions, we study the mechanisms responsible for its induction

with surprising results: calcium (Ca2+) seems to be sufficient but not necessary, the IH

current contributes to it, and the cannabinoid receptor 1 modulates it. We explore some

intracellular second messengers, confirming that the protein kinase A (through the activa-

tion of the adenylyl cyclase) depresses it, but it is not involved in the induction. In order
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to understand how GJ may modify their strength, we interefere with their trafficking in

basal conditions, unconvering a fast rate of turnover that might be regulated.

The chapter 5 goes back to the activity-induced diminution of Rin, that accounts for

half the reduction in coupling strength. Using the data from voltage clamp experiments

performed in the chapter 4, we show that the decreases of Rin and gJ seem to be caused

by different mechanisms, due to their distinct time courses during the induction and the

partial recovery. Holding current augments during the phenomenon, suggesting the upreg-

ulation of K+ currents, with possible participation of a Ca2+-activated one. In addition,

other membrane currents could also be affected by the electrical stimulation. Among

them, we center our analysis on the IH , characterizing it in control conditions and finding

a correlation between maximum IH conductance gH max and gJ . Interestingly, the max-

imum IH is reduced after the stimulation, with a strong correlation with gJ -depression

during its induction, suggesting possible shared mechanisms that remain to be explored.

The final chapter 6 quickly summarizes our main findings, going later to ask more

questions that arose from the thesis, sketching some experiments to answer them.

1.2 Main contributions

� The susceptibility to coincident inputs of electrically coupled MesV neurons is very

heterogeneous, and can be increased by the upregulation of the IH by cGMP. This

property heavily relies on the combination of coupling strength and neuronal ex-

citability.

� Both the IH and the gJ are highly variable in the MesV nucleus, with diversity even

within the same animal.

� There is a correlation between the maximum conductance of IH (gH max) and gJ in

control conditions.

� In vivo-like electrical activity of coupled MesV neurons induces a drop in gJ and

gH max.

� The activity-dependent plasticity of gJ has short- and long-term components, and

is strongly Ca2+-depending.

� The plasticity of gJ induced by the activation of one coupled neuron seems to be

independent on the state of its coupled partner.

� The activation of NMDA receptors and HCN channels modifies gJ .

� Endocannabinoids acting on CB1 receptors appear to be involved in the metaplas-

ticity of the electrical synapses.
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� The basal turnover of GJ between MesV neurons is extremely fast.

� The temperature dependence of gJ seems to indicate gating of the Cx36 in the MesV

nucleus.
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Chapter 2

Electrical synapses: from structure

to function

2.1 Introduction

According to a textbook definition, “Complex systems are co-evolving multilayer net-

works” (Stefan Thurner, 2018). In this chapter, we present the electrical synapses as

complex systems, layer by layer. Indeed, their structure is determined by their inter-

action with scaffolding and regulatory proteins involved in intrincate signaling cascades,

acting in response to electrical and chemical stimuli in the cellular membrane, within the

context of neural networks. The aim of this introductory chapter is to understand how

these complex interactions provide electrical synapses with such an outstanding flexibility,

which will be further explored in the following chapters 3 and 4.

2.2 Structural basis

2.2.1 Gap junctions

Gap junctions (GJ) are the main structural basis of the electrical synaptic transmission

between neurons, also supporting the communication in other cell types. They are com-

posed by clusters of intercellular channels (termed “plaques”), resulting from the assembly

of hemichannels from two adjacent cells (Fig. 2.1). These hemichannels are composed

by two genetically different protein families: connexins (Cx) in vertebrates and innexins

(Inx) in invertebrates, being called connexons and innexons, respectively. In vertebrates,

innexin-like (Abascal and Zardoya, 2013) genes express pannexins (Panx), which usually

form hemichannels, even though it has been shown that they can form GJ when over-

expressed in oocytes (Bruzzone et al., 2003). Connexins and innexins are an example of
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convergent evolution, due to their strikingly resembling structure: four transmembrane

subunits, two extracellular loops and the intracellular amino and carboxyl termini (Söhl

and Willecke, 2004; Oshima et al., 2016). They also display general similar characteristics

in terms of permeability, regulation by pH and calcium, and sensitivity to the difference

between the membrane potentials of the coupled cells (tranjunctional voltage VJ ; Skerrett

and Williams (2017)).

While the naming of innexins is not standardized (Güiza et al., 2018), connexins are

designated according to their predicted molecular weight in kilodaltons (Skerrett and

Williams, 2017), with a preffix for species if necessary. For example, hCx36 stands for the

human connexin 36.

Figure 2.1: Schematic representation of a gap junction (GJ) and its components. A:
GJ plaque, made by an array of several intercellular channels that communicate the cytoplasms
of two apposing cells. The electron micrograph on the right shows one side of a GJ, where each
channel is displayed in white (Magnification x307,800). Note its almost crystal-like hexagonal
structure. B : detailed lateral view of the GJ, with the two connexons (hemichannels) forming
the intercellular channel. C : each connexon is composed by six connexins, that have four
transmembrane units, two extracellular loops, one intracellular and the carboxyl and amino
termini. Modified from (Kandel et al., 2012).

GJ can assemble involving identical (homotypic configuration) or different (het-

erotypic) hemichannels. Furthermore, each hemichannel can be constituted by identical

or different subunits too, being called heteromeric or homomeric respectively. Given that

there are 20 connexins in mice, 21 in humans (Willecke et al., 2002) and more than 40
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orthologues across species (Connors and Long, 2004), hypotetically there could be a large

number of possible GJ. However, most of the possible combinations are not functional

(Palacios-Prado and Bukauskas, 2012). In particular, Cx36 appears to be unable to form

heterotypic GJ (Al-Ubaidi et al., 2000).

Distribution

The distribution of connexins is widespread and cell-dependent. Just to name some exam-

ples, Cx43 -the most abundantly expressed Cx (Thévenin et al., 2013)- is found in blood

vessels (Bruzzone et al., 1993), cardiomyocytes (Vozzi et al., 1999) and astrocytes (Nagy

and Rash, 2000), Cx32 in oligodendrocytes (Rash et al., 2001) and liver cells (Serre-

Beinier et al., 2008), Cx36 in neurons (Condorelli et al., 1998) and pancreatic β-cells

(Serre-Beinier et al., 2008). See (Buniello et al., 2004) for an exhaustive review of the

expression of the different Cx genes in the mouse.

Cx36 is the mammalian neuronal connexin par excellence (Rash et al., 2000; Bennett

and Zukin, 2004), even though Cx43 has been reported in olfactory receptor neurons

(Zhang et al., 2000), Cx57 in the olfactory bulb (Zhang, 2011) and the retina (Hombach

et al., 2004), whereas Cx45 is expressed in several regions (Hormuzdi et al., 2004), such

as the neocortex (Condorelli et al., 2003) and the retina (Söhl et al., 2000). Cx36 has

been found in the neocortex (Deans et al., 2001), retina (Deans et al., 2002), thalamic

reticular nucleus (TRN) (Landisman et al., 2002), inferior olive nucleus (IO) (Long et al.,

2002), mesencephalic trigeminal nucleus (MesV) (Curti et al., 2012) and hippocampus

(Hormuzdi et al., 2001), among other structures (Connors and Long, 2004). In the fish,

Cx35 is an orthologue of Cx36 (O’Brien et al., 1996), and plays a similar role in neuronal

circuits (Pereda et al., 2003).

GJ coupling is prevalent during the embryonic and early postnatal developmental

stages of the rat brain (Söhl et al., 1998; Meier and Dermietzel, 2006), reaching a peak

of expression in the first two weeks of life, decreasing afterwards (Belluardo et al., 2000;

Meyer et al., 2002). Indeed, GJ might aid the maturation of the chemical synaptic cir-

cuitry (Maher et al., 2009; Jabeen and Thirumalai, 2018), which in turn fetches the elec-

trical uncoupling (Mentis et al., 2002). In hypothalamic neurons, calcium entry through

NMDA receptors activates the calcium–cyclic AMP response element binding protein

(CREB), inducing Cx36 downregulation (Arumugam et al., 2005). The developmental

expression of Cx36-mediated coupling is finely regulated by chemical synapses: remain-

ing in a low level while GABAA receptors are excitatory, increasing when they become
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inhibitory and metabotropic glutamate II receptors activate, finally decreasing due to

NMDA receptors’ activation (Park et al., 2011). Nevertheless, there is evidence of persis-

tent electrical coupling in the adult brain in several nuclei, such as the neocortex (Galar-

reta and Hestrin, 2002), hippocampus (Hamzei-Sichani et al., 2012), MesV (Curti et al.,

2012), IO and retina (Rash et al., 2000).

Permeability

GJ form aqueous channels that are permeable to ions (Beblo and Veenstra, 1997; Wang

and Veenstra, 1997) and small molecules below 1 kDa, approximately (Bennett and Zukin,

2004). Thus, not only these intercellular channels allow the electrical communication

between coupled cells, but also biochemical signaling through second messengers, like

cyclic AMP (cAMP) (Bedner et al., 2006; Kanaporis et al., 2008) and inositol 1,4,5-

trisphosphate (IP3) (Kandler and Katz, 1998; Niessen et al., 2000). It has been also

shown that GJ may participate in neuronal differentiation (Hartfield et al., 2011) and cell

death (de Rivero Vaccari et al., 2007) in embryonic stages. In fact, their role in apoptosis

seems to be dual, given that they may aid but also impede the spread of cell death signals

(Decrock et al., 2011; Akopian et al., 2014). See (Harris and Locke, 2009) for a complete

review on the permeability of Cx GJ.

Tracer molecules can diffuse through GJ too. Taking advantage of that, Lucifer Yellow

and Neurobiotin (among others) are routinely used to map cellular connectivity mediated

by GJ (Harris, 2001), though their spread is connexin-dependent (Weber et al., 2004).

Unluckily, it is difficult to extract more coupling properties from dye transfer experiments,

because there is no linear relationship between the dye permeability and the absolute per-

meability of the GJ (Nitsche et al., 2004), or its electrical conductance gJ (Ek-Vitorin

and Burt, 2013).

Gating

The synaptic current IJ between two cells is proportional to VJ and the GJ conductance

gJ , whose value is sensitive to VJ for all Cx-based GJ, but less so to the membrane poten-

tial Vm (Palacios-Prado and Bukauskas, 2012). gJ diminishes in a sigmoidal way when VJ

increases, with large variability depending on the Cx or Inx units composing the channel.

For Cx36 homotypic junctions, macroscopic gJ is almost independent of VJ in the region

± 40 mV, and then falls to 30-40 % of its maximum value, with very slow kinetics (Teub-

ner et al., 2000; Al-Ubaidi et al., 2000). Single channel recordings show that the unitary
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conductance γj goes from its maximum (7-15 pS for Cx36 to 310 pS for Cx37 (Harris,

2001)) to a residual value as VJ augments. Therefore, GJ transition between substates

that are not completely closed or open, due to two gating mechanisms: one “fast” and the

other “slow” (also called “loop”) (Bukauskas and Verselis, 2004). Their time constants are

submillisecond and seconds, respectively, so they are not usually visible in patch-clamp

recordings (Bargiello et al., 2012). The fast gating has been associated to the movement

of the Cx amino terminus into the cytoplasmatic vestibule of the hemichannel, narrowing

the pore (Oh et al., 1999; Bukauskas et al., 2002; Xin et al., 2010; Santos-Miranda et al.,

2020). The length of the amino terminus of different isoforms of the Inx UNC-7 have been

correlated with their VJ -dependence (Shui et al., 2020). This “ball-and-chain” mechanism

has also been found in human Cx26 gating by pH (Khan et al., 2020). Indeed, GJ are very

sensitive to the intracellular pH, in a connexin-specific manner: alkalization increases gJ

for Cx30.2 and Cx45 (Skeberdis et al., 2011), but diminishes it for Cx36 (González-Nieto

et al., 2008). Recently, it has been shown that the cytosolic magnesium concentration

plays a major role in the pH-regulation of GJ (Rimkute et al., 2018).

For homotypic GJ, gJ is bidirectional in control conditions, with a symmetrical de-

pendence on the transjunctional potential VJ , centered at VJ = 0 mV, as expected (Fig.

2.2A,B). However, an asymmetrical relationship has been reported in several Cx and Inx-

mediated electrical synapses (Furshpan and Potter, 1959; Auerbach and Bennett, 1969;

Miller and Pereda, 2017), resulting in diode-like electrical transmission. Further research

has demonstrated that this rectification property arises when the gap junction is het-

erotypical (Barrio et al., 1991; Phelan et al., 2008) (Fig. 2.2C), due to the disparate

electrical properties of the hemichannels (Suchyna et al. (1999); see review Palacios-

Prado et al. (2014b)). In particular, different fast gating of apposed hemichannels has

been shown to underlie electrical rectification in both Cx (Verselis et al., 1994) and Inx

(Shui et al., 2020). Asymmetric cytosolic magnesium concentration can also generate

rectification in Cx-based GJ (Palacios-Prado et al., 2013, 2014a).

2.2.2 Structural interactions with other proteins

Electron microscopy images of electrical synapses show that GJ are surrounded by electron

dense structures, similar to the postsynaptic densities of chemical synapses (Miller and

Pereda, 2017). In fact, the intercellular channels interact with several proteins involved

in their maintenance and regulation (Hervé et al., 2012).
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Figure 2.2: Rectification of heterotypic GJ. A, B : junctional current responses to long
voltage steps Xenopus oocytes with homotypic Cx32/Cx32 and Cx26/Cx26. The instantaneous
current response is larger than the steady-state one, as a result of the slow gating. On the
right, normalized gap junction conductance gJ against the transjunctional potential VJ (in mV).
Filled (empty) symbols represent the instantaneous (steady-state) values. Note the contrast
between the marked voltage-dependence of the steady-state gJ , compared with the instantaneous
conductance. C : in heterotypic Cx32/Cx26 GJ, both instantaneous and steady-state gJ display
rectification. Scale bars for all current traces are the same. Adapted from Oh et al. (1999).

Scaffolding proteins

Zonula occludens-1 (ZO-1) is a scaffolding protein, originally found in tight junctions, that

is also associated with Cx GJ (Hervé et al., 2014). It interacts with the carboxyl terminus

(CT) of Cx43, through its PDZ2 domain (Giepmans and Moolenaar, 1998), in a region

surrounding the GJ, named “perinexus” (Rhett and Gourdie, 2012). The binding of ZO-1

to Cx43 has been proposed as a regulatory mechanism for GJ channel accrual, partici-

pating in the transition from undocked connexons to GJ (Chen et al., 2008; Chakraborty

et al., 2010; Rhett et al., 2011; Dunn and Lampe, 2014; Thévenin et al., 2017). In the case

of Cx35 and Cx36, ZO-1 binds to a conserved region of their CT, but through its PDZ1

domain (Li et al., 2004; Flores et al., 2008). This domain has lower affinity and faster

dissociation kinetics than PDZ2, suggesting more dynamic interactions between these two

proteins (Flores et al., 2008). Cx36 also interacts with two other members of the zonula

occludens family of proteins, ZO-2 and ZO-3, via the same domains (Li et al., 2009).

It is not a coincidence that gap, adherens and tight junctions need zonula occludens
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proteins in their scaffolds. From the structural point of view, all these types of junctions

require two membranes to be closely apposed, hinting that they may interact with similar

scaffolding and/or regulatory proteins. Based on this insight, several more proteins have

been identified colocalizing with Cx GJ. For example, proteins MUPP1 and AF6, known

to be associated with ZO-1 at tight junctions, have also been found to colocalize with

Cx36 and to bind directly to its CT (Li et al., 2012b; Lynn et al., 2012; Nagy and Lynn,

2018; Tetenborg et al., 2020). Cingulin has also been localized in GJ, probably mediating

the interaction between GJ scaffolding proteins and the cytoskeleton (Lynn et al., 2012).

Even though Cx may act as cell adhesion molecules (CAM) (Martin et al., 2020), there

are still putative electrical synaptic sites in Cx36 knockout mice (De Zeeuw et al., 2003;

Nagy and Lynn, 2018). Adherens junctions CAM, like nectin-1 (Nagy and Lynn, 2018),

E- (Govindarajan et al., 2010) and N-cadherins (Nagy and Lynn, 2018), have been found

to be expressed in the regions surrounding Cx in GJ.

Regulatory proteins

GJ strength is regulated by several molecules, being the Ca2+ signaling the first described

to close them, as a way to avoid the spread of cell-death signals after tissue damage

(Belousov et al., 2017; Peracchia, 2020b). Since intracellular Ca2+ plays a role in several

signaling cascades, several studies have been focused in isolating the GJ regulatory mech-

anisms triggered by its increase inside the cells. Given that Cx do not have high-affinity

Ca2+ sites (Peracchia, 2020b), the research focus has been on Ca2+-regulated proteins.

Indeed, Ca2+-induced uncoupling can be prevented by inhibiting calmodulin (CaM) or

its expression (Peracchia, 2020b). Molecular studies have shown that CaM binds to the

CT of Cx35 and Cx36 (Burr et al., 2005), even outside the GJ (Siu et al., 2016), possi-

bly blocking the pore with its N-lobe at basal concentration of internal Ca2+ (Peracchia,

2020a). Moreover, Ca2+/calmodulin-dependent protein kinase II (CaMKII) potentiates

Cx35 and Cx36 GJ (Pereda et al., 1998; del Corsso et al., 2012), by phosphorylating (Alev

et al., 2008) at the same CT region where CaM binds (Siu et al., 2016; Aseervatham et al.,

2020). Finally, Ca2+/calmodulin-activated protein phosphatase 2B calcineurin also may

modify the strength of Cx36 synapses (Sevetson et al., 2017), though if there is direct

interaction with Cx is yet unknown.

Furthermore, protein kinase A (PKA) phosphorylates sites at the cytoplasmatic loop

(Mitropoulou and Bruzzone, 2003) and CT (Ouyang et al., 2005; Kothmann et al., 2007)

of Cx35 and Cx36 GJ, regulating their strength (Urschel et al., 2006; Bazzigaluppi et al.,

2017). Remarkably, PKA can inhibit or enhance coupling, depending on the state of a

minor phosphorylation site in the CT, that acts as a “switch” (Ouyang et al., 2005). Other
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protein kinases also interact with Cx GJ, such as PKG (Patel et al., 2006), PKC (Lampe

et al., 2000), MAPK (Warn-Cramer et al., 1996) and membrane-associated guanylate

kinases (Hervé et al., 2012). Some of these phosphorylations may alter the binding to Cx

of scaffolding proteins like ZO-1, modifying the size of the GJ plaques (Chen et al., 2008;

Dunn and Lampe, 2014; Thévenin et al., 2017).

2.2.3 Trafficking

The Cx proteins are synthesized in the endoplasmic reticulum and assembled as hemichan-

nels in the Golgi apparatus (Musil and Goodenough, 1993; Falk et al., 2016). They travel

in vesicles to the cellular membrane, through microtubules, in the case of Cx26 (Martin

et al., 2001), Cx43 (Lauf et al., 2002; Gaietta et al., 2002) and Cx36 (Brown et al., 2019).

Interestingly, the interaction between tubulin and Cx36 happens at a binding site in the

CT, where also CaM and CaMKII interact with Cx36 (Brown et al., 2019), suggesting

that these proteins may interfere with the transport of the Cx.

Fluorescence tags have been attached to the CT of several Cx to study their turnover,

using pulse-chase analysis. A surprisingly short half-life, of 1 to 5 hours, is a common

feature for all Cx studied, both in vivo and in vitro (Segretain and Falk, 2004). Interfering

with Cx insertion (or removal) results in a large decrease (or increase) of GJ conductance

(Flores et al., 2012). It is important to note that there are qualitative variations in the

trafficking processes for different Cx. Newly synthesized Cx43 hemichannels insert in the

periphery of existing GJ, while older channels are removed from the GJ plaque center

(Lauf et al., 2002; Gaietta et al., 2002). In contrast, Cx36 insertion and removal may

happen at any place in the plaque (Wang et al., 2015), with immunofluorescence data

from postnatal rats suggesting that they may even insert elsewhere in the plasma mem-

brane (Curti et al., 2012). This key difference may explain why Cx43 GJ are arranged in

large plaques, while Cx35 and Cx36 GJ are organized in smaller ones (called “puncta”).

Whereas single membrane vesicles are responsible for the insertion of Cx hemichannels,

the entire GJ channels are endocyted to either coupled cells, in double-membrane annular

vesicles (also known as connexosomes), both in native (Fukuda, 2009) and expression

systems (Piehl et al., 2007; Falk et al., 2009; Nickel et al., 2013; Wang et al., 2015).

Therefore, even in homotypic (symmetrical) GJ, their endocytosis is asymmetrical, as

shown in Fig. 2.3. Another stunning consequence of this is that cytosolic content of one

cell can be internalized by its coupled partner, as the cargo of the endocyted vesicle (see

Fig. 2.3). The endocytosis of GJ depends on dynamin and clathrin (Piehl et al., 2007;

Gumpert et al., 2008; Nickel et al., 2013) and triggered by Cx ubiquitination (Totland
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Figure 2.3: Trafficking of GJ in a pair of electrically coupled HeLa cells, expressing
Cx43-CFP (green). One cell was injected with red fluorescent quantum dots (GJ imperme-
able). The series of images at the top shows the internalization process of GJ by the red-labeled
cell, from 0 to 18 minutes. The lumen of the internalized vesicles is dark, as it contains the
cytoplasm of the non fluorescent cell. At the bottom, a non fluorescent cell is internalizing
Cx43-CFP GJ from a red fluorescent one. Scale bars are in µm. From Piehl et al. (2007).

et al., 2020), which may be regulated by protein kinase C (Leithe and Rivedal, 2004). A

recent study has also suggested that Cx36 internalization is mediated by interaction with

caveolin-1 and dependent on the intracellular calcium concentration (Kotova et al., 2020).

Finally, connexosomes are mostly degraded via autophagy (Lichtenstein et al., 2011; Fong

et al., 2012; Bejarano et al., 2012) or via the cellular endo-/lysosomal degradation pathway

(Piehl et al., 2007; Falk et al., 2012; Bell et al., 2019). Some researchers have also found

Cx43 connexosomes interacting with mitochondria (Bell et al., 2019) or being recycled

back to the plasma membrane (Boassa et al., 2010; Vanderpuye et al., 2016).
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2.3 Electrical synaptic transmission

2.3.1 Main properties

In the context of the nervous system, GJ provide low resistance pathways between cou-

pled neurons, allowing the continuous flow of junctional current IJ from one neuron to its

coupled partner (Alcamı́ and Pereda, 2019). This uninterrupted communication sets them

aside from most of the chemical synapses, whose transmission is not usually sustained in

time, but reflect the arrival of action potentials to the presynaptic neuron (there are a

few exceptions though (Matthews and Fuchs, 2010; Trigo, 2019)). Furthermore, action

potentials may also fail to trigger chemical synaptic transmission, for example in the case

of sites with low probability of release or if the neurotransmitter vesicles are depleted. On

the contrary, given the simpler structure of GJ, electrical synaptic transmission is very

reliable over extended periods of time (Alcamı́ and Pereda, 2019).

As Furshpan and Potter recognized in their first preliminary report of electrical

synapses in the crayfish (Furshpan and Potter, 1957), they are able to transmit both

depolarized and hyperpolarized signals. The synaptic current IJ is proportional to the

voltage difference between the coupled cells VJ and the GJ conductance gJ , and could be

unidirectional or bidirectional, depending on the hetero- or homotypic conformation of

the GJ (see section 2.2.1). Therefore, any change on the membrane potential -of any of

the coupled neurons- induces instantaneous change in IJ , contrasting with the delays in

chemical synaptic transmission, due to their more complex chain of events.

2.3.2 Coupling coefficient

The easiest way to understand the factors that determine the efficacy of electrical synaptic

transmission is by analyzing the circuit conformed by two neurons coupled by a GJ (Curti

and O’Brien, 2016), schematically represented in Fig. 2.4. Each neuron k = 1, 2 is

represented by its membrane capacitance Ck and input resistance Rin k, which usually

depends on the membrane voltage Vk. Given that most GJ between mammalian neurons

are homotypic Cx36/Cx36, the GJ can be modeled as a simple ohmic resistor RJ = 1
gJ

1.

A change ∆V1 in the membrane potential of neuron 1 (presynaptic) induces a change on

the synaptic current IJ which, in turn, produces a voltage deflection ∆V2 in neuron 2.

After the charge of the postsynaptic membrane capacitance C2, the ratio between these

1In the case of heterotypic GJ, gJ is modeled as a diode, whose current-voltage relationship is nonlinear
(Furshpan and Potter, 1959)
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two voltage deflections is defined as the coupling coefficient in steady state CCSS =
∆V2
∆V1

.

CCSS measures the steady state efficacy of electrical synaptic transmission: the attenua-

tion of the synapse for DC signals. For example, in neocortical somatostatin-containing

interneurons the median CCSS = 0.06 (Hu and Agmon, 2015), meaning that a sustained

presynaptic voltage deflection of 100 mV generates a postsynaptic response of 6 mV.

Figure 2.4: Electrical transmission between coupled cells. A: equivalent circuit of two
single-compartment neurons electrically coupled. Their input resistances are Rin1 and Rin2,
wheareas C1 and C2 represent their membrane capacitances. The GJ resistance is RJ = 1

gJ
. An

external current Iinjected1 is injected to neuron 1, in the whole-cell configuration. The synaptic
current from neuron 1 to 2 is IJ = gJ (V1 − V2), where V1 and V2 are their respective membrane
potentials. B : signal transmission between passive neurons when one of them (neuron 1) is
hyperpolarized by a negative current step of -450 pA. The coupling coefficient for DC signals
CCSS is defined as the ratio between the post and presynaptic voltages at the red points. Time
scale is the same for all traces.

In terms of the electrical circuit of Fig. 2.4, CCSS can be calculated as:

CCSS =
∆V2
∆V1

=
Rin2

Rin2 +RJ

=
1

1 +
RJ

Rin2

(2.1)

A straightforward consequence of equation 2.1 is that CCSS is determined only by the

ratio between the junctional and postsynaptic resistances, RJ and Rin2 respectively (red

and blue in Fig. 2.4). So, when RJ >> Rin2 the neurons are weakly coupled: CCSS << 1.

Conversely, if RJ << Rin2, CCSS → 1 and the two cells behave as being in the same com-

partment.

Experimentally, the CCSS is measured by injecting long (200-600 ms) current pulses

to one neuron and, simultaneously, recording the potential of the coupled neurons, both
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in whole-cell patch clamp configuration. Reported mean CCSS in mammalian electrical

synapses are quite low: 0.03 to 0.04 in the TRN (Landisman et al., 2002), inferior olive

(Long et al., 2002) and hippocampus (Zsiros and Maccaferri, 2005), 0.09 and 0.13 in fast-

spiking (FS) and low-threshold spiking (LTS) neocortical neurons (Gibson et al., 2005).

Nonetheless, it has to be noted that the GJ in these neurons are located at the dendrites,

but the signals are recorded at the somas, so the low CCSS might be underestimated. The

CCSS might be higher if directly measured at the coupled dendritic compartments, due to

their larger input resistances (probably Rdendrite >> RJ). Consistently, the recorded CCSS

of coupled MesV neurons (which are coupled at their somas) almost double those of FS

and LTS neurons (Curti et al., 2012). Hopefully, future imaging experiments will be able

to estimate directly the coupling coefficient between dendritic compartments, maybe by

using voltage fluorescent probes together with advanced microscopy (Antic et al., 2019).

2.3.3 Frequency dependence of the coupling coefficient

The CCSS is a widespread metric used to determine the strength of electrical synapses.

However, it is not suited for describing the transmission of most physiologically relevant

signals, like action potentials and chemical postsynaptic potentials, because they are faster

than the time constant of the postsynaptic neuron. To thoroughly characterize the elec-

trical synaptic transmission, it would be useful to study the dependence on the frequency

f of the coupling coefficient CC(f). According to the circuit of Fig. 2.4, the presynaptic

signal is filtered by RJ connected in series to the parallel of the C2 and Rin2. On one hand,

for DC signals C2 behaves as an open circuit, and CC(f = 0 Hz) = CCSS, as expected.

On the other hand, for signals with high frequency content, C2 will act as a short-circuit

that produces V2 = 0, regardless of the amplitude of V1. As a result, CC(f) −−−→
f→∞

0: i.e.

the postsynaptic neuron cannot follow the fluctuations of the presynaptic one if they are

infinitely fast. These asymptotic results are valid for any electrical synapse, but they do

not provide information on the filtering behavior for intermediate frequencies.

The complete frequency-dependence of CC(f) can be experimentally obtained by in-

jecting, in the presynaptic neuron, either single- or variable-frequency (also called “zaps”)

current sinusoids (Puil et al., 1986), and computing the CC(f) as the ratio between the

Fast Fourier Transforms of post and presynaptic voltage signals, as displayed in Fig.

2.5. Theoretically, the CC(f) can be expressed with a generalized version of equation

2.1, where the input resistance of the postsynaptic neuron is substituted by its complex

impedance.

If all the intrinsic components were passive, the expected CC(f) should behave as
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Figure 2.5: Frequency-dependence of the coupling coefficient (CC(f)). A: the CC(f)
can be experimentally obtained by injecting a variable-frequency sinusoidal current in Neuron
1 and computing the ratio of the Fast Fourier Transforms of the post and presynaptic voltage
responses. B : in this case, the magnitude of the CC(f) for these MesV neurons displays a
maximum around 40 Hz. Observe that the CC(f) can also be computed using single-frequency
sinusoids. Adapted from (Davoine et al., 2020).

a low-pass filter. Indeed, that is the case for most reported CC(f) in the mammalian

brain, in regions such as the neocortex (Gibson et al., 2005), cerebellum (Dugué et al.,

2009), TRN (Landisman et al., 2002) and the retina (Veruki and Hartveit, 2002; Tren-

holm et al., 2013a). However, it should not be discarded a more complex behavior in the

dendritic compartments where most GJ are located, given that they cannot be recorded

by the standard patch clamp technique. Strikingly, a band-pass behavior was reported in

the MesV, due to active ionic conductances operating at the resting membrane potential

(Curti et al., 2012) (see Fig. 2.5 and section 2.3.5) 1.

2.3.4 Spike transmission

A clear consequence of the filtering properties is that faster signals get more attenu-

ated than slower ones. In particular, presynaptic action potentials usually induce small-

amplitude broad spikelets in the postsynaptic neuron, as was already attested in the first

detailed characterizations of electrical synaptic coupling (Watanabe, 1958; Furshpan and

Potter, 1959). The coupling coefficient for spikes CCspike, defined as the ratio between

the amplitudes of the postsynaptic spikelet and the presynaptic spike, is about 10 times

smaller than CCSS for LTS and FS neurons (Gibson et al., 2005). For MesV neurons,

CCSS is only 5 times CCspike, as a result of the band-pass filter properties (Curti et al.,

1The CC(f) between bipolar cells in the adult goldfish retina also displays a resonance, even though
the researchers who characterized it were not aware of that (Arai et al., 2010).
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2012; Davoine et al., 2020).

The postsynaptic spikelets (PJS) are not only shaped by the filter properties, but

also by the presynaptic signals’ waveforms. On one hand, when the later display shallow

after-hyperpolarization potentials (AHP), the elicited PJS are monophasic (Veruki and

Hartveit, 2002; Landisman et al., 2002; Gibson et al., 2005; Curti et al., 2012), with a

net depolarizing effect on the coupled cell. On the other hand, spikes with deep and

long-lasting AHP produce biphasic PJS (Gibson et al., 2005; Dugué et al., 2009), whose

net impact could be more complex. For example, Dugué and coworkers studied cerebellar

Golgi neurons, which produce very fast action potentials (0.35 ms in half width), followed

by a profound and long-lasting AHP (Dugué et al., 2009). The presynaptic spike gets

severely attenuated (CCspike = 0.007) by the low-pass filter, whereas the AHP is less

affected due to its lower-frequency content (its associated CCAHP = 0.1). Hence, the re-

sulting PJS have a very small and short depolarizing phase and a stronger hyperpolarizing

one, with a net inhibitory effect on the postsynaptic neuron excitability.

Finally, even though the synaptic current reacts instantaneously to presynaptic volt-

age changes, the postsynaptic membrane response is delayed by the phase lag introduced

by the filter (Curti and O’Brien, 2016). The latency for spike transmission is usually

below 1 ms, both in vitro (Galarreta and Hestrin, 2001; Vandecasteele et al., 2005; Dugué

et al., 2009; Alcami and Marty, 2013) and in vivo (van Welie et al., 2016). Nevertheless,

submillisecond latency alone cannot be used as a criterion to identify electrical synapses

in the mammalian brain (Bennett and Zukin, 2004), given that chemical synaptic com-

munication may also be very fast (Hu et al., 2011).

2.3.5 Interaction with intrinsic properties

As explained in the section 2.3.3, the frequency dependence of the coupling coefficient

is determined by the junctional and postsynaptic electrical properties. Therefore, mod-

ifications of the later may dramatically alter the CC(f) and, consequently, the spike

transmission. For example, postsynaptic depolarizations enhance the antidromic electri-

cal transmission from goldfish Mauthner cells to auditory afferents (Pereda et al., 1995),

due to increased activation of the persistent sodium current INaP . In fact, INaP is a

strong amplifying mechanism (Izhikevich, 2006) which augments the postsynaptic input

resistance Rin2, in a voltage-dependent manner, boosting the coupling coefficient (Curti

and Pereda, 2004), according to the equation 2.1.

In mammals, pharmacological blockade of INaP abolishes the depolarization-induced
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amplification of PJS (Mann-Metzer and Yarom, 1999; Dugué et al., 2009; Curti et al.,

2012). PJS also get wider, due to the increase of the time constant of the postsynaptic

cell, further accentuating their excitatory effect. In coupled TRN neurons, this mechanism

acts in a state-dependent way, only when they are in the tonic spiking regime but not

when they are bursting (Haas and Landisman, 2012). This results from the difference in

the resting membrane potential (RMP) at which each behavior is expressed: tonic spiking

occurs when the RMP is within the activation range of INaP (around −53 mV, close to

the INaP half-activation voltage), while bursting happens with more hyperpolarized RMP

(−76 mV, approximately). PJS in FS neurons are state-dependent as well: biphasic when

the cells are depolarized, monophasic if hyperpolarized (Otsuka and Kawaguchi, 2013).

Subthreshold potassium currents have an impact on the CC(f) and spike transmis-

sion too. Their blockade modifies the voltage-dependent enhancement of antidromic PJS

at goldfish club endings (Curti and Pereda, 2004). The A-type potassium current IA is

responsible for shaping the band-pass filter behavior of the CC(f) in MesV neurons, by

introducing a resonant bump around 80 Hz (Curti et al., 2012), due to its time constant.

In these neurons, IA diminishes the gain of CC(f) for signals slower than its activation

time constant, being counterbalanced by INaP -induced boosting, as computational models

show in Fig. 2.6. In addition, blocking these two active mechanisms increases the phase

lag of the transmission (Curti et al., 2012).

Figure 2.6: Computational simulations explain the role of non-synaptic conduc-
tances in electrical synaptic transmission. A: increasing the persistent sodium maximum
conductance in the postsynaptic neuron gNaP2 boosts the gain of the CC(f) over all the fre-
quency range, without modifying its shape. B : on the contrary, augmenting the maximum
conductance of the IA turns the filter from a low-pass to a band-pass. Adapted from (Davoine
et al., 2020).
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2.4 Functional role in neuronal circuits

2.4.1 Introduction

In the previous sections, we described how GJ are the structural basis of electrical synapses

and how they endow coupled neurons with a simple, yet sophisticated, tool for information

processing. Yet, the functional contribution of electrical synapses to neuronal circuits has

been underestimated historically, in comparison to the chemical synaptic communication

(Alcamı́ and Pereda, 2019). As a matter of fact, electrical and chemical synaptic transmis-

sion coexist in several neuronal circuits, acting together to perform complex operations.

Here, we will succintly review four outstanding examples of these, some of which will be

further discussed in the context of synaptic plasticity (see section 2.5). First, the escape

circuits in Caenorhabditis elegans and the fish, where mixed electrical-chemical synapses

ensure a fast and reliable response in life-threatening situations. Then, two examples from

the mammalian central nervous system, which are involved in sensory and motor opera-

tions: the retina and the inferior olive, respectively. Finally, we introduce the coincidence

detection in mammalian circuits, which will be explored in detail later, in chapter 3. Jing

(2017) provides an up-to-date compilation of neuronal circuits where electrical synapses

play a major role.

2.4.2 Synergy between chemical and electrical synapses in es-

cape circuits

Fast and reliable escape circuits are essential for the survival of individual animals. One

basic network architecture found in many species consists on a sensory element connected,

to an interneuron whose large-diameter axon projects directly to motor neurons, which

execute the escape action. Whereas axon properties maximize the speed of transmission,

its reliability is ensured by electrical synapses, that also minimize its delay. Interestingly,

in these circuits, electrical synapses are commonly associated with chemical ones, forming

mixed synapses that boost the signal transmission.

The basic structure of the Caenorhabditis elegans escape circuit is composed by a pair

of command interneurons (AVA), which project onto A-motor neurons (A-MN) (Chalfie

et al., 1985; Piggott et al., 2011) (Fig. 2.7A-B). Located in the head of the animal, the

AVA integrate sensory information (for example, from mechanical touch) in order to trig-

ger an avoidance response, executed via a backwards movement of the worm (Pirri and

Alkema, 2012). Taking advantage of the genetic tools available in the C. elegans and

with exceptional technical skill, Liu and coworkers were able to characterize this small
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network, using paired whole-cell electrophysiological recordings (Liu et al., 2017). The

synapses between the AVA neurons and the A-MN are mixed: the chemical components

is cholinergic, while the electrical one is made by heterotypical GJ, composed by the Inx

UNC-7 and UNC-9. Amazingly, the almost total rectification of this electrical synapse

(Shui et al., 2020) (see 2.2.1) promotes antidromic transmission that amplifies the chemi-

cal transmission. Consistently, knockdown of one of the Inx reduces the frequency of the

postsynaptic currents in the A-MN and hinders the backward locomotion behavior (Liu

et al., 2017).

In the teleost fish, pressure waves (sound) coming from one side of the animal may

signal the approach of a predator, which is transduced to electrical signals by hair cells in

the inner ear, and conveyed to the CNS by auditory afferents. These afferents terminate

as large myelinated “club endings” in the lateral dendrite of the Mauthner (M) cell (Fig.

2.7C-D), providing a strong excitatory input. M-cells are a pair of gigantic reticulo-spinal

neuron whose axon crosses the midline and commands motor neurons, generating a rapid

contraction of the contralateral side muscles, in a maneuver known as “C-start” for the

shape the fish adopts (Faber and Pereda, 2011). There are only two M-cells in the an-

imal, one on each side. Therefore, during this movement, the contralateral M-cell must

be inhibited, in order to avoid a simultaneous ipsilateral contraction that impedes the

fast side-turning1 This constitutes the startle response of the animal, and is followed by

a counter-bending, from which the fish often starts a escape response by fast swimming

(Berg et al., 2018).

The M-cell is essential for the success of the startle response (Hecker et al., 2020).

Being the largest known neuron in the vertebrate brain, its properties are especially

tuned for the transmission of this reflex. Its low time constant and large-diameter axon

are particularly well suited for maximizing the speed of transmission, while its low input

resistance sets a high threshold for the response, avoiding spontaneous activation of the

circuit that may interfere with the normal swimming behavior (Faber and Pereda, 2011).

Noteworthy, club endings form mixed -electrical and chemical- contacts onto the M-cell.

Thus, upon activation of these auditory afferents, postsynaptic responses display a short

latency electrical component followed by a glutamatergic component (Furshpan, 1964).

The structural substrate of these electrical synapses are heterotypic GJ, made by Cx35

and Cx34.7 in the pre and postsynaptic sides, respectively (Rash et al., 2013). Even

though the unitary conductance of Cx35 is 10 times that of Cx34.7 (O’Brien et al., 1998),

1Both M-cells are simultaneously activated in another stereotypical response: the “S-start” elicited
by tail stimulation, whose performance depends on the hyperpolarized state of motor neurons at the time
when M-cell spikes arrive (Liu and Hale, 2017).

21



Figure 2.7: Escape circuits of C. elegans and the fish. A: AVA interneurons, which
receive information from sensory and interneurons, project onto A-MN (like the VA5) via mixed
synapses, triggering a escape response. B : schematic representation of the worm and the AVA
and VA5 neurons. C : C-start circuit of the fish, consisting on auditory afferents that project to
the Mauthner cell via mixed synapses. D : In the fish, the axon of the M-cell crosses the midline,
in order to activate the contralateral motoneurons, generating the C-start response (E ). A and
B adapted from Liu et al. (2017), D and E from Medan and Preuss (2014).
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the rectification of the electrical synapses is only 4 times larger in the antidromic direction,

compared to the orthodromic one (Rash et al., 2013). The rectification, together with

the disparity between the input resistances of the club-endings and the M-cell (Faber and

Pereda, 2011), provide a mechanism that favors antidromic transmission, which is further

boosted by the persistent sodium current in the presynaptic side (Curti and Pereda,

2004). Given that the electrical synapse operates faster than the chemical one, this

backpropagation enhances the presynaptic depolarization, contributing to improve the

later chemical transmission. In addition, the backpropagated potential also invades other

club endings, acting as a cooperativity mechanism between them (Rash et al., 2013).

2.4.3 Lateral excitation in the retina

Figure 2.8: Schematic representation of the
retinal circuitry and its electrical synaptic
connectivity. The input layer is the ONL (outer
nuclear layer), where cones (C) and rods (R) are.
The output are the ganglion cells’ (GC) axons in
the GC layer (GCL). The figure from (Bloomfield
and Volgyi, 2009) was modified to include the re-
cent findings on coupling in the ONL (Jin et al.,
2020). Abbreviations: HC, horizontal cell; RB and
CB, rod and cone bipolar cells, respectively; AC,
amacrine cell; AII, AII amacrine cell.

The vision relies on the information

processed by the retina, which con-

verts light stimuli into electrical sig-

nals, for further processing in the

brain. In order to accomplish that,

the retinal circuitry is composed by

a complex network of different cells,

schematically represented in figure 2.8.

Cones and rods constitute its input

layer, where the phototransduction takes

place, while the ganglion cells (GC)

generate its output, which is con-

veyed through their axons (the optic

nerve) to the brain. These two lay-

ers are connected through a convo-

luted network of bipolar, horizontal and

amacrine cells, giving structural sup-

port for many different signaling path-

ways between the photoreceptors and

the GC.

Remarkably, several Cx are expressed

in all layers of the retina, forming GJ

between cells (Fig. 2.8). Using rod

and cone-specific Cx36 KO mice, it

was shown that photoreceptors’ coupling
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mainly depends on Cx36 GJ between cones and rods, while direct cone/cone coupling is

rare and rod/rod nonexistent (Jin et al., 2020). Previous reports of direct rod/rod cou-

pling (Hornstein et al., 2005; Li et al., 2012a) can be explained in terms of rod/cone/rod

coupling. Cx36 is expressed in bipolar (Deans et al., 2002; Feigenspan et al., 2004),

amacrine (Deans et al., 2002) and ganglion (Schubert et al., 2005a; Pan et al., 2010)

cells, all of which also express Cx45 (Schubert et al., 2005b; Dedek et al., 2006). Within

the context of the diversity of Cx expression in the retina, provocative immunofluores-

cence data suggested heterotypic Cx45/Cx36 between AII amacrine and ON bipolar cells

(Dedek et al., 2006). However, in a technical tour de force, Li and coworkers demon-

strated that Cx45 and Cx36 in the retina can be coexpressed in the same GJ plaques,

but each of them forms homotypic GJ (Li et al., 2008). Uniquely, horizontal cells, which

provide surround inhibition on the first retina layer, do not express neither Cx36 nor

Cx45, but Cx50 (Dorgau et al., 2015) and Cx57 (Hombach et al., 2004; Janssen-Bienhold

et al., 2009). Due to their ubiquity in the retinal circuitry, GJ are critical in the process-

ing of visual information (Bloomfield and Volgyi, 2009; Trenholm and Awatramani, 2019).

Lag normalization in ON-OFF directionally selective ganglion cells (DSGC) is an

amazing example of the role of electrical synapses in the retina. There are four subtypes

of DSGC, each of which responds preferentially to edges moving in a specific cardinal

direction. The spatial location of the edge is signalled by the initiation of spiking ac-

tivity in DSGC, whereas their peak firing rates encode the stimulus velocity information

(Gollisch and Meister, 2008). In a series of papers, Trenholm et al. studied these cells,

using a transgenic mice line that expressed GFP in this neuronal population (Trenholm

et al., 2011). Interestingly, only a subpopulation of DSGC are electrically coupled through

their dendrites (Weng et al., 2005), via homotypic Cx45 GJ (Schubert et al., 2005a; Pan

et al., 2010; Trenholm et al., 2013a) between themselves, with no evidence of heterologous

coupling (Trenholm et al., 2013a). Whereas the dendritic arbors of uncoupled DSGC are

symmetrical, in coupled cells they align with their preferred direction (Trenholm et al.,

2011) (Fig. 2.9a). The spiking of uncoupled cells only starts when the leading edge of a

bar is inside their dendritic tree, and the timing depends on its velocity. Coupled DSGC

firing begins when the incoming edge is 100 µm of their somas and dendrites, irrespective

of the input velocity (Trenholm et al., 2013b), in a phenomenon designated “lag nor-

malization”. This is due to the early activation of coupled DSGC, which recruit their

neighbors even before the leading edge arrives (Trenholm et al., 2013b). Thus, electrical

synapses between DSGC provide a lateral excitation mechanism, that enables a precise

detection of the spatial location of the stimulus, disregarding its velocity.
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Figure 2.9: Lag normalization in ON-OFF directionally selective ganglion cells. a:
an incoming edge elicits spiking in uncoupled DSGC when it enters the dendritic arbor, while
asymmetric coupled DSGC start firing before, due to the activation of other coupled cells (somas
in green). b, c: the lag of the response of uncoupled DSGC is proportional to the edge velocity,
while in coupled cells it is almost not affected. Coupling does not seem to play a major role in
the coding of the velocity by the peak firing rate. From (Trenholm et al., 2013b).

2.4.4 Synchronization and inhibitory shunting in the inferior

olive

The inferior olive (IO) is a nucleus located in the medulla oblongata that forms one of the

most extensive GJ coupled neuronal networks in the adult mammalian brain (Condorelli

et al., 1998; Belluardo et al., 2000). Each IO neuron is electrically coupled to ∼19 other

neurons (Hoge et al., 2011; Lefler et al., 2020), via dendritic GJ, located in special func-

tional units called glomeruli, where 4-10 dendrites converge, forming a syncytium (Sotelo

et al., 1974). IO neurons provide inputs to the Purkinje neurons of the cerebellar cor-

tex (Llinas et al., 1974), through the climbing fibers, which are the terminal portions of

their axons (Schweighofer et al., 2013). Each Purkinje cell receives inputs from only one

climbing fiber, through hundreds of synapses that generate strong bursts called “complex

spikes”, which are completely different from the “simple spikes” induced by parallel fibers’

activation (Llinás, 2014). However, while parallel fibers can induce firing rates up to 200

Hz, the climbing fibers’ input is far more sporadic, generating 1 or 2 complex spikes per

second (Welsh and Turecek, 2017). Therefore, these two pathways convey different infor-

mation: the climbing fibers are “event detectors” that modify the weight of parallel fibers

synapses, in a supervised learning paradigm of motor control (Schweighofer et al., 2013).

Consistently, lesions in the IO provoke severe movement coordination deficits (ataxia)

(Murphy and O’Leary, 1971; Horn et al., 2013).
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IO neurons also send collaterals to cells of the deep cerebellar nuclei (DCN), which

in turn project back to the IO, making GABAergic synapses at the glomeruli (Best and

Regehr, 2009). In 1974, Llinás et al. already postulated that the activation of these in-

hibitory synapses, located adjacent to the GJ, may decrease the electrotonic coupling by

shunting (Llinas et al., 1974). In this hypothesis, DCN neurons provide a negative feed-

back to the IO, by activating GABAA receptors that decrease the membrane resistance in

close proximity to the electrical synapses. Consistently, pharmacological blockade of these

receptors increases the complex spike firing rates and widens spatial synchronization in the

cerebellar cortex (Lang et al., 1996). The final demonstration of the shunting hypothesis

was provided 40 years later by Lefler and coworkers, who transfected channelrhodopsin-2

to photoactivate the DCN GABAergic terminals, evoking inhibitory postsynaptic poten-

tials in IO neurons and decreasing the coupling coefficient by 43% (Lefler et al., 2014).

Thus, DCN input modifies the functional architecture of the IO network by diminishing

the coupling strength.

Synchronization is a common emergent behavior in large networks of electrically cou-

pled neurons (Bennett and Zukin, 2004)1, even in the presence of noise and heterogeneities

(Ostojic et al., 2009). IO neurons display synchronous spontaneous subthreshold oscil-

lations (STO), both in vitro (Llinás and Yarom, 1986; Turecek et al., 2016) and in vivo

(Khosrovani et al., 2007), that could be the basis of a temporal pattern generator (Yarom

and Cohen, 2002; Jacobson et al., 2008). For several years, it was not completely clear

if the STO derived from the intrinsic resonant characteristics of single IO neurons, or

from an emergent network property, as the dissection of these two components is not

straightforward. Pharmacological blockade of GJ does not abolish STO, but that does

not answer the question, as it also increases the IO neurons’ input resistance (Leznik and

Llinás, 2005). GABA application decreases the amplitude of the IO oscillations (Devor

and Yarom, 2000), but its effect on the input resistance also affects the coupling coef-

ficient. A different approach employed knock-out (KO) Cx36 mice as a model, whose

IO neurons generate spontaneous (although not synchronized) STO (Long et al., 2002),

supporting the idea of them as single-cell oscillators synced by electrical coupling. How-

ever, their STO are qualitatively different from those in wild type (WT) animals, due

to compensatory changes on their intrinsic properties (De Zeeuw et al., 2003). Finally,

Placantonakis and coworkers developed a Cx36 knock-down model, whose IO neurons

have the same morphological and electrophysiological properties as the WT (Placanton-

akis et al., 2004), but do not display sustained STO, strongly suggesting that electrical

1A notable counterexample are the Golgi neurons, whose profound AHP (see section 2.3.4) inhibit
their coupled neighbors, transiently desynchronizing the network (Dugué et al., 2009; Vervaeke et al.,
2010).
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synapses are needed to generate robust synchronous STO in the IO.

2.4.5 Coincidence detection in the mammalian brain

The temporal distribution of input signals shapes the response of a network of electri-

cally coupled neurons. On one hand, when they all receive simultaneous inputs, their

membrane potentials depolarize (or hyperpolarize) more or less at the same time, can-

celing the tranjunctional potential across the GJ, effectively augmenting their respective

input resistances Rin. On the other hand, if only one receives an input, its response is

diminished due to the leak of junctional current to its coupled partners, which act as a

“load”. Thus, the electrical synapses endow neural networks with the ability to respond

selectively to coincident inputs. An experimental method to test coincidence detection

relies on individual and simultaneous current injections to coupled cells, comparing their

responses in both cases, as Fig. 2.10 shows for AII amacrine cells from the retina (Veruki

and Hartveit, 2002). In this case, current stimuli that elicited subthreshold responses

when applied to only one cell, produced firing if both cells were stimulated at the same

time. Similarly, coincidence stimulation increases the number of spikes fired in basket

cells in the cerebellum (Alcami, 2018) and in the MesV neurons (Curti et al., 2012).

Figure 2.10: Coincidence detection between AII amacrine cells from the retina.
A: differential interference contrast (above) and fluorescence (below) images of two electrically
coupled AII amacrine cells from the rat retina. Scale bars indicate 20 µm. B : when each
coupled cell was stimulated individually by a current pulse (left and center panels), both it
and its coupled partner generated a subthreshold voltage responses. However, they fired when
both were stimultaneously stimulated (right), indicating coincidence detection. Modified from
(Veruki and Hartveit, 2002).
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The effective canceling of the GJ contribution to Rin relies on how simultaneous are

the voltage deflections of the coupled neurons, defining a time window for coincidence

detection. We performed an illustrative experiment, injecting short current pulses to two

electrically coupled MesV neurons, with varying stimulation delay ∆t = t2 − t1 (Fig.

2.11A). When the delay was long enough (Fig. 2.11B), each cell produced always a sub-

threshold response (spike probability = 0). However, when ∆t shortened to -3.0 ms, the

subthreshold depolarization of cell 2 facilitated the response of cell 1, which was able to

fire an action potential (Fig. 2.11C). Finally, when ∆t ≤ 1.0 ms, both cells fired, signaling

the coincident input (Fig. 2.11D, E). For larger ∆t, cell 1 ceased to spike first while still

facilitating cell 2 (Fig. 2.11F), and then both cells came back to subthreshold responses

(Fig. 2.11G). Thus, coincidence detection only occurs within a very narrow time window

of ± 1.0 ms (Fig. 2.11H). Alcami carried out a similar experiment in electrically cou-

pled basket cells, but with a spike probability of ∼ 0.4 for independent stimuli, finding

a temporal window of ± 5.0 ms (Alcami, 2018). The interaction between the electrical

coupling and reciprocal inhibitory chemical synapses can reduce this time window even

further (Galarreta and Hestrin, 2001).

Electrical coupling in the mammalian brain occurs mostly within the context of net-

works of more than two cells. Computational simulations of fast spiking neurons showed

that electrical coupling reduced the average frequency, of a network of 10 cells, by ∼
40% when they receive uncorrelated inputs (Hjorth et al., 2009). However, if their in-

puts became correlated during a 20-ms time window, the average frequency jumped ∼
40%, due to the cancelation of the junctional currents during the coincident stimulation

(Hjorth et al., 2009). In the retina, electrical coupling between photoreceptors allows

them to distinguish between signal and noise. Indeed, while the noise of a photoreceptor

is independent of the others, its signal is not, as it has to be partially shared with its

coupled neighbors (DeVries et al., 2002). Therefore, the impact of noisy activations in

individual photoreceptors is reduced, as they leak current to their non-activated neighbors

through the GJ. Nevertheless, if there is a light signal, junctional current will be minimal,

as coupled neighbors activate at the same time. Thus, electrical coupling improves the

signal-to-noise ratio in phototransduction, with the cost of some spatial blurring though

(DeVries et al., 2002).
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Figure 2.11: Temporal window of coincidence detection for MesV neurons. A: we
stimulated two coupled MesV neurons with short (2-ms) current pulses of constant amplitude,
with varying time delay ∆t between them. Arrowheads indicate the respective stimulation times.
B : subthreshold voltage responses of both neurons, for ∆t= -3.5 ms (Cell 2 was stimulated 3.5 ms
before Cell 1). C : for ∆t = -3.0 ms, the response in Cell 1 gets facilitated by the depolarization
of Cell 2, eliciting an action potential. D-E : there is coincidence detection within the time
window |∆t| ≤ 1.0 ms, as both cells spike. F and G are analog to B and A, respectively.
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2.5 Plasticity

2.5.1 Introduction

The strength of the electrical synapses depends on the interplay between the GJ and the

intrinsic properties of coupled neurons (see section 2.3.5). Within the context of functional

neuronal circuits, both can be modified by changes of the neurons’ activity pattern, neu-

rotransmitters, interactions with surrounding glia, trophic factors, metabolites, etc. The

impact in electrical coupling of the modulation of a non-synaptic membrane conductance

will be studied in chapters 3 and 5, while regulations and activity-driven modifications of

GJ will be explored in chapter 4. In this section, we will review the dynamic modifications

of the conductance of the GJ by the interactions of their constituent Cx with enzymes

and scaffolding proteins, triggered by neuronal electrical activity or neurotransmitters.

Indeed, the experimental evidence indicates that GJ are subject to plastic modifications

in native neural systems. Note that the plasticity of electrical synaptic transmission would

not only result from changes in the efficacy of preexisting contacts, but also might involve

the formation of new contacts, as well as the elimination of old ones. In fact, the whole

electrical connectome of C. elegans undergoes profound modifications when the worm en-

ters a stress-resistant stage in response to an adverse environment (Bhattacharya et al.,

2019).

Inspired by the descriptions of chemical synaptic plasticity (Lüscher and Malenka,

2012), we will divide electrical synaptic plasticity into two stages: induction and expres-

sion, where the first describes the mechanisms that trigger the phenomenon, while the

second explains how the GJ is modified.

2.5.2 Induction

Despite the diversity of neurotransmitters and activity patterns that have been studied

as triggers of electrical synaptic plasticity (Curti and O’Brien, 2016; O’Brien, 2019), its

induction mostly involves intracellular pathways where CaMKII or PKA plays a major

role (see section 2.2.2). In order to simplify, we will classify the induction mechanisms into

two categories: Ca2+-dependent or Ca2+-independent. The next examples of plasticity

will be centered around Cx36 and its orthologue Cx35, within the context of the neural

circuits presented in section 2.4 and others.
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Calcium-dependent plasticity

The first evidence of GJ plasticity was obtained from the mixed synapses between the

club endings and the M-cell, where tetanic stimulation elicits a long-term potentiation

(LTP) of both electrical and chemical synaptic components, mediated by NMDA recep-

tors, which allow Ca2+ to enter the postsynaptic cell (Yang et al., 1990). The increase in

the intracellular Ca2+ concentration promotes the activation of CaMKII, leading to the

potentiation of the neighbouring GJ (Pereda et al., 1998).

The activation of NMDA receptors in mammalian IO neurons also triggers a CaMKII-

mediated long-term modification of the electrical synaptic strength. In 2014, the jour-

nal Neuron published two papers that, at first glance, seemed to be contradicting each

other: one reporting LTP (Turecek et al., 2014) and the other long-term depression (LTD)

(Mathy et al., 2014) in the IO, upon activation of NMDA receptors. The apparent discrep-

ancy between these results might reside on their different stimulation protocols: whereas

LTD was achieved with a weak activation (50 synaptic stimuli at 1 Hz), LTP was induced

by stimulating at higher frequencies or directly applying NMDA to the bath. Thus, pos-

sibly low increases of intracellular Ca2+ trigger LTD, while larger ones induce LTP. From

the functional point of view, NMDA application increases the extent and synchronization

of STO of electrically coupled IO neurons (Turecek et al., 2014). Furthermore, during

LTP, the increase in Ca2+ concentration occurs locally within microdomains at the den-

drites, where NMDA receptors are structurally close to GJ (Turecek et al., 2014). Cx36

GJ at retinal AII amacrine cells also colocalize with nonsynaptic NMDA receptors, whose

activation leads to a CaMKII-mediated strengthening of electrical coupling (Kothmann

et al., 2012). This phenomenon can be triggered by spillover of glutamate from ON-

bipolar cells, activated by an increment in background light (Kothmann et al., 2012).

Electrically coupled neurons in the Thalamic Reticular Nucleus (TRN) operate in two

modes, depending on their RMP: bursting from −70 mV or tonic spiking from −55 mV.

When bursting activity is induced by current injection, the coupling coefficient and GJ

conductance gJ decrease (Haas et al., 2011), due to calcineurin activation by Ca2+ going

into the cells through low-threshold voltage-activated IT channels, and boosted by Ca2+-

induced Ca2+ release from ryanodine receptors in the endoplasmic reticulum (Sevetson

et al., 2017). Notably, the magnitude of the LTD is the same whether both or only one

neuron is in the bursting mode (Haas et al., 2011). In addition, Ca2+-dependent LTP

can be elicited when one TRN neuron is firing tonically, in the presence of an IT -channel

blocker (Fricker et al., 2021). Therefore, it is suggested that LTP is elicited by a small

increase in intracellular Ca2+ concentration, while larger ones provoke LTD (Fricker et al.,
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2021). Nevertheless, it should be noted that the reported gJ and its modifications are

estimated from current clamp measurements, using an electrical equivalent suitable for

single-compartment coupled cells (Bennett, 1966). Limitations of this approach applied

to multicompartment TRN neurons with dendritic GJ may account for the reported 20%

asymmetry of gJ in control conditions (Haas et al., 2011), given that homotypic GJ are

not rectifying (see section 2.2.1).

Calcium-independent plasticity

Rode-cone coupling strength is regulated by retinal circadian clocks and light intensity:

it increases during nighttime/darkness and returns to a lower level in the daytime/light

conditions (Ribelayga et al., 2008). Coupling between AII-amacrine cells displays a more

complex pattern: it is low in both complete darkness and bright light conditions, but

high at intermediate light intensities (Bloomfield and Xin, 1997; Bloomfield and Völgyi,

2004). Dopamine and adenosine act as light-sensitive signals in the retina that drive these

changes, by either promoting or repressing the adenylate cyclase activity, which in turn

activate or inhibit the PKA-mediated phosphorylation of the Cx (Urschel et al., 2006;

Kothmann et al., 2009; Li et al., 2013). The interplay between the diversity of dopamine

and adenosine receptors present in the retina and the bidirectional regulation of GJ by

PKA (see section 2.2.2) produces complex light/circadian regulated modifications in the

signal processing (O’Brien, 2019).

Activation of metabotropic glutamatergic receptors (mGluR) also modulates the elec-

trical coupling strength between rat TRN neurons (Landisman and Connors, 2005),

through the PKA pathway. In fact, mGluR I and II have opposite effects on it, be-

cause of their respective promotion or inhibition of the adenylate cyclase activity (Wang

et al., 2015). In this case, the increased intracellular PKA reduces gJ (Wang et al., 2015),

similarly to what happens between inhibitory interneurons in the hippocampus due to

the activation of β-adrenergic receptors (Zsiros and Maccaferri, 2008). Interestingly, the

effect of mGluR-activation is occluded by the Ca2+-dependent LTD induced by activity

reviewed before, suggesting that both pathways converge at some point (Sevetson et al.,

2017).

Dopamine acting on D1 receptor at the M-cell was shown to elicit LTP in the electrical

synapses between the M-cell and the club endings, also via the PKA-pathway (Pereda

et al., 1994). Remarkably, this dopamine may come from neighboring varicosities, which

are stimulated by activity-induced endocannabinoid release from the M-cell (Cachope

et al., 2007).
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2.5.3 Expression

The expression of synaptic plasticity is far less studied than its induction, due to the

difficulty of discerning if there is a change in the number of channels, their single conduc-

tance and/or their open probability. In fact, in the case of Cx36, its single conductance

is among the smallest for Cx channels, below the resolution of typical electrophysiological

recordings. Fluctuation (nonstationary noise) analysis is an electrophysiological tool that

could potentially dissect these three components (Sigworth, 1980), but its application on

the GJ channels is not straightforward, as it requires experimentally-induced changes in

the open probability of the channels (Alvarez et al., 2002).

Using an indirect histological approach, Bazzigalupi et al. compared the number of

coupled neurons in the IO, in different conditions, finding that both stimulation of PKA or

inhibition of CaMKII diminishes the coupling (Bazzigaluppi et al., 2017). Interestingly,

whereas PKA activation does not modify the number of Cx36 puncta between cells,

inhibition of CaMKII significantly reduces it, suggesting that the PKA pathway may

modify the permeability and/or the open probability of the channels, while CaMKII

activation increases their number (Bazzigaluppi et al., 2017). However, this indirect

approach is not able to tell if the additional available channels in the presence of CaMKII

are functional or not. In vertebrates, there is evidence that most of GJ channels are

not functional and might operate as a reserve pool to support plasticity. Combining

electrophysiological recordings and GJ plaque area measurements, with estimations for

single-channel conductance and Cx density, Curti and coworkers estimated that only

∼0.1% of functional GJ channels in MesV neurons (Curti et al., 2012). This result is

consistent with the small percentage (∼1%) of open channels found in the M-cell (Lin

and Faber, 1988).
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Chapter 3

Role of the intrinsic properties on

coincidence detection

Coincidence detection is an important functional property of electrically coupled neu-

rons, that enables them to respond selectively to simultaneous inputs. During coincident

stimulation, neurons are approximately at the same membrane potential, with almost

no leakage of current through the GJ, effectively enlarging their input resistance Rin by

“unloading” them of their coupled partners. This property may manifest as an increase of

the number of action potentials elicited during simultaneous current injection, compared

with the obtained when only one neuron is stimulated. In the following paper (Davoine

and Curti, 2019), we show that this property is heterogeneous within the population of rat

MesV neurons, and depends on both the excitability and the loading of the coupled cell

through the GJ. We use the hyperpolarization-activated current IH as a tool to showcase

the significant role of the intrinsic properties on coincidence detection. Although, in con-

trol conditions, the complete activation of IH occurs well below the usual RMP of MesV

cells, it is a prominent current, due to its large maximum amplitude. Interestingly, its

biophysical characteristics are quite diverse, even across neurons from the same animal,

suggesting that it is subject to regulation. As IH is modulated by cyclic nucleotides, we

studied the effect of cGMP on the intrinsic properties of single neurons, finding that it

decreases the Rin and increases the excitability. IH is necessary for these modifications

to happen, given that its blockade abolishes the cGMP-induced modifications. Even

though cGMP reduces the coupling strength, due mostly to a reduction on the Rin, the

coincidence detection is boosted, driven by the excitability enlargement. Indeed, using a

computational model we show that the modifications of the biophysical features of IH by

cGMP are sufficient to explain the enhancement in coincidence detection. Thus, the mod-

ulation of the intrinsic properties acts as a source of plasticity of the functional properties

of electrical transmission, allowing neural networks to dynamically modify their behavior.
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Davoine F, Curti S. Response to coincident inputs in electrically
coupled primary afferents is heterogeneous and is enhanced by H-
current (IH) modulation. J Neurophysiol 122: 151–175, 2019. First
published May 1, 2019; doi:10.1152/jn.00029.2019.—Electrical syn-
apses represent a widespread modality of interneuronal communica-
tion in the mammalian brain. These contacts, by lowering the effec-
tiveness of random or temporally uncorrelated inputs, endow circuits
of coupled neurons with the ability to selectively respond to simultane-
ous depolarizations. This mechanism may support coincidence detection,
a property involved in sensory perception, organization of motor outputs,
and improvement signal-to-noise ratio. While the role of electrical cou-
pling is well established, little is known about the contribution of the
cellular excitability and its modulations to the susceptibility of groups
of neurons to coincident inputs. Here, we obtained dual whole cell
patch-clamp recordings of pairs of mesencephalic trigeminal (MesV)
neurons in brainstem slices from rats to evaluate coincidence detec-
tion and its determinants. MesV neurons are primary afferents in-
volved in the organization of orofacial behaviors whose cell bodies
are electrically coupled mainly in pairs through soma-somatic gap
junctions. We found that coincidence detection is highly heteroge-
neous across the population of coupled neurons. Furthermore, com-
bined electrophysiological and modeling approaches reveal that this
heterogeneity arises from the diversity of MesV neuron intrinsic
excitability. Consistently, increasing these cells’ excitability by up-
regulating the hyperpolarization-activated cationic current (IH) trig-
gered by cGMP results in a dramatic enhancement of the susceptibil-
ity of coupled neurons to coincident inputs. In conclusion, the ability
of coupled neurons to detect coincident inputs is critically shaped by
their intrinsic electrophysiological properties, emphasizing the rele-
vance of neuronal excitability for the many functional operations
supported by electrical transmission in mammals.

NEW & NOTEWORTHY We show that the susceptibility of pairs
of coupled mesencephalic trigeminal (MesV) neurons to coincident
inputs is highly heterogenous and depends on the interaction between
electrical coupling and neuronal excitability. Additionally, upregulat-
ing the hyperpolarization-activated cationic current (IH) by cGMP
results in a dramatic increase of this susceptibility. The IH and
electrical synapses have been shown to coexist in many neuronal
populations, suggesting that modulation of this conductance could
represent a common strategy to regulate circuit operation supported
by electrical coupling.

electrical synapses; HCN channels; mesencephalic trigeminal neurons

INTRODUCTION

Electrical transmission through gap junctions is typically
fast and bidirectional, supporting the synchronized activation
of networks of coupled neurons (Bennett and Zukin 2004;
Connors and Long 2004; Perez Velazquez and Carlen 2000).
Also, these contacts may endow neural circuits with the ability
to selectively respond to excitatory synchronic inputs (Curti et
al. 2012; Galarreta and Hestrin 2001; Veruki and Hartveit
2002a). In fact, if a cell of a network of coupled neurons
receives a synaptic input, part of the underlying current flows
through gap junctions toward nonstimulated cells. Thereby, by
acting as current sinks, electrical synapses reduce the input
resistance of all cells of the network. This effect, termed
loading, greatly reduces the excitability of electrically coupled
neurons (Getting 1974). In contrast, synchronic inputs to all
coupled cells promote parallel variations of the membrane
potential of each neuron, reducing the voltage drop across
junctions and minimizing the flow of current to neighbor cells.
Thus, by canceling the loading effect, simultaneous inputs
induce larger changes in membrane potential of all neurons of
the network, facilitating their activation. This property allows
electrical coupling to maximize the impact of coincident inputs
while dampening that of temporally dispersed ones, supporting
coincidence detection (Chillemi et al. 2007; Edwards et al.
1998; Hjorth et al. 2009; Rabinowitch et al. 2013; Rela and
Szczupak 2004). In this way circuits of coupled neurons can
discriminate inputs based on their arrival times. Critical for this
network operation is the difference of neuronal responses
evoked by coincident excitatory inputs compared with ran-
domly distributed ones. The greater the contrast between max-
imal (due to coincident inputs) and minimal responses (due to
temporally dispersed inputs), the higher the gain of coinci-
dence detection. Thus any mechanism that increases this con-
trast, whether increasing the response to coincident inputs or
by reducing it to uncorrelated ones, will enhance coincident
detection (Agmon-Snir et al. 1998). While the mechanisms
determining the precision of coincidence detection in networks
of coupled neurons have been studied (Edwards et al. 1998),
much less is known about the mechanisms that support its gain.

The mesencephalic trigeminal (MesV) nucleus of the rat is a
particularly good model to study electrical transmission and its
contributions to the computational capabilities of neural net-
works. These neurons are primary afferents, therefore exhibit-
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ing a simple morphology characterized by a large cell body
from which only one process emerges. Also, they are electri-
cally coupled in pairs or small clusters through distinct soma-
somatic connexin36 (Cx36)-containing gap junctions (Curti et
al. 2012). Interestingly, MesV neurons receive profuse synap-
tic inputs from several brain structures (Lazarov 2002) by way
of neurotransmitters and neuromodulators that have been
shown to modulate either neuronal excitability or electrical
coupling in other systems, raising the possibility of regulatory
control.

In a previous study, we showed that electrically coupled
MesV neurons act as coincidence detectors (Curti et al. 2012).
Beyond the well-established role of electrical coupling in
coincidence detection, the present study shows that the intrin-
sic electrophysiological properties of coupled neurons are also
critical determinants of this network operation. Moreover, the
susceptibility to coincident inputs, corresponding to the gain of
coincidence detection, is highly heterogeneous across the pop-
ulation of coupled cells. Furthermore, by combining electro-
physiological and modeling approaches, we provide evidence
supporting the notion that this heterogeneity arises to a great
extent from the diverse regulatory states of MesV neuron’s
intrinsic excitability. Consistently, the upregulation of the
hyperpolarization-activated cationic current (IH) triggered by
cGMP results in a dramatic enhancement of the susceptibility
of coupled MesV neurons to coincident excitatory inputs.
Modulatory actions induced by cGMP consist of a shift of the
IH activation curve toward more positive values and an accel-
eration of its kinetics, resulting in a depolarization of the
resting membrane potential, a reduction of the input resistance,
and an enhancement in neuronal firing. In coupled neurons,
these modulatory changes in combination with the loading
effect result in a dramatic increase in firing mainly in response
to coincident depolarizations. Thus, by preferentially increas-
ing neuronal excitability to simultaneous inputs, upregulation
of IH causes an enhancement of coincidence detection gain.

These results indicate that modulation of the IH might impart
highly dynamic and relevant characteristics to electrical syn-
aptic transmission. According to that, network operations sup-
ported by this modality of intercellular communication are
critically shaped by the intrinsic excitability of neurons, em-
phasizing the relevance of the neuronal electrophysiological
properties and its modulations in the many functional opera-
tions supported by electrical transmission in the mammalian
brain.

MATERIALS AND METHODS

The experimental protocol was approved by the local animal ethics
committee of Facultad de Medicina, according to the guidelines of
Comisión Honoraria de Experimentación Animal of Universidad de la
República (Uruguay), with minimization of the numbers of animals
used.

Experimental design. Transverse brain stem slices (250-�m thick)
were prepared from Wistar or Sprague-Dawley rats of either sex (age:
postnatal days 8–18). Rats were decapitated without anesthesia, and
brains were quickly removed. Slices obtained using a vibratome
(Leica VT 1000s or DSK DTK-1000) were placed in cold sucrose
solution containing the following (in mM): 248 sucrose, 2.69 KCl,
1.25 KH2PO4, 26 NaHCO3, 10 glucose, 2 CaCl2, and 2 MgSO4

bubbled with 95% O2-5% CO2 (pH ~7.4). The slices were then
transferred to an incubation chamber filled with sucrose solution at

room temperature and kept there for 60 min. The sucrose solution was
slowly replaced by physiological solution containing the following (in
mM): 124 NaCl, 2.69 KCl, 1.25 KH2PO4, 26 NaHCO3, 10 glucose, 2
CaCl2, and 2 MgSO4 bubbled with 95% O2-5% CO2 (pH ~7.4).
Sections were kept at room temperature in the physiological solution
until they were transferred into the recording chamber. The recording
chamber, mounted on an upright microscope stage (Nikon Eclipse
E600), was continuously perfused with physiological solution (1–1.5
ml/min) at room temperature. Whole cell patch recordings were
performed under visual control using infrared differential interference
contrast optics. MesV neurons were identified on the basis of their
location, large spherical somata, and characteristic electrophysiolog-
ical properties in response to both depolarizing and hyperpolarizing
current pulses (Del Negro and Chandler 1997; Liem et al. 1991;
Pedroarena et al. 1999). Recording pipettes pulled from borosilicate
glass (4–8 M�) were filled with intracellular solution containing the
following (in mM): 144 K-gluconate, 3 MgCl2, 0.2 EGTA, 4 Mg-
ATP, 0.3 Na-ATP, and 10 HEPES (pH ~7.2). The seal resistance
between the electrode tip and the cell membrane was �1 G�, and
pipette capacitance was compensated before breaking the seal. Simul-
taneous recordings from pairs of MesV neurons whose cell bodies lie
in close apposition were made using one Axopatch 200B and one
Axoclamp 2A amplifiers or a Multiclamp 700B amplifier (Molecular
Devices, Sunnyvale, CA). Only cells displaying resting membrane
potential more negative than �50 mV and spike amplitude above 70
mV were included in this report. Recordings were low-pass-filtered at
5 kHz and acquired by means of an analog to digital converter
connected to a computer, sampled at 20 or 10 KHz depending on the
experiment. Data were analyzed using Axograph X, pClamp 9 (Mo-
lecular Devices) and Igor (Wave Metrics, Portland OR) software.

Calculation of coupling coefficient. During simultaneous intracel-
lular recordings of pairs of MesV neurons in current clamp, hyper-
polarizing current pulses of 200–400 ms in duration were alterna-
tively injected to each cell and the resulting membrane voltage
deflections were measured in both cells. The coupling coefficient (CC)
from a presynaptic to a postsynaptic cell, being the presynaptic cell
defined as the one receiving the current injection, was calculated as
Vpost/Vpre, where Vpre is the voltage deflection in the presynaptic
neuron and Vpost the concomitant voltage deflection in the postsyn-
aptic neuron. A total of 10 to 100 single responses were averaged to
improve the signal-to-noise ratio. Because the strength of an electrical
synapse measured as the CC is influenced by both the gap junction
conductance and the input resistance of the postsynaptic cell (Bennett
1966; Curti and O’Brien 2016), any voltage-dependent change of the
input resistance of the postsynaptic cell might modify the CC. Hence,
to improve the accuracy of CC estimation, instead of same amplitude
current pulses a series of hyperpolarizing current pulses of different
amplitudes (�50 to �450 pA) were applied. This method was
employed in some cases in which inconsistencies in the CC estimation
were observed due to the above-mentioned pitfalls. From these re-
cordings, plots of the voltage change in the postsynaptic neuron as a
function of the voltage change in the presynaptic neuron were con-
structed and CC was estimated from the slope of linear regressions
(see Fig. 11, C and D). For each pair of coupled neurons, the CC was
calculated in opposite directions and both values were reported (two
directions per coupled pair).

Estimation of gap junction conductance. With the use of the same
experimental protocol described in Calculation of coupling coeffi-
cient, the conductance of electrical contacts was estimated as the
reciprocal of the resistance (Rc) calculated following (Bennett 1966):

Rc �
Rinpre � Rinpost � Rt

2

Rt

where Rinpre and Rinpost are the input resistance of the pre- and
postsynaptic cells, respectively, and Rt is the transfer resistance
defined as the voltage response amplitude in the postsynaptic cell
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divided by the current intensity injected in the presynaptic cell.
Conductance values estimated by this method are reported as direc-
tions (2 directions per coupled pair). To assess the accuracy of this
method in estimating the gap junction conductance between MesV
neurons, in an independent experimental series we compared the
results obtained by using this indirect method with those obtained
from direct measurements of junctional current under voltage clamp-
ing. For that purpose dual voltage-clamp experiments were performed
following the same procedure we employed previously for the char-
acterization of electrical transmission in the MesV nucleus (Curti et al.
2012). The results obtained by these two approaches were indistin-
guishable, averaging 4.0 � 0.59 and 4.2 � 0.72 nS (SE) for current-
and voltage-clamp experiments, respectively (P � 0.582, n � 8;
paired, two-tailed t-test).

Calculation of coincidence detection index. To assess coincidence
detection, suprathreshold depolarizing current pulses were applied to
pairs of MesV neurons. Pulses, whose intensity were adjusted to
evoke only one or two spikes when applied individually, were re-
peated 10–20 times independently to each cell and then to both cells
at the same time. From these recordings, the average number of spikes
evoked in each cell during these stimulation protocols was deter-
mined. To quantify coincidence detection, two alternative methods
were considered. The first one consisted of calculating the ratio of the
number of spikes when cells were simultaneously activated over the
number of spikes when cells were independently activated. This index
will indicate how much stronger is the response to coincident stimu-
lation relative to individual responses. The second method consi-
sted of calculating an index defined as the subtraction of the mean
number of spikes when cells were independently activated from the
mean number of spikes when cells were simultaneously activated (coin-
cident activation). This index reflects how many spikes are added to the
neuronal response when this cell and its coupled neighbor were activated
at the same time (when the loading effect is canceled, see text) in
comparison to when the cell was activated in isolation. For the whole
population of recorded coupled cells (n � 76), the two methods yield
comparable results as indicated by paired, two-tailed t-test (P � 0.19)
and the fact that they present a clear positive correlation {slope �
0.63 � 0.036 [95% confidence interval (CI)], R2 � 0.8}. Because
difference in firing evoked by simultaneous and uncorrelated inputs is
considered a direct indicator of coincidence detection function (Ag-
mon-Snir et al. 1998), the subtraction index (coincidence detection
index) was adopted. Thus this index represents a measurement of the
susceptibility of coupled neurons to coincident inputs and has units of
spikes. Despite coincidence detection in coupled neurons represents
an emergent property of groups of cells, we calculated the coincidence
detection index based on the activity of single neurons (considering
the activity in the stimulated neuron) to be able to correlate this
property with their intrinsic excitability.

Assessment of MesV neurons excitability. During current-clamp
recordings, series of depolarizing current pulses of 200 ms in duration
were applied, whose intensities ranged most typically from 50 to 650
pA, in steps of 50 pA. From these recordings, curves of the number of
spikes versus current intensity were constructed and threshold inten-
sity and the number of spikes evoked by current pulses three to six
times this intensity were determined. This analysis showed that even
at comparable ages healthy neurons display a wide diversity of firing
properties in terms of the number of spikes and the threshold intensity.
To assess excitability, straight line functions were fitted to spikes
versus current curves. Even though in some cases the goodness of fit
to these functions was relatively poor (particularly for step like
curves), by forcing the fitting through the origin, the slope of this
curve represents a valuable indicator of neuronal excitability. In fact,
by pivoting around the origin, the slope of this function is a highly
sensitive indicator that combines both the ability of the neuron to
produce repetitive discharges and the threshold level.

Recording of the persistent Na� current. To isolate the persistent
Na� current (INaP), K� currents were blocked either by using a Cs�

based intracellular solution (in mM: 123 Cs-glutamate, 9 HEPES, 4.5
EGTA, 0.27 Na-GTP, 3.6 Na2-ATP, and 9.5 MgCl2, pH ~7.2 and
osmolarity adjusted to 295–305 mosM), or by using a normal K�-
based intracellular solution (see above) and adding a combination of
blockers to the extracellular solution (5 mM TEA-Cl, 1 mM 4-ami-
nopyridine, and 1 mM CsCl). In both cases, 0.2 mM CdCl2 were
added to the extracellular solution to block Ca2� currents. Both
methods yield comparable results. MesV neurons were voltage
clamped and ramp protocols were applied from a holding potential of
�70 to 0 mV in 4 s (Fleidervish and Gutnick 1996). These protocols
evoked a slow inward current that peaked at about �40 mV and that
was totally abolished by adding 0.5 �M tetrodotoxin to the extracel-
lular solution.

Recording of IH. In the whole cell configuration, compensation of
the cell capacitance and series resistance (80%) was performed and
monitored during the course of experiments. Recordings were low-
pass filtered at 5 KHz and sampled at 20 KHz. Voltage steps of 0.5 to
2 s in duration and from �40 to �140 mV were applied starting from
a holding potential of �50 mV and returning to a postpulse potential
of �70 or �80 mV. This protocol was applied in control conditions
and in the presence of 2 mM CsCl in the bath, which almost
completely blocks the IH (Pape 1996). To isolate this current from
other voltage activated membrane currents, total currents obtained in
presence of CsCl were subtracted from those obtained in control
conditions. In selected control experiments (n � 4), IH isolation was
achieved by using a combination of 0.5 �M tetrodotoxin and 1 mM
4-aminopyridine to block the main voltage-activated currents of
MesV neurons at the explored voltage range, that is, the persistent
sodium current and the A-type K� current, respectively (Del Negro
and Chandler 1997; Wu et al. 2001). Membrane currents obtained by
these two procedures were undistinguishable; therefore, the CsCl
procedure was adopted for simplicity.

Steady-state activation curves were determined from the amplitude
of tail currents after voltage steps return to �70 or �80 mV. Tail
current amplitudes were measured after the decay of the capacitive
transients (typically ~4 ms of terminated the pulse) and transformed to
conductance values dividing by the driving force (�41.3 and �51.3
mV, respectively). For this purpose, the reversal potential of the IH

was determined following standard protocols consisting in voltage
steps to �110 mV from a holding potential of �50 mV. Voltage steps
lasted for 700 ms to 1 s to produce near maximal activation of the IH

and were followed by a series of voltage postpulses that ranged from
�10 to �80 mV. Membrane currents were recorded during the
postpulses after the decay of the capacitive transient. Measured
membrane current values were plotted against the postpulse voltage,
and the reversal potential was determined as the point where IH � 0
(intersection with the voltage axis). Following this procedure, the
reversal potential was determined in five neurons and averaged
�28.7 � 1.52 mV (SE).

For each cell, the conductance values (G) obtained following this
procedure were normalized by its maximum value (Gmax) and plotted
as a function of the step voltages and fitted to a Boltzmann equation
of the form:

G

Gmax
�V� �

1

1 � exp��V1⁄2 � V� ⁄ K�

where V is the voltage during the command pulse in millivolts, V1/2 is
the half activation voltage, and K is the slope of the fitting curve at
V1/2.

For the population of recorded MesV neurons, the series resistance
(Rs) averaged 12.4 � 0.59 M� (SE) and was compensated by 80%.
The maximum error in voltage-clamp commands introduced by the
uncompensated Rs was estimated for each experiment by multiplying
the uncompensated series resistance (20% of Rs) times the maximum
membrane current at steady state elicited by the most hyperpolarizing
command potential. This error averaged 6.2 � 2.72% (SD, range
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2–13%, n � 34) of command potentials and did not show any
correlation with the estimated V1/2. Indeed, the relationship between
V1/2 and the Rs presents a slope not statistically different from 0
[slope � 0.05 � 0.72 (95% CI), R2 � 6 � 10�4, n � 34], indicating
that the uncompensated Rs did not introduced any significant bias in
the determination of this parameter. When recordings were obtained
from electrically coupled neurons, identical voltage-clamp protocols
were applied simultaneously to both cells to improve space clamp.
The membrane capacitance of MesV neurons was obtained from the
readout provided by the Multiclamp 700B amplifier during the pro-
cedure of cell capacitance compensation.

Activation time constants were determined by fitting the current
traces evoked during voltage steps to single or double exponential
functions using SciPy library from Python (https://www.scipy.org/).
The uncompensated capacitive transients and activation delays occur-
ring at the beginning of voltage commands were excluded from the
fitting windows. In three representative cells, we compared the results
of single versus double exponential fits. Simultaneous fitting with two
exponential components yielded a fast and a slow component that
presented activation time constants that averaged 0.56 � 0.05 and
2.64 � 0.14 s (SE), respectively, at �88.9 mV (close to the popula-
tion V1/2 of �88.5 mV, see RESULTS). However, the amplitude of the
slow exponential component at this voltage step represented only
7.4% of the fast component. Accordingly, the inclusion of the second
exponential term resulted in a negligible improvement of fitting in
comparison to single exponential fitting as indicated by the reduction
of R2. In fact, R2 from double exponential fittings was reduced on
average by only 0.24% in comparison to R2 from single exponential
fittings at �88.9 mV and at �118 mV this reduction averaged 1.5%.
On the other hand, fast time constants obtained from double expo-
nential fits to current traces obtained in response to voltage steps
ranging from �70 to �120 mV were almost indistinguishable from
time constants from single exponential fits. For instance, at �88.9 mV
the activation time constant averaged 0.56 � 0.05 and 0.61 � 0.05 s
(SE), respectively (P � 0.48; paired, two-tailed t-test). Therefore,
based on these observations and for the sake of simplicity of both
fitting procedures and computational modeling, the activation time
constant of the IH was determined from single exponential fits.

Because recordings were obtained at room temperature (20–25°C)
and activation kinetics is a highly temperature-dependent process
(Sterratt 2014), time constants were normalized to 20°C assuming a
Q10 of 4 (Robinson and Siegelbaum 2003).

Statistical analysis. Results were expressed as average value � SD
or means � SE. Significance of quantitative data was determined by
using �2-test and Student’s t-test (GraphPad Software). Correlation
between data sets was assessed by linear regression analysis using
Igor 7 (WaveMetrics). Slope values of best-fit lines were reported as
value � 95% CIs. Two data sets were considered to be correlated if
zero is not included in this confidence interval (Canavos 1988). P
values for linear regression analysis was obtained using the P
Value from Pearson (R) Calculator retrieved from https://www.
socscistatistics.com/pvalues/pearsondistribution.aspx (Social Sci-
ence Statistics, March 3, 2019).

MesV cells model and computational simulations. A reduced com-
putational model of MesV neurons was implemented in NEURON �
Python (Hines et al. 2009). This model consisted in two compart-
ments, one representing the soma and the other the axon. The
geometry of each compartment was initially set based on previous
work using intracellular injections of neurobiotin (Curti et al. 2012),
and final values were tuned following standard procedures by fitting
exponential functions to the decay of passive voltage membrane
responses to long current steps. According to that, the soma of these
cells was modeled as a compartment of 25 �m in diameter and 25 �m
in length connected to a cylindrical axon compartment of 3 �m in
diameter and 450 �m in length [axon length was obtained after further
optimization through evolutionary multiobjective optimization algo-

rithm (EMOO; see below) due to uncertainty of axonal length after the
slicing procedure].

The following six Hodgkin-Huxley type active conductances were
inserted into the soma compartment: persistent sodium current (INaP)
(Enomoto et al. 2007), transient sodium current (INaT) (Enomoto et al.
2007), delayed rectifier (IDRK) (Del Negro and Chandler 1997),
A-type potassium current [IA (this conductance presents low activa-
tion threshold, sensitivity to 4-aminopyridine in the �M range, almost
no inactivation, and most probably is mediated by Kv1.1 and Kv1.6
channels)] (Saito et al. 2006; Yang et al. 2009), high-threshold fast
potassium current (IHT) slightly modified from a previous report
(Wang et al. 1998) and most probably mediated by Kv3.1 channels,
and hyperpolarization-activated current (IH). All these active conduc-
tances were previously described in MesV neurons except for the IHT,
which was included instead of the fast transient outward current
(ITOC-F) (Del Negro and Chandler 1997) to obtain spikes whose
durations are consistent with experimental observations. In fact,
including ITOC-F as the only spike repolarizing mechanism yielded
action potentials with durations of ~3–4 ms at its base, which is
significantly longer than the recorded spikes (~1 ms at the base and
half-widths of ~450 �s; see Fig. 9A, bottom). In contrast, currents
mediated by Kv3.1 channels, analog to our IHT current, present rapid
kinetics and a high threshold of activation consistent with the brief
duration of MesV neuron’s spikes, similar to neurons of the MNTB
(Johnston et al. 2010; Wang et al. 1998). In addition, Kv3 subunits
have been detected in MesV neurons (Saito et al. 2006). For the sake
of modeling spike-based electrical transmission (essential for the
study of synchronization and coincidence detection), spike duration is
a critical parameter as longer than real spikes will correspond to an
overrepresentation of low-frequency components of the spike power
spectrum. Thus long-lasting spikes in combination with the filter
frequency characteristics of electrical transmission between MesV
neurons (Curti et al. 2012) would result in coupling potentials larger
than normal for a given gap junction conductance.

On the other hand, the axon compartment contained the same active
mechanisms as the soma except for the IA that was not included
because Kv1.1 and Kv1.6 were localized only in the somata and not
in axons of MesV neurons (Saito et al. 2006).

To generate a biophysically realistic model of MesV neurons, it is
necessary to know what kind of active conductances are present in
each cellular compartment as well as the relative densities of these
mechanisms. Despite the fact that the presence of several voltage-
dependent conductances in the soma is well documented by the work
of several groups, the densities of these conductances might vary
according to age, sex, modulatory state, recording conditions and
species among other factors. Moreover, the presence of voltage-
dependent conductances in the axon is inferred mainly from morpho-
logical studies and most of them have not been directly measured
experimentally. Therefore, these model parameters have been tuned to
match the experimentally observed electrophysiological properties
and input-output relation of MesV neurons using an EMOO) (Bahl et
al. 2012) (Python library available in https://projects.g-node.org/
emoo). This algorithm was applied in a step-wise manner: first, its
passive properties (axon length, membrane and axial resistances), then
the maximum values of subthreshold active conductances (INaP, IA,
and IH), and finally those that operate mainly in the suprathreshold
range of membrane potentials (INaT, IHT, and IDRK). This procedure
defines a set of objective parameters [resting membrane potential,
input resistance, spike characteristics (height and duration), and time
constant and firing characteristics (frequency and number of spikes)],
which describe the basic properties and input-output relation of
neurons. On the other hand, a set of variable or free parameters like
the membrane and axial resistances, axon length, time constant of IHT,
and maximum densities of leak- and voltage-dependent conductances
are allowed to fluctuate within predetermined lower and upper search
bounds during the fitting procedure to minimize the least square
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difference between the real parameters obtained from recordings and
the model’s objective parameters (Bahl et al. 2012).

After optimization of the objective parameters, a family of 35
reduced models of MesV neurons was obtained. Electrophysiological
properties of these models reasonably matched those of a sample (n �
15) of experimentally recorded neurons in terms of resting membrane
potential [�54.7 � 0.5 mV (SE) experimental vs. �55.2 � 0.2 mV
(SE) model, P � 0.38), input resistance [118.3 � 8.1 M� (SE)
experimental vs. 114.9 � 1.1 M� (SE) model, P � 0.54], spike
amplitude [93.3 � 2.0 mV (SE) experimental vs. 98.6 � 1.9 mV (SE)
model, P � 0.13], spike duration at �20 mV [0.7 � 0.1 ms (SE)
experimental vs. 0.7 � 0.0 ms (SE) model, P � 0.77], spike afterhy-
perpolarization level [�62.01 � 0.7 mV (SE) experimental vs.
�64.2 � 1.1 mV (SE) model, P � 0.23], and frequency of the first
interspike interval in response to a current step of �400 pA
[119.0 � 7.9 Hz (SE) experimental vs. 111.4 � 3.3 Hz (SE) model,
P � 0.32) (unpaired, two-tailed t-test]. Fitting parameters obtained
from these simulations were averaged and fine-tuned to obtain a
representative model of the MesV cells population that mimics the
main characteristics of repetitive discharges in control conditions (see
Fig. 9, A–D). The equations describing the model’s membrane con-
ductances are the following:

Leak current: IL � g�L�V � EL�, where g�L � 3 � 10�5 S/cm2 in the
soma and g�L � 15 � 10�5 S/cm2 in the axon.

Hyperpolarization-activated current: Ih � g�hnh�V � Eh�, where

nh��V� � �1 � e
V�89

8 ��1
and 	h�V� � 417�1 � �V�70

4 �2��1

�

366 ms, g�L � 6 � 10�4 S/cm2

A-type potassium current: IA � g�AnA�V � EK�, where nA��V� �

�1 � e�
V�48

4 ��1
, 	A � 3.4 ms, g�L � 1 � 10�3 S/cm2

Delayed rectifier potassium current: IDRK � g�DRKnDRK�V � EK�,

where nDRK�V� � �1 � e�
V�4.2
12.9 ��1

, 	DRK�V� � 25��1 �

e�
V�40

15 ��1
� �1 � e

V�25
2 ��1� � 23 ms, g�DRK � 1.3 � 10�4 S/cm2

High-threshold fast potassium current: IHT � g�HTmHT
3 �V � EK�,

where mHT��V� � �1 � e�
V�5
15 ��1

, 	HT�V� � 0.5 � 0.6�1 �

e�
V�57

31 ��1
ms, g�HT � 1.2 � 10�1 S/cm2

Persistent sodium current: INaP � g�NaPnNaP��V � ENa�, where

nNap��V� � �1 � e�
V�50

5.3 ��1
, g�NaP � 1.8 � 10�5 S/cm2

Transient sodium current: INaT � g�NaTmNaT
3 hNaT�V � ENa�, where

mNaT��V� � �1 � e�
V�24

5.5 ��1
, 	mNaT�V� � 0.2 ms, hNaT��V� �

�1 � e
V�77

8.6 ��1
, 	hNaT�V� � 0.3 � 5e�

V�50
10 ms, g�NaT � 8 � 10�2

S/cm2

The corresponding reversal potentials are Eh � � 28.7 mV, EK �
� 93.0 mV, ENa � 78.0 mV, and EL � �58 mV.

The effects of cGMP on IH current were simulated by modifying
the parameters describing the activation at steady state (V1/2, K, and
g�h), as well as its kinetics consistently with experimental results.
Accordingly, the equation describing the modulated IH current is the
following:

Ih � 
g�hnh�V � Eh�, where nh��V� � �1 � e
V�83.1

9.7 ��1
, 	h�V� �

296e��V�75.4

17.4 �2

� 42 ms and 
 � 1.26.
Small networks consisting of pairs of coupled MesV neurons were

simulated as two identical representative model neurons connected by
a voltage independent conductance in agreement with previous results
obtained in this neuronal population (Curti et al. 2012). The value of
this conductance representing gap junctions was 4 nS also in agree-
ment with our previous work and the equation describing these
electrical contacts is the following:

Ijpre→post � gj�Vpost � Vpre�
where gj is the gap junction conductance and Vpost and Vpre are the
membrane potentials of the post- and presynaptic cells, respectively.

RESULTS

Coincidence detection between pairs of electrically coupled
MesV neurons is heterogeneous. We previously reported that
pairs of electrically coupled MesV neurons may be highly
susceptible to synchronic or coincident depolarizing inputs. In
fact, simultaneous depolarizations tend to be much more effi-
cient in evoking repetitive discharges in comparison to tempo-
rally distributed inputs (Curti et al. 2012). This phenomenon,
herein referred to as coincidence detection, is illustrated in Fig.
1 for a pair of electrically coupled neurons (Fig. 1A), where
depolarizing current pulses evoked only one or two spikes
when applied alternatively to each cell (Fig. 1B, left and
middle), whereas simultaneously applied current pulses of the
same intensity evoke repetitive discharges in both cells (Fig.
1B, right). The number of spikes when cells were coactivated
is significantly higher than when cells were activated in isola-
tion averaging 5.56 � 0.78 and 1.51 � 0.13 (SE), respectively
(P � 1 � 10�4; n � 76 from 38 pairs, paired, two-tailed t-test;
Fig. 1C, black circles), confirming that pairs of coupled MesV
neurons behave as coincidence detectors. To quantify this
property, a coincidence detection index (coincidence detection
index) was calculated (see MATERIALS AND METHODS). This
index, calculated as the difference in spike number when
stimuli were delivered simultaneously to both cells or individ-
ually to each one, represents the gain of coincidence detection
or susceptibility to coincident inputs and has units of spikes.
The coincidence detection index for the population of coupled
neurons (n � 76 from 38 pairs) averaged 4.05 � 0.74 spikes
(SE) (Fig. 1D). In contrast, when the same stimulation protocol
was applied to pairs of MesV neurons whose cell bodies were
juxtaposed but electrically uncoupled (Fig. 1E), neuronal firing
evoked by individual and coincident stimulation showed no
differences, averaging 1.70 � 0.37 and 1.85 � 0.49 (SE), re-
spectively (P � 0.76; n � 20 from 10 pairs, paired, two-tailed
t-test; Fig. 1, F and G). Consistently, the coincidence detection
index of uncoupled cells averaged 0.15 � 0.48 spikes (SE).
These results support the idea that electrical coupling is indis-
pensable for coincidence detection between MesV neurons.

Electrical coupling represents an attribute that divides the
population of MesV neurons in seemingly homogeneous cat-
egories in terms of their computational capabilities; that is,
those that are able to detect coincident inputs from those that
are not. However, coincidence detection among coupled neu-
rons is diverse. Indeed, the plots of the number of spikes
according to the stimulation protocol, independent versus si-
multaneous depolarizations, display a great diversity of slopes
(Fig. 1C, gray circles). The slope of these plots is indicative of
how cells perform as coincidence detectors, being directly
proportional to the coincidence detection index. Consistently,
the coincidence detection index in control conditions ranges
between ~0 and 31 spikes confirming that coincidence detec-
tion in terms of its gain is highly heterogeneous across the
population of MesV neurons (Fig. 1D).

Coincidence detection gain critically depends on the intrin-
sic excitability of coupled neurons. As shown, coincidence
detection between MesV neurons depends on electrical cou-
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pling, raising the possibility that the heterogeneity of this
network operation results from the diversity of coupling
strengths in our sample of recorded pairs. However, surpris-
ingly, the coincidence detection index and the CC in the
forward direction (from the cell under consideration to its
coupled partner) did not show any correlation as indicated by
linear regression analysis [slope � 6.50 � 8.13 (95% CI),
R2 � 0.033, P � 0.12; Fig. 2A]. This analysis using CC in the
opposite direction would yield similar results as electrical
transmission between MesV neurons is highly bidirectional
(Curti et al. 2012). To gain direct insights into the determinants
of such heterogeneity, we focused on the study of the loading
effect. In fact, the contrast in firing between individual and
simultaneous depolarizations, corresponding to the gain of
coincidence detection, is caused by larger depolarizations of
the membrane potential, due to the cancelation of the loading
effect during simultaneous inputs in comparison to when inputs
arrive independently (Fig. 2B). We estimated the loading effect

(the impact on input resistance due to coupled cells) in a subset
of neurons as we did previously (Curti et al. 2012). The input
resistance (Rin) of cells belonging to coupled pairs was mea-
sured by applying hyperpolarizing current pulses, either indi-
vidually to each cell or simultaneously to both cells (Fig. 2C,
left). Form these recordings, current-voltage curves were
constructed and Rin values were estimated from the slope of
linear regressions (Fig. 2C, right). Simultaneous pulse pro-
tocols yielded significantly higher Rin values than those
obtained with individual stimulation, averaging 118.3 �
6.84 and 86.6 � 5.88 M� (SE), respectively (P � 9 �
10�5; n � 26, paired, two-tailed t-test). From these values,
the loading effect in each cell was quantified as the differ-
ence of Rin obtained with these two protocols, expressed as
percentage of the Rin obtained with individual pulses (loaded
condition). This value averaged 39.6 � 3.06% (SE) for the
population of studied neurons (n � 26 from 13 pairs; Fig. 2D),
and individual values present a positive correlation with the

Fig. 1. Electrical coupling between mesencephalic trigeminal (MesV) neurons supports coincidence detection. A: simultaneous membrane voltage (Vm) responses
to hyperpolarizing current (Im) pulses injected either in cell 1 (top) or in cell 2 (bottom) of a pair of adjacent coupled neurons. B: in the same pair of neurons,
injection of a depolarizing current pulse in cell 1 (left) or cell 2 (middle) induced a brief response consisting of 1 or 2 spikes at the beginning of the current step,
with their corresponding coupling potentials (spikelet) in the coupled cell. Simultaneous activation of these 2 neurons with the current pulses of the same
magnitude (right) evoked instead a repetitive discharge at each cell, consisting of 6–7 spikes. Schemes above each set of traces indicate the stimulation protocol.
C: plot of the number of spikes when cells were independently activated (1 or 2) and when simultaneously activated (1 � 2) for the sample of recorded coupled
neurons. Values represented by gray circles correspond to the average number of spikes evoked by 20 consecutive identical current pulses to each recorded cell
belonging to a coupled pair. Superimposed are illustrated the average values (black circles) for the population of recorded neurons (P � 1 � 10�4; n � 76 from
38 pairs recorded in 32 animals, paired, two-tailed t-test). *Significant difference, P 	 0.05. D: plot of the coincidence detection (CD) index calculated as the
mean difference of the number of spikes when cells are simultaneously activated (1 � 2) minus when independently activated (1 or 2) for the same sample
illustrated in C. Individual values (gray circles) and the average value for the whole sample (black circle) are superimposed. E: simultaneous membrane voltage
responses to hyperpolarizing current pulses injected either in cell 1 (top) or in cell 2 (bottom) of a pair of adjacent uncoupled neurons. F: in the pair of neurons
depicted in E, membrane voltage responses of both cells when depolarizing current pulses were injected in cell 1 or in cell 2 (left and middle, respectively) and
when current pulses were simultaneously injected to both cells (right). G: plot of the number of spikes when cells were independently activated (1 or 2) and when
simultaneously activated (1 � 2) for the sample of recorded uncoupled neurons. Values from individual cells (gray circles) and average values (black circles)
for the population of recorded neurons (P � 0.76; n � 20, from 10 pairs, 8 animals, paired, two-tailed t-test) are illustrated superimposed. H: plot of the CD
index for the same sample illustrated in G.
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CC in the forward direction [slope of linear regression �
69.3 � 24.2 (95% CI), R2 � 0.59, P 	 1 � 10�5; Fig. 2E]
consistent with our previous work (Curti et al. 2012). We
reasoned that if the loading effect would be the only or main
mechanism involved in coincidence detection, the susceptibil-
ity of coupled neurons to simultaneous inputs (measured as the
coincidence detection index) should be proportional to the
magnitude of the loading effect. Surprisingly, these two data

sets did not show any correlation [slope of linear regres-
sion � 0.12 � 0.14 (95% CI), R2 � 0.1, P � 0.107; Fig. 2F].
In fact, neurons with comparable loading effect magnitude can
perform quite different as coincidence detectors (Fig. 2F,
purple circles) and conversely, neurons with dissimilar loading
effect can perform similar in terms of coincidence detection
gain (Fig. 2F, green circles). These results indicate that the
gain of coincidence detection cannot be explained solely in
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terms of the magnitude of the loading effect and suggest the
involvement of other mechanisms. On the other hand, the
loading effect not only depends on the coupling strength but
also on the number of cells each neuron is connected to
(Getting 1974). However, the MesV nucleus is organized
almost exclusively in pairs of cells (pairs ~90%, triplets ~10%)
(Curti et al. 2012), ruling out the possibility that the heteroge-
neity in coincidence detection resulted from differences in the
size of networks of coupled neurons.

Because neuronal spiking represents the functional expres-
sion of coincidence detection, the intrinsic excitability of
neurons may also play, along with the loading effect, a relevant
role in determining the susceptibility of coupled neurons to
coincident inputs. Coincidently, MesV neuron excitability dis-
plays great variety even at comparable ages. Indeed, neuronal
responses range from single spikes at the beginning of current
pulses, regardless of the stimulation intensity, to strong repet-
itive discharges (see below), possibly contributing to the het-
erogeneity of coincidence detection gain. In fact, comparison
of the cells indicated by purple circles in Fig. 2F (loading
effect of similar magnitude, ~50%) reveals that the one pre-
senting higher susceptibility to coincident inputs (coincidence
detection index � 16 spikes, dark purple circle) is also the
more excitable one as indicated by its firing properties (Fig.
2G, compare dark and light purple traces and curves in the top).
On the other hand, the cells, indicated by green circles in Fig.
2F, are comparable in terms of their susceptibility to coincident
inputs (coincidence detection index between 1 and 2 spikes), in
spite of presenting quite dissimilar loading effect (5 vs. 61%).
Strikingly, the neuron with the lower loading effect magnitude
presents stronger spiking in comparison to the neuron with the
higher loading (Fig. 2G, compare dark and light green traces
and curves in the bottom). In this case, neuronal excitability
seems able to compensate for differences in loading effect,
suggesting a relevant role of firing properties. Consistently,
neuronal excitability, quantified as the slope of curves of the
number of spikes versus current (see MATERIALS AND METHODS),
is positively correlated with the coincidence detection index
[slope of linear regression � 204.9 � 85.8 (95% CI), R2 �
0.5, P � 5 � 10�5; Fig. 2H]. Moreover, when the excitability

is weighted by the loading effect (calculated as the product of
these 2 variables), the fit to a straight line improves consider-
ably [slope of linear regression � 6.29 � 1.34 (95% CI),
R2 � 0.8, P 	 1 � 10�5; Fig. 2I]. These results indicate that
while electrical coupling is absolutely necessary for coinci-
dence detection to occur, the intrinsic excitability of neurons
critically contributes to set the gain of this relevant functional
operation in networks of coupled neurons. Therefore, the
heterogeneity of coincidence detection gain does not result
solely from differences in coupling strengths but also from the
diversity of the intrinsic excitability of coupled neurons.

Regulation of the IH as a way to modulate MesV neuron
excitability. Our results suggest that the firing properties of
coupled neurons play a critical role in determining the gain of
coincidence detection, raising the possibility that its heteroge-
neity resulted in part from the diverse regulatory states of
intrinsic electrophysiological properties across the population
of MesV neurons. Hence, modulations of firing properties are
good candidates to mediate forms of plasticity that alter the
way coupled neurons respond to coincident inputs. To test this,
we sought to modulate the excitability of MesV neurons by
way of upregulating the IH through applications of cyclic
nucleotides (Biel et al. 2009). The IH is a widespread current in
the mammalian brain, which operates in the subthreshold range
of membrane potential and has been shown to be critically
involved in repetitive discharges, rhythmic oscillatory activity,
and integration of synaptic inputs (Pape 1996). On the other hand,
the IH is a common feature of many populations of electrically
coupled neurons, like inferior olive neurons (Devor and Yarom
2002; Schweighofer et al. 1999), GABAergic neurons of thalamic
reticular nucleus (Landisman et al. 2002; Rateau and Ropert
2006), pyramidal neurons from the hippocampus (Maccaferri et
al. 1993; Mercer et al. 2006) and neocortex (Trenholm et al. 2013;
Wang et al. 2010), Golgi cells of the cerebellar cortex (Dugué et
al. 2009; Forti et al. 2006), bipolar cells of the retina (Müller et al.
2003; Veruki and Hartveit 2002b), and mitral cells of the olfactory
bulb (Angelo and Margrie 2011; Schoppa and Westbrook 2002)
among others. The coexistence of this conductance and electrical
synapses raises the possibility of functional interaction between
them as suggested by a theoretical study (Publio et al. 2009).

Fig. 2. Coincidence detection (CD) between pairs of electrically coupled mesencephalic trigeminal (MesV) neurons is heterogeneous. A: plot of CD index against
the coupling coefficient for the whole sample of recorded coupled MesV neurons (n � 76 from 38 pairs recorded in 32 animals). Slope of linear
regression � 6.5 � 8.13 [95% confidence interval (CI)] represented by the continuous line; R2 � 0.033, P � 0.12. B: superimposed are representative traces
showing membrane voltage (Vm) responses when subthreshold current pulses were injected only into the recorded neuron (stim. cell 1, gray trace) or
simultaneously to both coupled neurons (stim. cells 1 � 2, black trace). Solid pink area represents the difference between these 2 stimulation protocols,
corresponding to the increase in membrane responses due to the cancelation of the loading effect during coincident depolarizations. C, left: estimation of the
loading effect in coupled cells by injecting hyperpolarizing current pulses, either individually to each cell (stim. cell 1, gray trace) or simultaneously to both cells
(stim. cell 1 � cell 2, black trace). C, right, from these recordings, change in membrane voltage versus current relationships were constructed for both individual
(gray circles) and simultaneous (black circles) stimulation protocols. Membrane voltage changes were measured at the time indicated by the vertical dashed line
at left. Continuous lines represent best fit to straight-line functions and slopes, corresponding to input resistance (Rin) values, are indicated. D: plot of the loading
effect values (see text) measured in 26 coupled neurons. Superimposed to values from individual cells (gray circles) is the average value (black circle). E: plot
of the loading effect against the coupling coefficient in the same neuronal population depicted in D. Slope of linear regression � 69.3 � 24.2 (95% CI),
represented by the continuous line; R2 � 0.59, P 	 1 � 10�5, n � 26. F: plot of the CD index as a function of the loading effect. Slope of linear
regression � 0.12 � 0.14 (95% CI), represented by the continuous line; R2 � 0.1, P � 0.107, n � 26. Representative cells displaying nearly the same loading
effect magnitude (purple tones) and coincidence detection index (green tones) are boxed. G, left: traces of voltage membrane responses to depolarizing current
pulses (250 pA) of the neurons indicated in F with purple tones (similar loading effect, above) and with green tones (similar CD index, below). G, right: plots
of the number of spikes evoked by current pulses of 200 ms in duration as a function of the current intensity for the cells shown at left. The same color code
(purple/green, dark/light) applies in F and G for the identification of corresponding neurons. H: plot of the CD index against neuronal excitability (quantified
as the slope of spikes vs. current curves). Slope of linear regression � 204.93 � 85.8 (95% CI), represented by the continuous line; R2 � 0.5, P � 5 � 10�5,
n � 26. I: plot of the CD index (ordinates) against the product of the loading effect magnitude times the slope of spikes versus current curves (loading �
excitability, abscissa). Slope of linear regression � 6.2863 � 1.34 (95% CI), represented by the continuous line; R2 � 0.8, P 	 1 � 10�5, n � 26. In E, H, and
I, the solid blue area represents the 95% confidence interval. Plots in D, E, F, H, and I show results obtained in the same neuronal population (n � 26, from
13 pairs recorded in 10 animals).
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MesV neurons also express a prominent IH (Khakh and Hender-
son 1998) that contributes to stabilize the resting membrane
potential and control cell excitability (Tanaka et al. 2003). More-
over, the channel-forming subunits HCN1 and HCN2 have been
detected and present a somatic distribution in this neuronal pop-
ulation (Kang et al. 2004; Notomi and Shigemoto 2004). Consis-
tent with that, voltage responses more negative than �70 mV are
dominated by a prominent sag (Fig. 3A), which are almost

completely abolished after the addition of CsCl (2 mM) to the
extracellular solution (Fig. 3B). On the other hand, an important
characteristic of IH is its ability to be regulated by cyclic nucleo-
tides like cAMP and cGMP with relevant consequences on the
electrophysiological properties of neurons (Biel et al. 2009; Lüthi
and McCormick 1998; Pape 1996), thus representing a potentially
valuable tool to manipulate the intrinsic excitability of MesV
neurons.

Fig. 3. Characterization of hyperpolarization-activated cationic
current (IH) of mesencephalic trigeminal (MesV) neurons. A:
representative traces of membrane voltage responses of a MesV
neuron in control conditions to a series of hyperpolarizing
current pulses of different intensities from �50 to �450 pA in
steps of 100 pA: B: same cell and current injecting protocol as
in A after the addition of 2 mM CsCl to the bath. C: sample
traces of the IH evoked with a series of voltage steps from �135
to �40 mV, in 5-mV increments, from a holding potential of
�50 mV, and followed by a test pulse to �80 mV. Each trace
represents the subtraction of total membrane currents obtained
in the presence of Cs� from those obtained in control condi-
tions. A scheme of the voltage-clamp protocol is at bottom. D:
the boxed area in C is illustrated at an expanded temporal scale.
E: IH steady-state activation curve of the cell depicted in C and
D, obtained by plotting the normalized conductance against the
voltage pulse commands. Conductance values (g) were deter-
mined from tail currents measured at the time indicated by the
upward arrow in D. Each value represents the average of 4
single values obtained in the same cell and error bars represent
SD. Experimental data were fit to a Boltzmann function (gray
trace). F: plot of the IH activation time constant (	 act.) of the
cell shown in C against the voltage pulse commands. The
activation kinetics was determined by fitting exponential func-
tions to the activation phase of current traces evoked by
different voltage commands (superimposed blue traces in C).
Each value represents the average of 4 single values obtained in
the same cell, and error bars represent SD. G: plot of Boltzmann
function fits to IH steady-state activation curves of the whole
sample of recorded neurons (n � 33 recorded in 17 animals).
Note that conductance values were normalized to the cell’s
capacitance for comparing neurons of different sizes. Curves
from 4 animals are colored (red, green, blue, and black) to
illustrate that variety of IH expression results from both inter-
and intraindividual diversity. H: plot of activation time constant
against voltage pulse commands of the same neurons depicted
in G. I: membrane voltage responses to depolarizing and
hyperpolarizing current pulses of cells identified by filled cir-
cles of the same color in G. J: plot of the input resistance (Rin)
against the IH maximum density in a sample of 19 uncoupled
MesV neurons recorded in 10 animals. Slope of linear regres-
sion � �94.5 � 50.4 (95% CI), represented by the continuous
line; R2 � 0.48, P � 0.001. The solid blue area represents the
95% confidence interval.
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We started by characterizing the IH of MesV neurons in
control conditions by applying standard protocols in voltage
clamp (see MATERIALS AND METHODS). Figure 3C shows repre-
sentative results from one neuron, in which IH was recorded in
voltage clamp, during protocols consisting in a series of volt-
age steps from �40 to �135 mV starting from a holding
potential of �50 mV and returning to a potential of �80 mV.
Stepping negative to �70 mV elicited an inward current with
slow activation kinetics and no signs of inactivation within this
time window that also deactivates with a slow time course.
Figure 3E depicts the activation curve obtained from these
recordings. This curve was constructed by measuring tail
currents at the time indicated by the upward arrow in Fig. 3D
at a constant membrane voltage of �80 mV. Superimposed are
the conductance values normalized to its maximum (black
circles) and the fit to a Boltzmann function (gray trace) (Fig.
3E). For the whole population of recorded neurons (n � 34),
fits of the Boltzmann relation to activation curves showed that
the V1/2 averaged �88.5 � 1.17 mV (SE), with a slope factor
of 8.4 � 0.29 mV (SE). Maximal conductance averaged
30.9 � 2.8 nS (SE) and when normalized to the cell’s capac-
itance averaged 0.68 � 0.05 nS/pF (SE). Activation kinetics of
the IH was determined from the fits of single exponential
functions to current traces (superimposed blue traces on Fig.
3C). Plots of the activation time constant as a function of the
voltage step showed the typical behavior characterized by a
progressive lowering of the time constant (faster activation)
with increasing hyperpolarized voltage steps (Fig. 3F). Maxi-
mal time constant averaged 938.7 � 52.8 ms (SE) and oc-
curred at voltage steps ranging from �68 to �88.4 mV
(average �78.8 mV). Interestingly, steady-state activation
characteristics and activation kinetics showed considerable
variety across the population of recorded neurons. Figure 3G
shows superimposed results of fits to activation curves for the
whole sample of recorded neurons (n � 34), where maximal
conductance ranged almost over an order of magnitude (from
0.17 to 1.44 nS/pF) whereas the V1/2 did so over more than 30
mV (from �74.9 to �106.5 mV). Note that as conductance is
normalized by the cell’s capacitance, the diversity in maximal
conductance values does not result from differences in the cell
sizes of our sample. Interestingly, this diversity is the outcome
of both interindividual and intraindividual differences, as can
be appreciated in Fig. 3G where curves from four animals are
indicated in colors (red, green, blue, and black). To support this
conclusion, we computed the difference in maximal conduc-
tance between 15 pairs of cells recorded from 15 animals and
compared it to the difference between pairs obtained by com-
bining cells from different animals (n � 210). These values,
indicative of IH diversity, were similar and showed no statis-
tical difference. In fact, intraindividual difference averaged
0.22 � 0.045 nS/pF (SE) (n � 15), whereas interindividual
difference averaged 0.31 � 0.018 nS/pF (SE) (n � 210) (P �
0.058, unpaired, two-tailed t-test).

On the other hand, as expected, neurons presenting high IH
density display large amplitude sag potentials (activation
curves from cells depicted in Fig. 3I are identified in Fig. 3G
with circles of the same color). Also, IH density presents a
negative correlation with the Rin value [slope of linear regres-
sion � �94.5 � 50.4 (95% CI, P � 0.001), R2 � 0.48; Fig.
3J], suggesting the involvement of this conductance in the
determination of MesV neuron passive properties.

Additionally, activation kinetics also showed considerable
variety, as can be appreciated in Fig. 3H where curves of the
time constant as a function of the voltage step for all recorded
cells are shown superimposed. In fact, the maximal time
constant ranged from 401 to 1,657 ms. These results indicate
that IH presents a great diversity of functional states across the
population of MesV neurons, suggesting that this conduc-
tance is under regulatory control, which in turn could contrib-
ute to the diversity of intrinsic excitability displayed by this
population.

We next explored if the IH of MesV neurons is susceptible of
modulation by cGMP applying its membrane permeable ana-
logue 8-bromoguanosine cyclic 3’,5’-monophosphate sodium
salt (0.5–1 mM, herein referred simply as cGMP; Fig. 4). Of
the two most common cyclic nucleotides, cAMP and cGMP,
the latter was chosen in an attempt to selectively modulate IH
(see later), as in MesV neuron activation of the cAMP/protein
kinase A signaling pathway participates in the regulation of the
persistent sodium current (Tanaka and Chandler 2006). As
expected, cGMP applications resulted in a shift of the V1/2
toward positive values, as well as an increase of the IH
magnitude (Fig. 4, A and B) and acceleration of activation
kinetics (Fig. 4C). For the sample of recorded cells (n � 13),
the V1/2 changed from �89.8 � 1.4 mV (SE) in control con-
ditions to �82.9 � 20.8 mV (SE) after cGMP (P � 0.0015;
paired, two-tailed t-test; Fig. 4D), whereas the slope factor
increased from 8.2 � 0.2 mV (SE) in control to 10.4 � 0.74
mV (SE) after cGMP (P � 0.0061; paired, two-tailed t-test;
Fig. 4E) and the maximal conductance showed an increase
from 0.68 � 0.05 nS/pF (SE) in control to 0.81 � 0.06 nS/pF
(SE) after cGMP (P � 0.0049; paired, two-tailed; Fig. 4F).
Remarkably, the combined effect of cGMP on V1/2, slope and
maximal conductance resulted in an almost threefold increase
in the IH conductance at �70 mV, a membrane voltage level
close to the postspike afterhyperpolarization. In fact, IH con-
ductance at �70 mV increased from 0.07 � 0.017 nS/pF (SE)
in control to 0.2 � 0.043 nS/pF (SE) after cGMP (P � 0.0066;
paired, two-tailed t-test). On the other hand, IH activation
kinetics becomes faster after cGMP for almost the whole range
of voltage steps (Fig. 4C) as indicated by the significant
reduction of the maximal time constant, which varied from
814.1 � 86.6 ms (SE) in control to 623.7 � 59.9 ms (SE) after
cGMP (P � 0.0015; paired, two-tailed t-test; Fig. 4G). Inter-
estingly, this change in activation kinetics favors the involve-
ment of the IH during the time course of the interspike interval.
These results show that the IH of MesV neurons is strongly
modulated by cGMP.

Upregulation of the IH increases MesV neuron excitability.
Next, we studied the impact of IH upregulation on MesV
neuron excitability. For this, the effects of cGMP applications
on the electrophysiological properties of these neurons were
characterized by applying protocols of depolarizing current
pulses whose intensity were adjusted to evoke one to three
spikes (Fig. 5A, left). As illustrated in Fig. 5A, right, after
inclusion of cGMP in the bath, there was an increase in the
number of spikes evoked by current pulses in comparison to
control conditions, and this effect was accompanied by a
depolarizing shift of the resting membrane potential. These
effects can be better appreciated in Fig. 5B, in which the
number of spikes during current pulses repeated every 10 s and
the resting membrane potential were plotted as a function of
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time before, during, and after bath application of cGMP (1
mM). Most typically, the maximum effects on firing and
resting potential were attained between 15 and 20 min after
initiation of perfusion and were long lasting as reversion was
rarely observed, consistently with findings by others (Ingram
and Williams 1996). A detailed characterization of cGMP
effects on firing was performed by using experimental proto-
cols consisting on a series of depolarizing current pulses of
increasing intensity (50 to 600 pA; Fig. 5C). From these
experiments, plots of the number of spikes as a function of
injected current were constructed (Fig. 5D). These plots show
a dramatic increase of firing particularly for current pulses of
twice the threshold intensity and above. The average behavior
of our sample can be seen in Fig. 5E, in which the mean
number of spikes was plotted as a function of current pulse
intensity before (control) and after cGMP application. This
graph shows that cGMP induces a statistically significant
increase (P 	 0.01) in the number of spikes for most of the
current pulses tested, indicating a dramatic increase in MesV
neurons excitability and hence in the way this neuronal popu-
lation encode depolarizing inputs. Consistently, the threshold

current for spike activation was reduced from 171.1 � 19.6 pA
(SE) in control conditions to 147.4 � 15.2 pA (SE) after cGMP
(P � 0.016, n � 19, paired, two-tailed t-test).

The number of spikes per current pulses of three- to sixfold
its threshold intensity (determined in control conditions)
showed an increase from 2.9 � 0.68 (SE) in control to
8.7 � 1.55 (SE) after cGMP, and this difference was statisti-
cally significant (P � 5.9 � 10�5; n � 30, paired, two-tailed
t-test). Additionally, the resting membrane potential varied
from �59.3 � 0.88 mV (SE) in control to �54.5 � 0.73 mV
(SE) after cGMP (P � 2.3 � 10�9; n � 30, paired, two-tailed
t-test; Fig. 5F). These effects did not show any significant
difference in coupled versus uncoupled cells. The average
number of spikes evoked by current pulses after cGMP in-
creased 4.8 � 1.55 (SE) in coupled cells (n � 19) and
7.7 � 2.09 (SE) in uncoupled cells (n � 11) (P � 0.27;
unpaired, two-tailed t-test), whereas the resting membrane
potential depolarized in average 4.8 � 0.75 mV (SE) and
4.7 � 0.87 mV (SE) in coupled (n � 19) and in uncoupled
cells (n � 11), respectively (P � 0.95; unpaired, two-tailed
t-test).

Fig. 4. Hyperpolarization-activated cationic current (IH) of mesencephalic trigeminal (MesV) neurons is strongly modulated by cGMP. A: sample current traces
evoked with voltage steps from �50 mV to �90 mV in control conditions (gray trace, control) and after cGMP (gray trace, cGMP). Superimposed are fits to
exponential functions (black traces). B: IH steady-state activation curve of the cell shown in A before (white circles, control) and after cGMP (black circles,
cGMP). Each curve was fitted with Boltzmann functions, and results are shown superimposed (continuous traces). Each value represents the average of 4 (control)
or 3 (cGMP) single values obtained in the same cell and error bars represent SD; g, conductance. C: plot of the IH activation time constant of the cell shown
in A against the voltage pulse commands before (white circles, control) and after cGMP (black circles, cGMP). D: plot of the half activation voltage (V1/2) values
of the Boltzmann function before (gray circles) and after cGMP (gray circles) for the whole population of recorded MesV neurons, (P � 0.0015; paired, two-tailed
t-test, n � 13). E: plot of the slope values of the Boltzmann function at V1/2 before (gray circles) and after cGMP (gray circles) for the whole population of
recorded MesV neurons, (P � 0.0061; paired, two-tailed t-test, n � 13). F: plot of the maximal conductance values normalized to the cell’s capacitance before
(gray circles) and after cGMP (gray circles) for the whole population of recorded MesV neurons, (P � 0.0049; paired, two-tailed, n � 13). G: plot of the
maximum activation time constant (determined from current traces evoked by voltage steps of �70 to �90 mV) before (gray circles) and after cGMP (gray
circles) for the whole population of recorded MesV neurons, (P � 0.0015; paired, two-tailed t-test, n � 13). Plots in D, E, F, and G show results obtained in
the same neuronal population (n � 13, recorded in 7 animals). Superimposed to the individual values are the corresponding average values in control (black
circle) and after cGMP (black circle). *Significant difference, P 	 0.05.
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Furthermore, the cGMP effects on firing were accompanied
by a reduction of Rin of ~15%, from 108.6 � 6.51 M� (SE) in
control to 91.8 � 5.83 M� (SE) after cGMP (P � 1.03 �
10�10; n � 30, paired, two-tailed t-test; Fig. 6, A–C), most
probably as an outcome of the greater open probability of HCN
channels at resting potential. Also consistent with the upregu-
lation of the IH, the rate of rise of pacemaker potentials during
repetitive discharges showed a moderate but significant in-
crease after cGMP (Fig. 6D). The slope of this potential, deter-
mined from fits to linear regressions, averaged 2.28 � 0.18
mV/ms (SE) in control and 2.92 � 0.27 mV/ms (SE) after cGMP
(P � 3.5 � 10�5; n � 18, paired, two-tailed t-test; Fig. 6E, left).

The acceleration of the pacemaker potential is translated in
corresponding increase of the instantaneous frequency of the
first interspike interval, which averaged 105.1 � 5.84 Hz (SE)
in control and 122.5 � 7.63 Hz (SE) after cGMP (P � 2.45 �
10�6; n � 18, paired, two-tailed t-test; Fig. 6E, right). The
increase of instantaneous frequency and of the pacemaker
potential slope showed a positive correlation [slope of linear
regression � 19.2 � 6.67 (95% CI), R2 � 0.7, P � 1.5 �
10�5; Fig. 6F]. Results depicted in Figs. 5 and 6 show that
cGMP induces modulatory changes of MesV neuron electro-
physiological properties in a highly consistent fashion, most
probably through upregulation of the IH. Supporting this no-

Fig. 5. cGMP modulates the firing properties and resting potential of mesencephalic trigeminal (MesV) neurons. A: repetitive discharge of a MesV neuron induced
by a depolarizing current pulse (300 pA) in control (left) and after cGMP (1 mM) (right). B: plot of the resting membrane potential (RMP; left ordinates, black
circles) and number of spikes (right ordinates, gray circles) of a MesV neuron evoked by depolarizing current pulses of 300 pA as a function of time before,
during and after cGMP (1 mM) application to the bath. Application of cGMP is indicated by the black horizontal bar. C: responses of a MesV neuron to
intracellular depolarizing current pulses of increasing magnitude in control (left) and after cGMP (right); 150 pA was the threshold intensity in control conditions.
D: plot of the number of spikes evoked by current pulses of 200 ms in duration as a function of the current intensity in control (white circles) and after cGMP
(black circles) for the same neuron as in C. E: plot of the mean number of spikes evoked by 200 ms current pulses as a function of the current intensity for the
population of recorded cells before (white circles) and after cGMP (black circles). Error bars represent SE. *Statistically significant difference between the 2 data
sets, P 	 0.05 [P � 0.3256 (50 pA), P � 0.0831 (100 pA), P � 0.0264 (150 pA), P � 0.0567 (200 pA), P � 0.0227 (250 pA), P � 0.0186 (300 pA), P �
0.0032 (350 pA), P � 0.0024 (400 pA), P � 0.0008 (450 pA), P � 0.0007 (500 pA), P � 0.0059 (550 pA), P � 0.0012 (600 pA); paired, two-tailed t-test,
n � 30 from 15 animals]. F: plot of the resting membrane potential values before (gray circles, control) and after cGMP (gray circles, cGMP), superimposed
to the individual values are the corresponding average values in control (black circle) and after cGMP (black circle), (P � 2.35 � 10�9; paired, two-tailed t-test,
n � 30 from 15 animals). *Significant difference, P 	 0.05. G: plot of the increase in the number spikes evoked by current pulses against the increase in the
hyperpolarization-activated cationic current (IH) conductance at �70 mV after cGMP in comparison to control conditions. Data were fitted with a straight-line
function and the R-squared value is indicated. Slope of linear regression � 45.1 � 14.9 (95% confidence interval) represented by the continuous line; R2 � 0.8,
P � 3.5 � 10�5 (n � 13 from 7 animals).
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tion, the increase in IH conductance at �70 mV after cGMP
shows a positive correlation with the concomitant increase in
firing [slope of linear regression � 45.1 � 14.9 (95% CI),
R2 � 0.8, P � 3.5 � 10�5; Fig. 5G].

cGMP selectively targets the IH of MesV neurons. While
modulation of MesV neuron’s firing properties by cGMP can
be consistent with the upregulation of the IH (see DISCUSSION),
this does not rule out the involvement of other mechanisms as
this second messenger participates in multiple signaling path-
ways. In fact, firing properties of neurons critically depend on
the dynamic interaction between multiple voltage and ligand-
gated membrane conductances that operate at both the sub-
threshold and the suprathreshold ranges of membrane poten-
tial. In MesV neurons, the pacemaker potential trajectory
between successive spikes, critical for repetitive firing,
results from the interplay between several currents (Eno-
moto et al. 2006; Tanaka et al. 2003; Wu et al. 2001, 2005).
Among them, the INaP activates during the pacemaker po-
tential and significantly contributes to the bursting behavior
of these neurons (Enomoto et al. 2006; Wu et al. 2005). To
test if cGMP actions involve the modulation of the INaP, we
recorded this membrane current following standard proce-

dures in voltage clamp by using ramp protocols (see MATE-
RIALS AND METHODS). Noteworthy, INaP did not show any
change after cGMP (1 mM), as peak current measured
around �40 mV averaged �295 � 52 pA (SE) in control
and �305 � 60 pA (SE) after cGMP (P � 0.46, n � 3;
paired, two-tailed t-test; Fig. 7, A–C). This result excludes
the possibility that the modulation of the INaP is involved in
the increase of MesV neuron’s excitability.

Ligand-gated channels operated by cyclic nucleotides might
also significantly contribute to regulate the excitability of
neurons. For instance, CNG channels are activated by cGMP
and by inducing tonic depolarizations (Kaupp and Seifert
2002) can increase neuronal firing (Kawa and Sterling 2002).
Noteworthy, cGMP-induced modulatory actions on excitability
are accompanied by a small but highly consistent depolariza-
tion of the resting membrane potential (Fig. 5, A, B, and F),
raising the possibility that the depolarization may be respon-
sible for the increase in firing. To test if such a mechanism is
involved in MesV neurons, we asked whether the depolariza-
tion of the membrane potential by itself is enough to explain
the observed changes in firing properties induced by cGMP.
First, we tried to revert the effects of cGMP on repetitive firing

Fig. 6. cGMP effects on input resistance and subthreshold potential of mesencephalic trigeminal (MesV) neurons. A: voltage membrane responses of a MesV
neuron to hyperpolarizing current pulses of �450 pA (control, thin trace) and after application of cGMP (thick trace). B: membrane voltage change versus
injected current relationships obtained in the same MesV neuron as in A before (white circles) and after cGMP (black circles). Membrane voltage changes were
measured at the time indicated by the vertical dashed line in A. Each value corresponds to the mean of 4 to 6 individual values, error bars indicate SD.
*Statistically significant difference, P 	 0.05 [P � 0.3122 (0 pA), P � 2 � 10�4 (�50 pA), P � 1 � 10�4 (�100 pA), P � 2 � 10�4 (�150 pA), P � 2 �
10�4 (�200 pA), P � 4 � 10�4 (�250 pA), P � 7 � 10�4 (�300 pA), P � 0.0013 (�350 pA), P � 0.0018 (�400 pA), P � 0.0017 (�450 pA); unpaired,
two-tailed t-test] between the 2 data sets. Each curve was fitted with a straight-line function and the slope values representing the corresponding input resistance
are indicated. C: plot of the input resistance (Rin) values before (gray circles, Control) and after cGMP (gray circles, cGMP) (P � 1 � 10�4; paired, two-tailed
t-test). Superimposed to the values from individual cells (n � 30 from 15 animals) are the corresponding average values in control (black circle) and after cGMP
(black circle). *Significant difference, P 	 0.05. D: superimposed traces showing the membrane potential trajectory between the first 2 successive spikes of
repetitive discharges evoked by depolarizing current pulses before (thin trace) and after cGMP (thick trace). Oblique straight lines indicate the slope of the
pacemaker potentials for each trace. Spikes are truncated. E: plots showing the values of the pacemaker potential slope preceding the second spike of repetitive
discharges (left) and instantaneous frequency (right) of the first interspike interval before (gray circles, Control) and after cGMP (gray circles, cGMP) (slope:
P � 3.5 � 10�5, frequency: P � 2.45 � 10�6; n � 18 from 11 animals, paired, two-tailed t-test). Superimposed to the values from individual cells are the
corresponding average values in control (black circle) and after cGMP (black circle). *Significant difference, P 	 0.05. F: plot of the frequency increase of the
first interspike interval versus the increase of the slope for the data shown in E. Data were fitted to a straight line. Slope of linear regression � 19.2 � 6.67 (95%
confidence interval); R2 � 0.7, P � 1.5 � 10�5.
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by repolarizing the membrane potential to previous control
levels by injecting hyperpolarizing DC current. As depicted in
Fig. 7D, although the repolarization of the membrane potential
somewhat reduces the number of spikes after cGMP, spiking is
still well above control (Fig. 7D, compare left and right).
Conversely, depolarizing the membrane potential by 4–5 mV
with DC current injection in control conditions did not produce
an increment in firing comparable to that induced by cGMP
(Fig. 7E, compare top and bottom). These results are summa-
rized in Fig. 7F, where the number of spikes evoked by current
pulses is plotted against the membrane potential value for cells
that were depolarized by DC current (squares) and for cells that
were exposed to cGMP (circles). Remarkably, responses from
cells exposed to cGMP present significantly more spikes than

responses from cells unexposed to cGMP that were depolarized
to the same level with DC current, averaging 10.5 � 1.32
spikes (SE) and 3.8 � 0.98 spikes (SE), respectively (P � 6 �
10�4, n � 10; unpaired, one-tailed t-test). Prepulse membrane
potential averaged �52.4 � 0.952 mV (SE) and �50.5 � 1.0
(SE) in neurons exposed to cGMP and depolarized with DC
current, respectively (P � 0.179; n � 10, unpaired, two-tailed
t-test). These results show that the depolarization of the mem-
brane potential by itself is not enough to explain the observed
increase in excitability of MesV neurons, suggesting the in-
volvement of a mechanism different than the modulation of a
voltage insensitive leak-type membrane conductance.

The observed increase in neuronal firing can result not only
from the acceleration of the membrane potential trajectory
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between successive spikes (pacemaker potential, Fig. 6, D and
E) but also from the hyperpolarization of the voltage threshold
for spike generation (lower firing level). Indeed, spike thresh-
old was shown to be dynamically modulated with relevant
consequences on neuronal excitability (Fontaine et al. 2014).
To evaluate the possible contribution of such a mechanism, we
examined the properties of MesV neuron’s action potentials
(Fig. 7G), particularly the spike threshold by constructing plots
of the time derivative of membrane voltage versus membrane
voltage (phase plots in Fig. 7H). The firing level determined
from these plots and defined as the value of membrane voltage
at which the rate of change reaches 10 mV/ms in a monoton-
ically increasing interval did not differ significantly after
cGMP (Fig. 7H, inset). This value averaged �44.0 � 1.02 mV
(SE) in control conditions and �42.4 � 0.76 mV (SE) after
cGMP (P � 0.06; n � 10, paired, two-tailed t-test), suggesting
that cGMP did not induce changes in the spike-generating
mechanisms and that the increase in excitability does not result
from the lowering of the threshold for spike initiation.

The IH is necessary for the cGMP-induced effects on neu-
ronal excitability. The IH can significantly contribute to the
resting membrane potential, input resistance, and subthreshold
behavior of neurons (Benarroch 2013; Biel et al. 2009; Rob-
inson and Siegelbaum 2003). However, the unique biophysical
properties of this conductance make difficult to unambiguously
predict the functional impact of modulatory actions. Indeed,
depolarization of the resting potential and acceleration of the
pacemaker potential tend to increase firing, whereas the reduction
of input resistance might have the opposite effect. Therefore, to
obtain direct evidence indicating that the cGMP-induced changes
of IH is the mechanism responsible for the increase of MesV
neuron excitability, we next asked whether this membrane con-
ductance is necessary for the induction of such modulatory
changes in excitability. For this, we studied the effects of cGMP
(0.5–1 mM) in the presence of nearly saturating concentrations of
the bradicardic agent ZD7288 (100 �M), which is a potent
blocker of the IH. This blocker was included in the electrode filling
solution as the blocking effect of this compound is from the
intracellular side of the channels (Shin et al. 2001) and at these
concentrations it does not simply block the ionic current but also
significantly reduces the binding of cyclic nucleotides to the
channel intracellular domain (Wu et al. 2012). As expected,

under these conditions MesV neuron voltage responses to
hyperpolarizing current pulses lack the characteristic sag
due to the activation of the IH (Fig. 8A).

ZD7288 largely prevented the cGMP-induced effects on
MesV neuron excitability, thus confirming our hypothesis. In
fact, addition of cGMP to the bath has no effect on spiking or
resting membrane potential (Fig. 8B). These results can be
better appreciated in Fig. 8C, where the average resting mem-
brane potential and number of spikes for a population of 12
cells were plotted as function of time. Confirming these results,
the plot in Fig. 8D shows the mean number of spikes as a
function of current pulse intensity before (ZD7288) and after
cGMP application (cGMP � ZD7288). Spiking do not show a
statistically significant increase after cGMP (P � 0.05, n � 9;
paired, one-tailed t-test) for the whole range of tested currents.
Note that although the range of current pulses explored in the
presence of ZD7288 is not as extended as in control conditions,
the concomitant increase in Rin (108.6 M� in control vs. 445.2
M� in ZD7288) suggests that the lack of effect of cGMP
applications do not result from differences in stimulation
protocols. Moreover, for the sample of recorded neurons
(n � 12), the resting membrane potential do not show a
statistically significant depolarization after cGMP, averag-
ing �55.6 � 1.38 mV (SE) before and �54.6 � 1.13 mV
(SE) after cGMP (P � 0.135; paired, one-tailed t-test; Fig.
8E). However, in the presence of ZD7288, cGMP applica-
tions still induce a significant reduction of the input resis-
tance, averaging 445.2 � 61.9 M� (SE) before and
381.7 � 46.5 M� (SE) after cGMP (P � 0.047; paired,
one-tailed t-test; Fig. 8F) possibly due to the modulation of
a membrane mechanism different from HCN channels.
These results clearly show that the IH is necessary for the
modulation of the intrinsic excitability of MesV neurons
induced by cGMP, supporting the notion that the regulation
of this membrane current is the underlying mechanism.

Computer simulations show that upregulation of the IH is
sufficient to induce the cGMP effects on MesV neuron
excitability. The experimental results so far presented provide
compelling evidence that regulation of the IH represents the
main mechanism involved in cGMP-induced increase in excit-
ability. However, to obtain further evidence about the func-
tional impact of such mechanism, we next asked whether the

Fig. 7. cGMP does not target other membrane conductances of mesencephalic trigeminal (MesV) neurons. A: representative recording of the persistent Na�

current (INaP) in control conditions (top trace) in response to a voltage command consisting in a slowly rising ramp (rate ~20 mV/s) from a holding potential
of �70 mV to a final potential of 0 mV (bottom trace). B: plot of the INaP magnitude (measured at the most negative value) as a function of time in another
neuron in control conditions (black circles), during application of cGMP (horizontal black bar), and during application of 0.5 �M tetrodotoxin (TTX; horizontal
black bar). Each value represents the average of 10 single values, and error bars represent SE C: summary plot of the average INaP amplitude from 3 different
MesV neurons in control (white circle) and after exposure to cGMP (0.5–1 mM; black circle). Error bars represent SE (P � 0.46; n � 3 from 3 animals, paired,
two-tailed t-test). D: traces showing repetitive discharges of a MesV neuron during the injection of depolarizing current pulses in control (left), after cGMP
(middle), and after cGMP while the resting membrane potential was corrected to previous control levels by injecting hyperpolarizing DC current (�60 pA)
(right). E, top: illustration of the response of a MesV neuron during injection of a depolarizing current pulse before (left) and after application of cGMP (right)
showing the increase in repetitive firing and the accompanying depolarization of the resting membrane potential. E, bottom: illustration of the response to a
depolarizing current pulse of another neuron that was not exposed to cGMP from resting (left) and from a depolarized membrane potential (right). During this
later condition, the resting membrane potential was depolarized to a level comparable to that obtained after cGMP by injection of depolarizing DC current. In
D and E, values at the left of each trace indicate the prepulse membrane potential and dashed horizontal lines represent the resting membrane potential level in
control conditions. F: plot summarizing results from experiments as those shown in E. Average number of spikes evoked during depolarizing current pulses
against the prepulse membrane potential is shown. Circles represent firing of cells before (white) and after exposure to cGMP (black). Squares represent firing
of cells unexposed to cGMP at their normal resting membrane potential (white) and during depolarization with DC current injection (Depo.; black), error bars
represent SE. The number of spikes evoked by current pulses is significantly larger in cells exposed to cGMP compared with cells whose resting potential was
depolarized with DC current [P � 6 � 10�4; n � 10 (cells exposed to cGMP: n � 10 from 5 animals; depolarized cells: n � 10 from 3 animals), unpaired,
one-tailed t-test]. *Significant difference, P 	 0.05. G: traces showing representative action potentials before (thin trace) and after cGMP (thick trace),
horizontally displaced for clarity. H: phase plots of the first time derivative of the membrane potential (dV/dt) against the instantaneous membrane potential,
showing the rate of change of membrane potential of the traces depicted in G. Inset: larger scale of the boxed area in the phase plot.
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upregulation of the IH is enough to explain the observed
changes in MesV neuron excitability after cGMP. For this, a
model of a typical MesV neuron was constructed consisting in
two compartments, one representing the soma and the other the
axon. Six Hodgkin-Huxley type active conductances previ-
ously described in MesV neurons were inserted in our deter-
ministic two-compartment model, whose parameters were
tuned using an evolutionary multiobjective algorithm (see
MATERIALS AND METHODS). Maximum densities of passive and
active conductances were tuned to precisely reproduce the
main electrophysiological features of MesV neurons (in control
conditions) in terms of resting membrane potential, input
resistance, spike amplitude and duration, and postspike after-
hyperpolarization potential, as well as the main firing charac-
teristics (see MATERIALS AND METHODS). In fact, voltage mem-
brane responses of MesV neurons to current pulses of both
polarities (Fig. 9A), as well as the spike waveform (Fig. 9A,
inset) were faithfully reproduced by our model, indicating that
the results obtained from simulations can be translated to
experiments and vice versa. Thus our model represents a
valuable tool to understand how the different voltage depen-
dent membrane conductances interact to give rise to the elec-

trophysiological phenotype of MesV neurons and the impact of
IH modulation.

Then, we investigated whether our model could reproduce
the increase in excitability after upregulation of the IH. We
compared the electrophysiological properties and input-output
relation of the model cell in control conditions and after
modifying the IH parameters according to our characterization
of this current in voltage-clamp experiments during the effects
of cGMP (IH modulated, see MATERIALS AND METHODS). Figure
9B illustrates results from these simulations showing the re-
sponse of the model cell in control (top) and after modulation
of the IH (bottom). Consistent with our experimental results,
modulation of the IH leads to a depolarization of the resting
membrane potential, an increase in spiking and a reduction of
the input resistance. The extent of these changes is also in
agreement with experimental observations. The resting mem-
brane potential of model cell changed from �58.4 mV in
control to �56.0 mV after IH modulation, whereas the number
of spikes in response to current pulses of �350 pA increased
from 2 spikes in control to 18 after IH modulation (Fig. 9B).
Additionally, upregulation of the IH in these simulations re-
sulted in a reduction of the input resistance of ~12% (from
113.0 to 99.6 M�), which is comparable to the reduction
observed during experiments after addition of cGMP (~15%).
Moreover, plots of the number of spikes and the frequency of
the first interspike interval as a function of the intensity of
current pulses show qualitatively similar results to those ex-
perimentally obtained (Fig. 5). In fact, upregulation of IH
resulted in a leftward displacement of these relations corre-
sponding to an increase in firing, as well as a reduction of the
threshold current for eliciting both single spikes and repetitive
firing (Fig. 9, C and D).

Fig. 8. The hyperpolarization-activated cationic current (IH) is necessary for
the cGMP-induced effects on neuronal excitability. A: sample traces of
membrane voltage responses of a mesencephalic trigeminal (MesV) neuron to
current pulses of 100 and �75 pA in the presence of the IH blocker ZD7288.
B: sample traces of membrane voltage responses of the cell shown in A during
the same stimulation protocol after cGMP in the presence of ZD7288. C: plot
depicts averaged values from 12 cells recorded in 5 animals of the resting
membrane potential (left ordinates, black circles) and number of spikes evoked
by depolarizing current pulses (right ordinates, gray circles) as a function of
time before, during and after cGMP application to the bath in the presence of
ZD7288. Error bars represent SE. Application of cGMP is indicated by the
black horizontal bar. Peak average value of the resting membrane potential
during cGMP [white circle, �54.6 � 0.92 mV (SE)] is not statistically more
depolarized in comparison to value before application [white circle,
�55.1 � 1.08 mV (SE)] P � 0.069; n � 12, paired, one-tailed t-test]. D: plot
of the mean number of spikes evoked by current pulses of 200 ms in duration
as a function of the current intensity for a population of recorded cells (n � 9
from 4 animals) in the presence of ZD7288 before (white circles) and after
cGMP (black circles). Error bars represent SE. Spiking does not show a
statistically significant increase after cGMP for the whole range of tested
currents [P undefined (0 to 50 pA, identical data sets), P � 0.83 (75 pA), P �
0.5 (100 pA), P � 0.7 (125 pA), P � 0.92 (150 pA), P � 0.78 (175 pA), P �
0.66 (200 pA), P � 0.5 (225 pA), P � 0.61 (250 pA), P � 0.83 (275 pA),
P � 0.5 (300 pA), P � 0.83 (325 pA) n � 9; paired, one-tailed t-test]. E: plot
of the resting membrane potential values in the presence of ZD7288 before
(gray circles, ZD7288) and after cGMP (gray, cGMP � ZD7288) (P � 0.135;
n � 12 from 5 animals, paired, one-tailed t-test). F: plot of the input resistance
values in the presence of ZD7288 before (gray circles, ZD7288) and after
cGMP (gray circles, cGMP � ZD7288) (P � 0.047; n � 10 from 4 animals,
paired, one-tailed t-test). In E and F, superimposed to the individual values are
the corresponding average values in the presence of ZD7288 before (black
circle) and after cGMP (black circle). *Significant difference, P 	 0.05.
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These simulations show that our biophysically detailed
model can reproduce the main aspects of electrophysiological
properties and firing characteristics of real MesV neurons.
Moreover, upregulating the IH of model neurons has qualita-
tively and quantitatively similar effects on the electrophysio-
logical properties as those experimentally observed in MesV
neurons after exposure to cGMP. These findings show that
upregulation of the IH is sufficient to explain the experimen-
tally observed increase in neuronal excitability induced by
cGMP. Therefore, the upregulation of this membrane conduc-
tance by cGMP represents a valuable tool to manipulate the
intrinsic excitability of MesV neurons and to study its role in
coincidence detection.

cGMP enhances the gain of coincidence detection between
electrically coupled MesV neurons. To test the contribution of
the intrinsic excitability of neurons to coincidence detection,
depolarizing current pulses of the same intensity were applied
alternatively and simultaneously to coupled MesV neurons, in
control conditions and after the upregulation of the IH induced
by cGMP applications (0.5–1 mM). Figure 10 shows represen-
tative results of these experiments. While bursts evoked by
independent current pulses show a moderate increase after
cGMP in terms of spike number (Fig. 10, A and B, compare left
and middle) responses during coactivation present a dramatic
increase (Fig. 10, A and B, right). Moreover, coincident bursts
during both control and after cGMP are highly synchronic, as
indicated by the cross-correlation analysis exhibiting a single
peak of large magnitude and brief delay (Fig. 10, A and B,
insets). The effect on coincidence detection gain can be better
appreciated in the graph of Fig. 10C where the number of
spikes during individual and coincident stimulation were plot-
ted before and after the application of cGMP. In most coupled
cells, the slope of this relation displays a striking increase after
cGMP, indicating an increase in the gain of coincidence
detection. For this population of recorded neurons (n � 12,
from 6 pairs), the average number of spikes during independent
activation showed only a modest increase from 1.81 � 0.722
(SE) in control conditions to 3.81 � 2.096 (SE) after cGMP
(P � 0.176; paired, t-test). In contrast, the number of spikes
during coactivation exhibited a much more dramatic increase
from 2.9 � 0.815 (SE) in control to 13.68 � 3.91 (SE) after
cGMP (P � 0.0102; paired, two-tailed t-test; Fig. 10C). Con-
sistently, the coincidence detection index displayed a signifi-
cant increase from 1.09 � 0.19 spikes (SE) in control condi-
tions to 9.83 � 3.32 spikes (SE) after cGMP (P � 0.0193;
paired, two-tailed t-test; Fig. 10D), indicating that cGMP
preferentially increases firing during coactivation, thus greatly
enhancing the gain of coincidence detection.

cGMP-induced enhancement of coincidence detection gain
cannot be explained by changes of the strength of electrical
coupling. After cGMP, presynaptic neurons are significantly
more efficient in activating postsynaptic coupled neurons,
consistent with its effects on coincidence detection. In fact, the
spike-to-spike transfer through electrical contacts between
MesV neurons is enhanced after cGMP as indicated by the
ability of presynaptic trains of spikes to more faithfully recruit
postsynaptic coupled cells (Fig. 11A). This effect was quanti-
fied by calculating the recruitment rate as the ratio of the
number of postsynaptic spikes over the number of presynaptic
evoked spikes. This ratio increased from 0.31 � 0.15 (SE) in
control conditions to 0.58 � 0.16 (SE) after cGMP applica-
tions (P � 0.0437; n � 10 from 5 coupled pairs, paired,
two-tailed t-test; Fig. 11B), confirming that presynaptic repet-
itive discharges are much more efficient in recruiting postsyn-
aptic coupled neurons after cGMP. While this phenomenon is
consistent with the modulation of the intrinsic excitability
already shown, it could also result from an increase in the CC
between MesV neurons. In fact, cGMP was reported to regu-
late the degree of coupling by targeting gap junction conduc-
tance (Hatton and Yang 1996; Rörig and Sutor 1996; Yang and
Hatton 1999). To assess the possible contribution of such a
mechanism, we measured the CC in control conditions and
after cGMP. For this purpose, a series of hyperpolarizing
current steps of different intensities were injected in one cell of

Fig. 9. Computer simulations show that upregulation of the hyperpolarization-
activated cationic current (IH) is sufficient to increase firing. A: comparison
between real neuron and model neuron. A, top: a typical membrane voltage
response of a mesencephalic trigeminal (MesV) neuron to depolarizing (300
pA) and hyperpolarizing (�400 pA) current pulses are illustrated. A, bottom:
voltage responses of the model neuron to the same current pulses are depicted
to show the similarity between real and model neuron responses. Inset: the
spikes of the real and model neurons are displayed at an expanded temporal
scale. B: voltage responses of the model MesV neuron to depolarizing current
pulses (350 pA) in control (top) and after modification of the parameters
defining the IH according to the modulatory effects of the cGMP on this
membrane current experimentally determined (bottom). Note the dramatic
increase in firing and the concomitant depolarization of the resting membrane
potential after changes of IH parameters. C: plot of the number of spikes of the
model cell evoked by current pulses of 200 ms in duration as a function of the
current intensity in control (black circles, control) and after IH modulation
(black circles, IH modulated). D: plot of the instantaneous frequency of the
model cell of the first interspike interval during repetitive discharges evoked by
depolarizing current pulses as a function of the current intensity in control
(black circles, control) and after IH modulation (black circles, IH modulated).
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an electrically coupled pair while the induced membrane volt-
age changes in both cells were monitored before and after
cGMP application (Fig. 11C). From these recordings, plots of
the voltage change in the postsynaptic coupled cell as a
function of the voltage change in the presynaptic injected cell
were constructed and the CC was estimated from the slope of
the fit to a straight line (see MATERIALS AND METHODS) (Fig.
11D). Instead of increasing, the CC showed a significant
reduction after cGMP applications, calculated either at the
beginning of voltage responses (at the peak of hyperpolarizing
voltage responses) (Fig. 11E) or at the end (steady state, Fig.
11F). In fact, the CC estimated at the peak of hyperpolarizing
voltage responses averaged 0.41 � 0.05 (SE) in control con-
ditions and 0.33 � 0.04 (SE) after cGMP (P � 4.46 � 10�6;
n � 20, paired, two-tailed t-test), whereas the CC estimated at
steady state averaged 0.28 � 0.03 (SE) in control and
0.23 � 0.03 (SE) after cGMP (P � 0.0015; n � 20, paired,

two-tailed). Moreover, the gap junction conductance estimated
from the input and transfer resistances determined in current
clamp (see MATERIALS AND METHODS) (Bennett 1966) also pre-
sented significant reduction, averaging 6.68 � 1.08 nS (SE) in
control and 6.03 � 1.05 nS (SE) after cGMP (P � 0.0365; n �
20, paired, two-tailed; Fig. 11H). This suggests that the reduc-
tion of the CC, estimated from hyperpolarizing pulses, resulted
from the combined reduction in Rin and gap junction conduc-
tance observed after cGMP application (Fig. 6, A–C and Fig.
11, C–F), as the CC depends on these two parameters (Bennett
1966; Curti and O’Brien 2016). On the other hand, coincidence
detection and recruitment of postsynaptic cells depend on
depolarizing rather hyperpolarizing coupling potentials. There-
fore, coupling potentials evoked by presynaptic spikes (spike-
lets) were measured before and after cGMP application (Fig.
11A, inset). The CCs calculated from these spikelets and the
presynaptic spike amplitudes (Fig. 11G) showed no statistical

Fig. 10. cGMP enhances coincidence detection gain. A: membrane responses of a pair of coupled mesencephalic trigeminal (MesV) neurons during a stimulation
protocol consisting in the injection of depolarizing current pulses of the same intensity (250 pA) alternatively to each cell (left and middle) and simultaneously
to both cells (right) to show coincidence detection in control conditions. B: membrane responses of the same pair depicted in A to the same stimulation protocol
after application of cGMP (1 mM) showing a dramatic increase in firing when cells were simultaneously activated indicating an increase in coincidence detection
gain. A and B, insets: depict the cross correlograms between firing of cells 1 and 2 during coincident activation. C: plot of the number of spikes when cells were
independently activated (1 or 2) and when simultaneously activated (1 � 2) in control conditions (gray lines) and after cGMP (black lines). Superimposed to
the values form individual neurons are the average values for the population of tested neurons in control (white circles) and after cGMP (black circles). Average
values during coincident activation in each condition were statistically different (P � 0.0096; n � 10 from 6 animals, paired, two-tailed t-test). D: plot of the
coincidence detection (CD) index in control conditions (gray circles) and after cGMP (gray circles) of the sample of recorded coupled cells depicted in C:
superimposed to the values from individual neurons are the corresponding average values in control (black circle) and after cGMP (black circle) (P � 0.019;
n � 10, paired, two-tailed t-test). *Significant difference, P 	 0.05.
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Fig. 11. cGMP-induced enhancement of coincidence detection gain does not involve changes in gap junction conductance. A, left: injection of a depolarizing
current pulse (250 pA) in a cell belonging to a coupled pair evokes a repetitive discharge in this cell (cell 1) and corresponding coupling potentials in the
postsynaptic coupled cell (cell 2) that eventually produce the activation of this postsynaptic neuron in control conditions. A, right: after addition of cGMP to the
bath, the same stimulation protocol in the same pair of coupled mesencephalic trigeminal (MesV) neurons evokes now a more vigorous repetitive discharge in
the injected cell and a marked increase in the recruitment of the postsynaptic cell. A, inset: coupling potentials (spikelets) in the postsynaptic cell indicated by
downward arrowheads in corresponding traces before (control, thin trace) and after cGMP (thick trace) are displayed aligned, showing no change in amplitude.
B: plot of recruitment rate calculated as the ratio of the number of postsynaptic spikes over the number of presynaptic evoked spikes. Individual values (gray
circles) and average values for the whole sample (black circles) are illustrated superimposed (P � 0.0437; n � 10 from 5 animals, paired, two-tailed t-test). C:
characterization of cGMP effects on electrical coupling in a pair of neurons. Injecting a series of hyperpolarizing current pulses of increasing intensity into one
cell (cell 1) produces corresponding voltage responses in the injected presynaptic cell and in the postsynaptic coupled cell (cell 2), in control conditions (left),
and after cGMP (right). D: from records depicted in C the coupling coefficient was estimated by plotting the amplitude of membrane voltage (Vm) changes
(measured at the peak of hyperpolarizing responses, vertical dashed lines in C) in the postsynaptic cell (cell 2, ordinates) as a function of membrane voltage
changes in the presynaptic cell (cell 1, abscissas) in control conditions (white circles) and after cGMP (black circles). Each data set was fitted with a straight-line
function, and the slope value representing the coupling coefficients (CC) are indicated. E: plot of the CCs determined at the negative peak of hyperpolarizing
responses before (Control) and after cGMP (cGMP) (P � 4.46 � 10�6; n � 20, paired, two-tailed t-test). F: plot of the CCs determined at steady state (SS)
before (Control) and after cGMP (cGMP) (P � 0.0015; n � 20, paired, two-tailed t-test). G: plot of the coupling coefficients determined from presynaptic spikes
and corresponding postsynaptic spikelets before (Control) and after cGMP (cGMP) (P � 0.697; n � 10 from 8 animals, paired, two-tailed t-test). H: plot of the
gap junction conductance value before (Control) and after cGMP (cGMP) (P � 0.0365; n � 20, paired, two-tailed t-test). E, F, and H present data from the same
set of neurons recorded in 9 animals. In E, F, G, and H, gray circles represent individual values in control and after cGMP exposure, respectively, and
superimposed are the corresponding average values in control (black circle) and after cGMP (black circle). *Significant difference, P 	 0.05.
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difference in control versus after cGMP as they averaged
0.074 � 0.01 (SE) and 0.075 � 0.011 (SE), respectively (P �
0.697; n � 10, paired, two-tailed t-test). Also, cGMP applica-
tions did not induce any significant change in the spikelet’s
waveform, as indicated by the values of half-amplitude dura-
tion and rise time (10–90%), which averaged 3.32 � 0.32 ms
(SE) and 0.712 � 0.024 ms (SE), respectively, in control
conditions, and 2.91 � 0.248 ms (SE) and 0.714 � 0.031 ms
(SE), respectively, after cGMP (P � 0.076 and 0.934; n � 10,
paired, two-tailed t-test). Together, this evidence shows that
the enhancement in coincident detection gain do not result
from changes in the strength of electrical coupling between
MesV neurons. Instead, this effect most probably results from
the modulation of the excitability of these neurons, highlight-
ing the relevance of the intrinsic electrophysiological proper-
ties in determining the characteristics of coincidence detection
among electrically coupled neurons.

Computer simulations show that upregulation of the IH
enhances the gain of coincidence detection in networks of
electrically coupled MesV neurons. To independently evaluate
if the upregulation of the IH is enough to enhance coincidence
detection gain, we extended our single cell model to a network
composed of two identical coupled neurons. Because electrical
coupling in the MesV nucleus is organized mostly in pairs
and is supported by voltage-independent somatic gap junc-
tions (Curti et al. 2012), electrical coupling between model
cells was implemented by a simple ohmic conductance con-
necting the soma compartments of the two cells (see MATERIALS

AND METHODS). According to experimental data, the conduc-

tance of this mechanism was set to 4 nS, which corresponded
to a CC of 0.29 when measured at the peak of voltage
responses to current pulses of �400 pA and of 0.22 at steady
state, whereas the CC for spikes was 0.07 (not shown).

To validate these simulations, we began by investigating if
this model network can support coincidence detection and then
if its gain is enhanced by the upregulation of the IH of
connected cells. Coincidence detection was studied with the
same stimulation protocol as during experiments; that is, su-
prathreshold depolarizing current pulses were injected alterna-
tively in each cell or in both cells at the same time. As
illustrated in Fig. 12A, injection of a �350 pA current pulse in
one or the other cell induces one spike (left and middle),
whereas the injection of the same current pulse in both cells at
the same time induces a response consisting in two spikes in
both cells (right), showing that this model network of coupled
cells in control conditions supports coincidence detection.
Remarkably, when the parameters defining the IH were modi-
fied according to the characterization of this current after
cGMP in voltage-clamp experiments (IH modulated), the re-
sponses of model cells did not show significant changes to
independent activation (Fig. 12B, left and middle). However,
simultaneous activation of both cells induced a dramatic in-
crease in firing compared with control condition (Fig. 12B,
right). Results from these simulations are summarized in the
plot of the number of spikes evoked by these stimulation
protocols in control and after modulation of the IH shown in
Fig. 12C. These simulations show that modulation of the IH
selectively increases the susceptibility of pairs of coupled

Fig. 12. Computer simulations show that upregulation of the
hyperpolarization-activated cationic current (IH) is sufficient
to enhance coincidence detection gain. A: study of coinci-
dence detection in a network of two coupled model mesen-
cephalic trigeminal (MesV) neurons. Injection of depolariz-
ing current pulses alternatively into cells 1 or 2 induced a
single action potential in the injected cell and the corre-
sponding coupling potentials (spikelets) in the postsynaptic
cell (left and middle). Simultaneous activation of these two
neurons with current pulses of the same magnitude (right),
now evoked a discharge consisting of two spikes at each cell,
showing that model coupled cells support coincidence de-
tection. B: after modification of the IH parameters of both
model cells according to modulatory actions of cGMP (IH

modulated), independent activation of each coupled cell with
current pulses of the same intensity still evoke a single spike
(left and middle). However, simultaneous activation of both
neurons now induces a robust repetitive discharge (right). C:
plot of the number of spikes of model cells during indepen-
dently activation (1 or 2) and during simultaneous activation
(1 � 2) in control conditions (white circles, control) and
after modification of the IH parameters (black circles, IH

mod.). D: plot of the coincidence detection (CD) index in
control conditions (Ct.) and after modification of IH param-
eters (IH mod.) for the pair of model MesV neurons.
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MesV neurons to synchronic inputs, thus representing an
increase in coincidence detection gain (Fig. 12D). These results
are qualitative similar to those obtained during experiments
and indicate that the excitability of coupled neurons critically
determines the gain of coincidence detection.

DISCUSSION

Besides the well-known role of electrical coupling, we show
here that the electrophysiological properties of coupled neu-
rons are critical determinants of their ability to detect coinci-
dent inputs. The susceptibility or gain of this operation is
highly heterogeneous across the population of MesV neurons,
and experimental and theoretical evidence suggests that this
heterogeneity results in part from the diverse regulatory states
of the intrinsic excitability of this neuronal population. Con-
sistently, cGMP-induced upregulation of the IH resulted in
dramatic changes in coincidence detection gain.

Coincidence detection has been extensively characterized in
the auditory brainstem of birds and mammals, where fast-
activating K� currents and morphologic dendritic specializa-
tions endow neurons with the ability to maximally respond to
simultaneous inputs (Agmon-Snir et al. 1998; Joris et al. 1998;
Reyes et al. 1996). Electrical synapses can also support coin-
cidence detection (Alcamí and Pereda 2019; Connors 2017;
Marder 1998). This property is based on the reduction of
current leak through gap junctions during simultaneous inputs
to coupled neurons (cancellation of the loading effect), result-
ing in larger membrane voltage changes that facilitate neuronal
activation (Di Garbo et al. 2006; Hjorth et al. 2009; Rela and
Szczupak 2004). Thus a defining characteristic of coincidence
detection is that simultaneous depolarizing inputs evoke stron-
ger neuronal firing in comparison to independent inputs, as
shown in Fig. 1, A–D. However, there is no a clear limit to
establish, based solely on its time dependency or precision, if
a given neuron or neural circuit operates as a coincidence
detector or not. Precision, whether in the microsecond or in the
millisecond range is most probably related to the specific
function of the neural network (Alonso et al. 1996; Carr and
Konishi 1990; König et al. 1996; Roy and Alloway 2001;
Usrey et al. 2000). Regardless of the underlying mechanism,
coincidence detection is an emergent property involved in
brain functions like sound source localization (Carr 1993; Joris
et al. 1998), information processing (König et al. 1996), orga-
nization of motor outputs (Edwards et al. 1998), sensorimotor
integration (Rabinowitch et al. 2013), improvement of signal-
to-noise ratio (DeVries et al. 2002; Smith and Vardi 1995), and
Hebbian learning (Tsien 2000).

Coincidence detection in the MesV nucleus is heterogeneous
and is critically determined by the intrinsic excitability of
neurons. While both precision (time window over which inputs
are summated) and gain (contrast between maximal and min-
imal responses) are critical aspects of coincidence detection,
precision and its determinants have been previously character-
ized in different structures, including the auditory system
(Agmon-Snir et al. 1998; Reyes et al. 1996) and populations of
electrically coupled neurons (Alcami 2018; Edwards et al.
1998; Vervaeke et al. 2010). In contrast, much less is known
about the determinants of the gain of coincidence detection.
Therefore, we focused our efforts in characterizing this partic-
ular aspect and its underlying mechanisms by using stimulation

protocols expected to cause maximal contrast between re-
sponses, that is, coincident versus independent depolarizing
inputs. The spatial segregation of synaptic inputs to electro-
tonically coupled cellular compartments is among the mecha-
nisms that maximize this contrast, like in neurons of the
auditory brainstem that present bipolar dendrites and synaptic
inputs that are segregated to each dendrite. In these neurons,
coincidence detection is based on the nonlinear summation of
excitatory inputs and the function of each dendrite as a current
sink for inputs to the other dendrite (Agmon-Snir et al. 1998).
Pairs of coupled MesV neurons seem to operate in a similar
fashion, wherein each neuron of a coupled pair acts as a current
sink for the other, pointing toward the coupling strength as the
primary determinant of the gain of coincidence detection.

Nevertheless, heterogeneity in coincidence detection gain
across the population of MesV neurons cannot be explained
solely in terms of the diversity of coupling strengths. Indeed,
while high susceptibility to coincident inputs was displayed
almost exclusively by strongly coupled pairs, the reciprocal is
not true. This indicates that strong coupling is a necessary
condition, although not sufficient, for high gain coincidence
detection. On the other hand, highly excitable neurons tend to
be more susceptible to coincident inputs unlike low excitable
ones. This strongly suggests that neuronal excitability plays,
along with electrical coupling, a key role determining the
susceptibility of coupled neurons to coincident inputs. Consis-
tent with a prominent role of the neuronal intrinsic properties,
cGMP-induced increase in neuronal excitability resulted in a
dramatic enhancement of coincidence detection gain. Such
changes in coincidence detection were not accompanied by a
concomitant increase of spike-triggered coupling potentials,
emphasizing the role of the intrinsic excitability. Thus
electrical coupling, in conjunction with the active electro-
physiological properties, endows circuits of coupled neu-
rons with an efficient mechanism to selectively respond to
simultaneous or coincident inputs, as opposed to asynchro-
nous or randomly distributed ones, that is, to act as coinci-
dence detectors.

cGMP-induced upregulation of the IH increases MesV neu-
ron’s excitability and coincidence detection gain. We show
that the IH is sharply modulated by cGMP as reported previ-
ously (Datunashvili et al. 2018; Ingram and Williams 1996;
Wilson and Garthwaite 2010; Yang and Hatton 1999). This
modulation results in an enhancement of MesV neuron excit-
ability, as was shown in cardiac (Brown et al. 1979) and other
neural cells (Bobker and Williams 1989; Cardenas et al. 1999;
Maccaferri and McBain 1996; McCormick and Pape 1990a;
Tang and Trussell 2015). This is most probably due to an
increase of the net inward current at membrane voltage values
close to the resting potential. Two lines of evidence support
this conclusion. First, in the presence of the IH blocker
ZD7288, cGMP is unable to modulate MesV neuron spiking
and resting potential. Second, computer simulations show that
changes in IH parameters, consistent with experimental obser-
vations, faithfully reproduce the actions of cGMP. Together,
these findings indicate that IH modulation is necessary and
sufficient to mediate the cGMP-induced increase in excitabil-
ity. However, IH has also been reported to reduce excitability
rather than to boost it (Berger et al. 2003; Magee 1998; Stuart
and Spruston 1998; Tsay et al. 2007; Williams and Stuart
2000), and upregulation of this conductance results in a de-

171MODULATION OF COINCIDENCE DETECTION GAIN

J Neurophysiol • doi:10.1152/jn.00029.2019 • www.jn.org

Downloaded from www.physiology.org/journal/jn at Albert Einstein Col of Med (047.019.177.245) on July 1, 2019.



crease of neuronal output (Fan et al. 2005; Poolos et al. 2002;
Rosenkranz and Johnston 2006). This contradictory role of IH

on neuronal excitability is most likely due to the unique
biophysical properties of this conductance. In fact, IH is acti-
vated by hyperpolarization and presents a reversal potential
around �30 mV, resulting in an inward current that promotes
firing by bringing membrane voltage closer to its firing level.
On the other hand, activation of this conductance results in a
reduction of the neuron’s input resistance dampening the im-
pact of excitatory inputs (Dyhrfjeld-Johnsen et al. 2009; Lip-
pert and Booth 2009; Migliore and Migliore 2012). Which of
these outcomes on excitability prevail seems to be related to
the spatial distribution of HCN channels in relation to the
spiking compartment, most typically the cell body (Harnett et
al. 2015). In fact, when located at, or close to the soma
compartment, upregulation of the IH results in an increase of
neuronal excitability (Cardenas et al. 1999; Kanyshkova et al.
2009; McCormick and Pape 1990b; Pál et al. 2003; Tang and
Trussell 2015; Tu et al. 2004), whereas at distal locations of the
dendritic compartment its activation tends to reduce excitabil-
ity (Fan et al. 2005; Lörincz et al. 2002; Notomi and Shigemoto
2004; Poolos et al. 2002; Rosenkranz and Johnston 2006;
Wang et al. 2007). Moreover, this conductance seems to be
tonically active, supporting an inward current at membrane
potentials between the spike afterhyperpolarization potential
and its reversion, even in the time course of the interspike
interval, whose duration is several orders of magnitude shorter
than the IH activation time constant.

The upregulation of the IH preferentially increases firing of
coupled MesV neurons during simultaneous depolarizations. In
fact, spiking during coincident depolarizing inputs showed a
dramatic increase after cGMP, whereas spiking during inde-
pendent depolarizations displayed little change. This most
probably results from the contrasting actions of IH on cellular
excitability in combination with the loading effect displayed by
pairs of coupled neurons. In control conditions, the loading
effect reduces on average the Rin of coupled cells by ~26%,
supporting the reduced neuronal spiking during asynchronous
inputs in comparison to coincident inputs, thus allowing cou-
pled neurons to act as coincidence detectors. After IH upregu-
lation, coupled neurons show an additional reduction of their
Rin of between 10% and 15%. This results from the same cell’s
Rin reduction plus the reduction of the Rin of the coupled cell.
This additional reduction in Rin is not translated into a corre-
sponding reduction in firing, most probably thanks to the
concomitant increase in net inward current. Thus during un-
correlated inputs to coupled neurons, the reduction of the Rin
and the increase in inward current seem to compensate each
other. However, under the IH modulated condition, by cancel-
ing the loading effect, coincident inputs mitigate part of the Rin
reduction, potentiating the action of the increased inward
current on membrane excitability, and supporting strong repet-
itive discharges. Therefore, the upregulation of the IH increases
the contrast between minimal and maximal neuronal responses
evoked during uncorrelated and coincident inputs, respectively,
thus enhancing the susceptibility of pairs of coupled MesV
neurons to coincident inputs. This conclusion is supported by
our computer simulations that show a marked increase in firing
of model cells during simultaneous depolarizations under IH
modulated conditions.

Functional relevance. MesV neurons are primary afferents
that innervate muscle spindles of jaw-closing muscles or
mechanoreceptors of periodontal ligaments and establish direct
excitatory contacts with trigeminal motoneurons (Morquette et
al. 2012). These afferents are strongly activated during jaw
movements associated to food intake, thus providing positive
proprioceptive feedback for the adjustment of bite force (Lavi-
gne et al. 1987; Yamamoto et al. 1989). Based on our results,
it is possible that coincident activation promotes stronger firing
of coupled MesV neurons, operating as an amplification mech-
anism for this sensory input, facilitating jaw-closing muscle
activation. Also, the somas of MesV neurons receive synaptic
inputs from several brain areas, suggesting that they participate
in the organization of orofacial behaviors by integrating sen-
sory information from the periphery with inputs from hierar-
chically superior structures (Kolta et al. 1990; Nagy et al.
1986). Inputs from the supratrigeminal area evoke short la-
tency excitatory postsynaptic potentials strong enough to in-
duce or enhance oscillatory activity that eventually leads to
firing (Verdier et al. 2004). Our findings show that coincident
depolarizing inputs to coupled cells promote strong repetitive
firing, suggesting that pairs of coupled MesV neurons that
share same excitatory inputs will tend to produce synchronic
bursts. These synchronic bursts most likely represent strong
excitatory inputs onto trigeminal motoneurons. In fact, beyond
supporting temporal summation of excitatory postsynaptic po-
tentials, bursts are considered to be robust codes of communi-
cation at chemical junctions since they facilitate transmitter
release from low probability contacts (Lisman 1997). More-
over, individual Ia afferents typically evoke weak synaptic
actions (Mendell and Henneman 1971), implying that summa-
tion of coincident inputs from multiple afferents is required to
activate motoneurons. Remarkably, we found that the cGMP-
induced modulation of the IH greatly enhances the gain of
coincidence detection, increasing the duration of repetitive
discharges, most probably reinforcing excitatory inputs onto
trigeminal motoneurons. Because MesV neurons massively
project to trigeminal motoneurons (Stanek et al. 2014), this
suggests that such modulatory actions significantly impact on
the organization of orofacial behaviors. In addition, MesV
neurons receive nitrergic projections and nitric oxide increases
the excitability of these neurons most probably through eleva-
tions of intracellular cGMP levels (Pose et al. 2003). Hista-
minergic projections to the MesV nucleus were also described
(Inagaki et al. 1987), and histamine actions have also been
shown to involve cGMP in other systems (Hatton and Yang
1996; Hough 1999). This suggests that modulation of coinci-
dence detection between coupled MesV neurons may occur
under physiological conditions.

Recent evidence shows that pairs of electrically intercon-
nected GABAergic interneurons from the cortex and the
cerebellum are coinnervated, supporting synchronous depo-
larizing inputs to these interneurons (Otsuka and Kawaguchi
2013; van Welie et al. 2016). This suggests that coincidence
detection represents a common feature of networks of cou-
pled neurons of the mammalian brain. In the retina of
mammals, electrical coupling between cones and between
AII amacrine cells underlies a noise reduction operation
through a mechanism analogous to coincidence detection
(DeVries et al. 2002; Smith and Vardi 1995), where simul-
taneous (signal specific) inputs have a larger impact on
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membrane potential in comparison to randomly distributed
(noisy) ones (Sterling and Demb 2004). It is tempting to
speculate that by modulating coincidence detection gain as shown
here, the output of these circuits can be readily altered with
relevant functional consequences. In fact, HCN channels and
electrical synapses have been shown to coexist in many neuronal
populations, raising the possibility that circuit operations sup-
ported by electrical coupling like coincidence detection are under
precise and dynamic regulatory control through modulation of the
highly modifiable IH current.
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Chapter 4

Activity-induced gap junctions

plasticity

In this chapter, we show that the coupling coefficient presents a large variety in the pop-

ulation of mesencephalic trigeminal (MesV) neurons, and that part of this diversity can

be explained by the heterogeneity of their gap junction (GJ) conductances gJ , suggesting

that these electrical synapses are regulated in the living animal. Indeed, the firing activ-

ity of MesV neurons triggers the plasticity of these contacts, that leads to a decrease of

the coupling coefficient and gJ . The plasticity of gJ was thoroughly characterized while

keeping the cells in the whole-cell voltage clamp configuration, stimulating them with

an activity-like protocol. We found that the depression of gJ is accumulative during the

repetitive stimulation and saturates to ∼ 30% in approximately 5 minutes. This effect

is mainly transient, with a long-term component of ∼ 10%. After partial (but stable)

recovery of gJ , a second repetitive stimulation provokes a deeper decrease in gJ , with sim-

ilar qualitative characteristics. Interestingly, stimulation of only one cell does not affect

the non-rectifying properties of the synaptic contact and produced half of the gJ depres-

sion, suggesting a side-additive effect. Moreover, activity-like stimulation at physiological

temperature elicits a long-term synaptic depression of 30%. Free Ca2+ is involved in the

induction of the plasticity, but its absence does not completely abolish it. Furthermore,

calcium current through the hyperpolarization-activated cyclic nucleotide–gated channels

and NMDA receptors is sufficient to modify gJ , even without electrical stimulation. The

repeated activity seems to trigger the synthesis of endocannabinoids, which bind to the

cannabinoid receptor 1, preventing a more drastic drop of gJ . At the intracellular level,

activation of protein kinase A also decreases gJ , but does not participate in the activity-

induced plasticity. Finally, by blocking exocytosis, we show that there is a basal turnover

of GJ, with a time constant compatible with the activity-induced plasticity.
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4.1 Introduction

The operation of the electrical synapses is dictated by the GJ and the intrinsic properties

of the coupled neurons (see section 2.3). In the previous chapter, we analyzed the impact

of the IH current -and its modulation by cGMP- on the electrical synaptic transmission

between MesV neurons. Here, we focus on the regulation and plasticity of mammalian

Cx36-based GJ, which has been extensively studied in expression systems (Srinivas et al.,

1999; Alev et al., 2008; González-Nieto et al., 2008; Li et al., 2009; del Corsso et al., 2012;

Siu et al., 2016; Aseervatham et al., 2020; Kotova et al., 2020), and in native systems

as well (Urschel et al., 2006; Zsiros and Maccaferri, 2008; Haas et al., 2011; Turecek

et al., 2014; Mathy et al., 2014; Wang et al., 2015; Sevetson et al., 2017; Bazzigaluppi

et al., 2017; Fricker et al., 2021), sheding light on their mechanisms and functional impact

(see sections 2.2.2 and 2.5). However, while both approaches have strenghts, they also

present severe drawbacks: while the expression systems lack signaling pathways present

in native systems, they are amenable to accurate measurements of relevant variables,

such as gJ . Native systems render important information on the functional impact of the

regulation and plasticity of electrical synapses, but it is technically difficult to monitor and

control key experimental variables, like the transjunctional potential VJ across the GJ.

In contrast, the MesV nucleus constitutes an optimal model to study electrical synapses,

given that it is a native system where both components of the electrical synapse can

be electrophysiologically dissected, due to the simple morphology of its neurons (Dessem

and Taylor, 1989) and somatic GJ (Curti et al., 2012). These primary afferents receive

sensory information from the jaw closing muscles (Shigenaga et al., 1988a; Luo et al.,

1995) and the periodontal ligament (Shigenaga et al., 1988b), and fire trains of action

potential during eating behaviors (Yamamoto et al., 1989; Westberg et al., 2000). The

aim of the present study was to understand the mechanisms involved in the induction and

expression of the electrical synaptic plasticity triggered by activity in the MesV nucleus

of rodents. Electrical coupling strength depends on both gJ and the intrinsic properties

(see section 2.3), which will be analyzed in this chapter and the next one, respectively.
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4.2 Materials and methods

The experimental protocol was approved by the local animal ethics committee of Facul-

tad de Medicina, according to the guidelines of Comisión Honoraria de Experimentación

Animal of Universidad de la República (Uruguay), with minimization of the numbers of

animals used.

4.2.1 Experimental design

Transverse brain stem slices were prepared from C57 mice, Sprague-Dawley rats or Pan-

nexin 1 knock-out mice (donated by Verónica Abudara) of either sex (age: postnatal days

11 to 21), which were decapitated without anesthesia. Their brains were quickly removed

and placed in cold (∼ 4°C) sucrose solution containing the following (in mM): 213 su-

crose, 2.69 KCl, 1.25 NaH2PO4, 26 NaHCO3, 10 glucose, 1 CaCl2, 2 MgSO4, 0.35 ascorbic

acid and 0.3 pyruvic acid, bubbled with 95% O2-5% CO2 (pH ∼ 7.4).The portion of the

brainstem containing the MesV was glued, by its rostral face, to the stage of a vibratome

DSK DTK-1000, and transversally sliced at 170-250 µm. The slices were then quickly

transferred to an incubation chamber -at ∼ 34°C- with physiological solution (ACSF)

containing the following (in mM): 122.75 NaCl, 3.94 KCl, 1.25 NaH2PO4, 26 NaHCO3,

10 glucose, 2 CaCl2, and 2 MgSO4 bubbled with 95% O2-5% CO2 (pH ∼ 7.4), where

they were kept for 30 minutes. After the heat shock, we leave them to converge to room

temperature (∼ 20-25°C) until they were transferred to the recording chamber, which has

perfused with ACSF. The materials and methods used to identify and electrically record

MesV neurons were the same already reported in chapter 3. Only neurons with stable

resting membrane potential (RMP) below -48 mV were recorded, using the Multiclamp

700B amplifier (Molecular Devices, Sunnyvale, CA). Recoding pipettes were pulled from

borosilicate glass (4-8 MΩ), using Sutter P-87 or Narishige PC-100 pullers. Data were

analyzed in the scientific Python development environment Spyder, using the following

Python libraries: Numpy, Scipy, Axographio, Stfio, Pandas, Matplotlib and Seaborn.

Experimental drugs were either added to the intracellular recording solution [10 µM

KN93; 250 nM Botulinum toxin light chain E; 10 mM 1,2-Bis(o-aminophenoxy)ethane-

N,N,N’,N’-tetraacetic acid (BAPTA, donated by Gonzalo Pizarro); 1 mM SQ22536)] or

in the bath [5 µM AM251; 40 µM Forskolin; 50-300 µM N-Methyl-D-aspartate (NMDA);

1-10 µM glycine; CsCl 2-5 mM].
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4.2.2 Data processing

Except the gap junction conductance, the remaining parameters (coupling coefficient,

input resistance, RMP, etc.) were calculated according to procedures reported elsewhere

(Curti et al., 2012; Davoine and Curti, 2019).

4.2.3 Calculation of the gap junction conductance

The gap junction conductance gJ between MesV neurons was estimated from current

clamp traces according to the procedure detailed in chapter 3 (Bennett, 1966). In the

voltage clamp configuration, we applied to one cell voltage steps of -5 to -50 mV of am-

plitude during 10-20 ms, while keeping its coupled partner at a holding potential close

to the RMP. The series resistance Rs (∼ 4-5 MΩ) was 80% online compensated, and the

remaining 20% was done offline, according to the following procedure:

Given two coupled cells in voltage clamp, their membrane potentials Vcell are:

Vcell1 = V1 = Vcomm1 − I1Rs1

Vcell2 = V2 = Vcomm2 − I2Rs2

where, for each cell, Vcomm1,2 are the corresponding amplifier’s commands, I1,2 are the

currents through each pipette (positive is going from the amplifier to the cell) and Rs1,2

are their uncompensated series resistances (20% of their nominal values).

Schematic representation of the electri-
cal circuit during simultaneous voltage-
clamp recordings from a coupled pair.
RJ = 1

gJ
denotes the junctional resis-

tance of the GJ.

Suppose that the cell 1 is stepped and cell 2 remains clamped at a holding potential.

The differential equation for the voltage V2 on cell 2 is:
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C2
dV2
dt

= I2 −
∑
i

gi(V2 − Ei)− gJ(V2 − V1) = 0⇒ I2 =
∑
i

gi(V2 − Ei) + gJ(V2 − V1)

given that V2 is held constant before and during the pulse (after the transient response

to the change). gi denote the ionic channel conductances and Ei their reverse potentials.

Therefore, the current response in cell 2 ∆I2 due to the voltage step ∆Vcomm1 in cell

1 is1:

∆I2 ≈ gJ (∆V2 −∆V1) = gJ (−∆I2Rs2 −∆Vcomm1 + ∆I1Rs1) (4.1)

Thus, the gap junction conductance gJ obtained from voltage clamp recordings is:

gJ =
∆I2

−∆I2Rs2 −∆Vcomm1 + ∆I1Rs1

(4.2)

4.2.4 Temperature dependence of gJ in MesV neurons

A TC2BIP controller with HI-25p heater ahd HPRE2 pre-heater (Cell MicroControls,

Norfolk, VA) were used to modify the temperature of the recording chamber, always in

the ascending direction. Immediately after reaching the set temperature, series resistance

was online compensated by 80% and then gJ recordings were performed.

We characterized the temperature dependence of gJ in the population of MesV neu-

rons, between 20 and 36°C. We found that the GJ Q10 = 2.04 (Fig. 4.1), well above the

values reported for GJ composed by Cx43 (Bukauskas and Weingart, 1993), Cx40 and

Cx45 (Santos-Miranda et al., 2019), but smaller than the Q10 measured in the lateral

giant axon of the crayfish (Payton et al., 1969). Given that we measured a Q10 > 1.5, the

temperature-increase of the GJ conductance could not be attributed only to the thermal

component of the aqueous diffusion of ions and viscosity of water (Hille, 2001). However,

more thorough work2 should be done to discern if the steep temperature-dependence of

gJ was mostly due to structural changes on its conformation or to up/down regulations

of intracellular cascades that are involved in Cx36 regulation (see section 2.2.2).

For our objectives, the measured Q10 represents the net temperature coefficient for

the GJ in MesV neurons, and was used in section 4.3.2 to normalize the gJ measurements

1Here, we neglect the modifications of the postsynaptic ionic conductances gi due to the small change
in membrane potential ∆V2.

2For example, measure macroscopic IJ in the presence of inhibitors of regulatory proteins (such as
CaMKII, PKA, etc.) and/or single channel conductance γJ recordings, at different temperatures.
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made in control conditions to the same temperature: T =25°C.

4.2.5 Statistical analysis

Results were expressed as average value ± standard error of the mean (SEM). Two-tailed

Student t-test from the Scipy library was used to quantify the statistical difference between

data distributions. Statistical significance was established when the p-value P was below

0.05. Except explicitly noted, the data is presented in terms of cells or coupling directions.
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Figure 4.1: Temperature dependence of gJ in MesV neurons. A: synaptic current
IJ increases with temperature. B : average IJ plotted against transjunctional voltage ∆VJ , for
different temperatures. Inset: the exponential fit of gJ against temperature resulted on Q10

= 1.93. C : the gJ measurements for each direction were normalized to 25°C and fitted to an
exponential, obtaining Q10 = 2.04 ± 0.03 (range 1.61-2.58, n = 40 directions from 11 animals).
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4.3 Results

4.3.1 Characteristics and impact of electrical coupling between

MesV neurons

In general terms, the electrical coupling between mice MesV neurons has similar charac-

teristics to those described in rats (Curti et al., 2012): the cells are mostly coupled in

pairs, by somatic gap junctions (GJ) (Fig. 4.2A). The injection of a negative current in

one cell produced an hyperpolarizing voltage deflection in it and its coupled neighbor (Fig.

4.2B). The ratio between these voltage responses (see Materials and methods) defines the

coupling coefficient (CC) for each direction, which averaged 0.292 ± 0.010 for n = 264

directions (Fig 4.2C), remarkably similar to that reported in rats (0.28) (Curti et al.,

2012). Given that the CC depends on both intrinsic and synaptic properties (see 2.4),

which could be different for each cell in a coupled pair, asymmetries of the CC between

directions can be expected, with a preferred one whose CC is larger than in the opposite

direction. However, no significant asymmetry could be found, as indicated by the plot of

the larger CC against the lower CC for each pair (slope of linear regression of 1.089, R2

= 0.8, n = 132 pairs; Fig. 4.2D). Despite its large average value for the population of

recorded pairs, the CC displayed a broad distribution: ranging from 0.015 to 0.664 (Fig.

4.2E). One possible cause for this heterogeneity could be the different electrophysiological

and/or morphological properties of the recorded MesV neurons, due to the dispersion

of the animals’ age range. Nonetheless, Figure 4.2F shows that the coupling coefficient

spread was quite underlying from 12 to 18 postnatal days of age (P12 to P18, respectively).

Another factor behind the heterogeneity of CC could be the recording temperature (see

color reference for each data point on the right of Fig. 4.2F). However, CC from animals

of 15 days (P15) obtained at 25°C was still very widely varied. Consistently, we also found

a large variability in the spike transmission (Fig. 4.3). Therefore, we conclude that the

CC is very heterogeneous in the mice MesV neurons’ population.

The electrical coupling also affects the behavior of individual neurons, because of the

“loading effect” (see chapter 3). In the current clamp configuration, the input resistance

Rin of a single neuron was measured by applying several negative current steps and

measuring the corresponding membrane potentials at the time of the peak of the most

hyperpolarized response (Fig. 4.4A). Rin was obtained as the slope of this relationship

(Fig. 4.4B), averaging 123.99 ± 5.17 MΩ for uncoupled neurons, ranging from 36.89 to

223.71 MΩ (Fig. 4.4C; n = 77 neurons from 46 animals). In electrically coupled cells,

the leak of current through the GJ diminished their effective Rin due to the loading effect

(displayed in green in Fig. 4.4D). There was a remarkable similarity between the effective
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Figure 4.2: (Continued on the following page.)
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Figure 4.2: Coupling coefficient is heterogeneous in the population of MesV neu-
rons. A: IR-DIC image of two MesV neurons electrically coupled at their somas. B : left: a
negative current injection (not shown) into one MesV neuron produced a hyperpolarizing volt-
age response in it (black trace) and in the coupled one (gray), in either direction. Right: the
coupling coefficient (CC) was measured as the slope of the ratio between the pre and postsy-
naptic responses (left: turquoise circles on one direction, dark green squares in the other one).
C : the CC of coupled MesV neurons was 0.292 ± 0.010. D : even defining, for each coupled
pair, a preferred direction whose CC was larger, the CC was very symmetrical (slope of linear
regression of 1.089, R2 = 0.8). E : histogram representing the broad distribution of CC in the
MesV neurons’ population, that ranges from 0.015 to 0.664. F : mean CC was quite constant for
animals between 12 and 18 days old: P12 0.298 ± 0.039 (n = 8 directions), P13 0.351 ± 0.049
(n = 10), P14 0.339 ± 0.030 (n = 34), P15 0.273 ± 0.014 (n = 124), P16 0.34 ± 0.024 (n = 44),
P17 0.253 ± 0.032 (n = 28), P18 0.198 ± 0.032 (n = 18). Note that the CC was measured at
different temperatures (from 19 to 28°C, see color bar on the right), so statistical comparisons
may not be informative. G : the CC heterogeneity even manifests even when we only consider
recordings made at 25°C from P15 mice (n = 68 directions). From C to E, n = 264 directions
were considered (132 pairs in D), from 76 animals. In F, data from p11 animals were omitted,
because of their scarcity (4 directions from 2 pairs, from 2 animals).

Rin of coupled neurons: linear regression slope = 1.0064, R2 = 0.62, n = 238 neurons

(not shown). However, the loading effect disappeared if the current steps were injected

simultaneously to both coupled cells (blue in Fig. 4.4D), as their membrane potentials

tend to be similar, almost eliminating the transjunctional voltage VJ . Interestingly, the

Rin recorded when cells were “unloaded” displayed non significant difference to those

obtained for isolated uncoupled cells (P = 0.229 unpaired t-test, for n = 77 uncoupled

vs 228 unloaded coupled neurons, not shown). For n = 232 neurons (from 73 animals),

the decrease of the Rin caused by the loading effect was significant (P < 1x10−3, paired

t-test): when the cells were unloaded, Rin was 118.12 ± 2.34 MΩ (range 59.23-254.46 MΩ)

and 94.46 ± 2.28 MΩ (range 36.93-246.26 MΩ) when they were loaded. The difference

of the Rin of both cases divided by the loaded Rin defines the loading effect, that was

quite large in average (28.46 ± 1.13%) and extremely variable for MesV neurons (range

0.01-111.02%). Note that a loading of 100% means that electrical coupling diminishes

the Rin by half. In summary, electrical coupling is very important in setting the input

resistance of MesV neurons.
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Figure 4.3: Characteristics of spike transmission. A: a presynaptic spike in a MesV
neuron (black trace) elicits a subthreshold response in the coupled one (gray). The ratio between
the peaks (red points) of the post and presynaptic voltage traces define the coupling coefficient
for spikes. B : the CC mean was 0.044 ± 0.001 (range 0.003-0.153). C : the CC for spikes
correlated poorly with the CC defined by hyperpolarizing peaks (Fig. 4.2, R2 = 0.33). n = 253
directions and 76 animals were used for B and C. D : CC below 0.001 were not considered in this
analysis. D : the frequency properties of the CC were determined by injecting a ZAP current in
the presynaptic neuron and recording the membrane potentials of both coupled neurons. E : the
ratio of the FFT of the post and presynaptic membrane potentials gave the attenuation (black)
and phase lag (gray) of the CC(f), which can be qualitatively classified as resonant (13 in 36
directions) or non-resonant (23 in 36).
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Figure 4.4: The impact of electrical coupling on the effective input resistance is ex-
tremely varied. A: the input resistance Rin of a neuron was measured by recording the voltage
responses to the injection of hyperpolarizing current pulses. B : the voltage values isochronous
to the peak of the most negative response (see red squares in A) are fitted to a line, whose slope
was the Rin. C : for uncoupled MesV neurons, Rin = 123.99 ± 5.17 MΩ (n = 77 neurons from
46 animals). D : the voltage response to a current injection in cell 1 was smaller if its coupled
partner cell 2 was not simultaneously stimulated, due a leak of current through the GJ. That was
designated “loading effect”. E : the Rin of neurons loaded were significantly larger than when
they are unloaded: 118.12 ± 2.34 MΩ versus 94.46 ± 2.28 MΩ (P < 1x10−3, paired t-test).
F : the loading effect can be quantified as the difference between the unloaded and loaded Rin,
divided by the loaded one, was 28.46 ± 1.13%. For both E and F, the same n = 232 neurons
from 73 animals were used.
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4.3.2 Gap junction conductance gJ is heterogeneous in the

MesV neurons population

Next, we asked if the variability of both CC and loading effect could be an indicator of

mechanisms under regulation in the MesV neurons population. The gap junction conduc-

tance gJ plays a critical role in determining both, so we systematically measured it, by

applying voltage steps to one cell, while keeping its coupled partner at a holding potential

close to the RMP (Fig. 4.5A). In this and all the remaining voltage clamp experiments,

the series resistances of both cells were continuously monitored, compensated online by

80%, and offline by 20% (see Materials and methods). gJ was obtained as the slope of the

relationship between the mean synaptic current IJ -which was identical to the postsynap-

tic membrane current- and the transjunctional voltage difference VJ (Fig. 4.5B). gJ can

also be inferred from current clamp traces (Bennett, 1966), but we found that this method

overestimates by 10% (Fig. 4.5C) and was less precise, producing a 28% asymmetry of

gJ between directions (linear regression slope 1.2763, R2 = 0.858, n = 268 neurons, not

shown). Thus, voltage clamp recordings will be used to compute gJ along this paper,

unless specifically noted. There was no rectification in gJ (slope of linear correlation 1.01,

R2 = 0.996; Fig. 4.5C), as expected from the homotypic GJ in MesV formed by Cx36

(Curti et al., 2012; Nagy and Lynn, 2018).

Figure 4.5E shows that gJ spans a large range of values, even after this temperature

normalization: from 0.03 to 10.40 nS (n = 602 directions). The wide spread of gJ was

present for animals of the same age (Fig. 4.5F) and even within the same animal (exam-

ples from 3 animals in Fig. 4.5G). Another key observation was that the distribution of

gJ displays not significant difference between ages, suggesting that the GJ was already

completely developed at 11 days of age. This was consistent with the reported incidence

of tracer coupling between rat MesV neurons, which was almost constant after 8-9 days

of age (Curti et al., 2012). Therefore, the most parsimonious line of thinking states that

the diversity would not arise from developmental stages, but from intrinsic gJ variability,

which suggests that electrical coupling could be under regulatory control.
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Figure 4.5: Gap junction conductance is heterogeneous. A: GJ conductance gJ was
measured by recording the average (green window) postsynaptic current responses IJ to presy-
naptic voltage stimulation, while clamping the postsynaptic membrane potential. B : gJ was the
slope of the relationship between IJ and the transjunctional voltage VJ . C : gJ estimations in
current clamp correlate to those obtained in voltage clamp (n = 268 directions from 77 animals).
D : The GJ are non-rectifying in MesV neurons (n = 301 coupled pairs from 140 animals). E :
distribution of gJ in the neurons’ population was very broad, spanning from 0.029 to 10.397
nS (gJ = 4.08 ± 0.09 nS, n = 602 directions from 140 animals). F : gJ heterogeneity does not
depend on the animals’ age: P11 3.09 ± 0.81 nS (n = 7 pairs), P12 3.30 ± 0.47 nS (n = 8),
P13 3.45 ± 0.46 nS (n = 26), P14 3.79 ± 0.29 nS (n = 40), P15 4.31 ± 0.24 nS (n = 101), P16
4.60 ± 0.33 nS (n = 57), P17 3.73 ± 0.55 nS (n = 21), P18 4.08 ± 0.72 nS (n = 18). P >
0.1 between ages, except when comparing P13 vs P16 and P14 vs P16 (P > 0.05), unpaired
t-tests. G : gJ was heterogeneous, even for coupled pairs from the same animal (examples from
3 different animals, identified by color). In D, E and F, gJ measurements were normalized to
25°C, using Q10 = 2.04 (Fig. 4.1).
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4.3.3 In vivo-like firing diminishes gJ

Long-term plasticity of GJ may be behind the heterogeneity of gJ , as different pairs of

neurons are subject to diverse inputs, linked to the animals’ behavior. Indeed, activity-

dependent plasticity of GJ has been extensively reported, first in the Mauthner cell (Yang

et al., 1990; Pereda et al., 1998) and then in mammalian brain regions, such as the Thala-

mic Reticular Nucleus (Landisman and Connors, 2005; Haas et al., 2011; Sevetson et al.,

2017) and the Inferior Olive (Mathy et al., 2014; Turecek et al., 2014) (see section 2.5). In

order to test our hypothesis, we designed a stimulation protocol in current clamp, inspired

by the descriptions of the firing patterns of MesV neurons during masticatory behaviors in

rodents (Yamamoto et al., 1989; Westberg et al., 2000). The protocol consisted on 200-ms

trains of 1-ms depolarizing pulses at 100 Hz, with 50 ms pauses between them, during 10

seconds. Based on the fact that pairs of coupled MesV neurons tend to present strong

synchronization of their firing (Curti et al., 2012), protocols were simultaneously applied

to both cells of a coupled pair, 25 times, every 29-30 seconds, totalizing about 12 minutes

of duration. The intensity of the stimulation was set to elicit action potentials, as shown

in figure 4.6A. The protocol was applied after the gJ values attained a stable baseline,

usually 15 minutes after the break-in of the cell membrane patch. After the stimulation,

gJ fell and then partially recovered 5 minutes later (see example in Fig. 4.6B). gJ dropped

from 2.76 ± 0.51 nS to 2.01 ± 0.54 nS (n = 8 directions, P < 0.001, paired t-test; Fig.

4.6C). These results show that repetitive firing activity elicits a 27% decrease of gJ .

4.3.4 Activity-like voltage clamp stimulation decreases the cou-

pling coefficient and gJ

To further characterize the activity-induced plasticity, we created a voltage clamp proto-

col, that would allow to accurately control the membrane potentials and the transjunc-

tional voltage VJ . Given that low-threshold Ca2+ current IT (Huguenard and McCormick,

1992) has been involved in gJ depression triggered by activity (Sevetson et al., 2017), and

that a membrane current with characteristics consistent to that of the IT was reported in

MesV neurons (Connor et al., 2005), we set the membrane potential command to max-

imize the activation of IT of the coupled cells. Hence, to remove IT inactivation, the

protocol went from the holding potential (−55 mV) to −90 mV for around 400 ms, go-

ing then to 0 mV during 10 ms (to activate IT (Connor et al., 2005), which also would

inactivate), and finally returning to −90 mV again for 50 ms to reset IT (Fig. 4.7A). As

in the current clamp stimulation, the duration of the protocol was 10 seconds, and it was

repeated every 29-30 seconds, 25 times. Also, the protocol was applied simultaneously to
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Figure 4.6: Simultaneous repetitive firing elicits GJ short-term depression A: two
coupled neurons were simultaneously stimulated, during 10 seconds, by repeated 200-ms trains
of current pulses at 100 Hz, with 50 ms between consecutive trains. Each stimulation was
applied 25 times to the neurons, every 29-30 seconds, adding up 12 minutes, approximately. B :
example of the gJ measured from cell 1 to 2 (gJ12, squares) and viceversa (gJ21, circles). After
the application of the stimulation protocol, gJ fell from around 3.8 (black) to 2.8 nS (red) and
quickly recovered to a new baseline of 3.4 nS. C : gJ went from 2.76 ± 0.51 nS to 2.01 ± 0.54
nS after the stimulation protocol. n = 8 directions from 4 animals; P < 0.001, paired t-test.
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both neurons, which remain isopotential during the whole time (VJ = 0 mV). Figure 4.7B

displays membrane voltage responses of a pair of coupled neurons when current pulses

were injected in one of them (cell 1) before and after the activity-like protocol. In this case,

the CC varied from 0.33 before the protocol to 0.22 after it (Fig. 4.7C). Concomitantly to

the reduction in CC, the activity-like protocol also induced a significant hyperpolarization

of the RMP and a reduction of the Rin. In fact, for the recorded n = 28 directions, the

CC went from 0.34 ± 0.03 to 0.18 ± 0.02, whereas Rin went from 83.16 ± 3.90 MΩ to

57.01 ± 4.03 MΩ (Fig. 4.7D and E respectively; P <1x10−5, paired t-tests). In order to

determine if the change in CC was just a consequence of the Rin reduction, the gJ was

estimated from current clamp recordings, before and after the protocol. Notheworthy, gJ

also showed a significant reduction, from 5.17 ± 0.46 nS to 3.52 ± 0.32 nS (P <1x10−5,

paired t-test; Fig. 4.7F), indicating that the reduction in synaptic strength result from

the concomitant/sinergistic reduction of gJ and Rin. In this chapter, we will focus on the

depression of gJ , while chapter 5 will deal with Rin reduction.

In order to confirm our estimations in current clamp, we conducted voltage clamp

experiments, which yield more acurate estimations of the gJ (Welzel and Schuster, 2019).

Figure 4.8A displays the evolution of gJ measured in both directions for a coupled pair.

Similarly to what we saw in the repetitive firing experiment (Fig. 4.6B), the conductance

falls ∼ 1 nS after stimulation (note the broken time axis), recovering partially later. In

order to summarize the results from multiple coupled pairs, we resampled them into a

common time base, using linear interpolation between data points, and normalize them

with their corresponding value of gJ before the protocol. The figure 4.8B clearly shows

that there was a stable baseline in the 15 minutes before the activity-like stimulation and

that gJ fell in all pairs afterwards, averaging 4.88 ± 0.28 nS before the protocol, and

3.60 ± 0.24 nS after its application (n = 54 directions, P < 0.001, paired t-test; Fig.

4.8C). Interestingly, a linear regression analysis did not indicate any correlation between

the percentual decrease of gJ and its value in control conditions [slope = −2.788, R2 =

0.261].

76



Figure 4.7: (See next page).
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Figure 4.7: Coupling coefficient decreases after repeated stimulation. A: the voltage
stimulation protocol, simultaneously applied to coupled neurons, consists on an hyperpolariza-
tion to −90 mV, followed by repeated depolarizations to 0 mV, separated by 50-ms intervals,
during 10 seconds. This protocol was applied 25 times to the cells, every 29-30 seconds, adding
up to 12 minutes, approximately. B : sample voltage responses to the same current pulse to cell
1, before and after protocol. C : the coupling coefficient (CC) from the cell 1 to 2 in B decreases
from 0.33 to 0.22. D : the CC decreases from 0.34 ± 0.03 to 0.18 ± 0.02. The CC was defined
by the input resistance Rin (E ), which went from 83.16 ± 3.90 MΩ to 57.01 ± 4.03 MΩ, and
the gap junction conductance gJ (F ), which, measured in current clamp, went from 5.17 ± 0.46
nS to 3.52 ± 0.32 nS. In D, E and F, n = 28 directions from 12 animals were used; comparisons
between before and after stimulation are statistically significant in all the cases: P <1x10−5,
paired t-test.

Figure 4.8: gJ decreases after repeated stimulation (see next page). A: the application
of the activity-like protocol presented in Fig. 4.7 (marked by the light-red box at t = 0) leads to
a transient decrease of gJ , measured in the voltage clamp configuration, in both directions. B :
summary of the gJ depression induced by the activity-like protocol. The black points and bars
indicate mean and SEM values, while the gray ones corresponds to recordings from individual
directions (n = 40 directions from 19 animals). For this and similar data crunches in the
following figures, the experimental data was linearly interpolated to a common time-grid, in
order to compute the mean and SEM for the whole population. C : individual gJ values before
and after the protocol: from 4.88 ± 0.28 nS to 3.60 ± 0.24 nS, respectively (P < 0.001, paired
t-test). D : there was no clear correlation between the decrease of gJ and its value before the
protocol: slope of linear regression = -2.788, R2 = 0.261. For both C and D, n = 54 directions
from 23 animals.
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Figure 4.8: (Caption in the previous page).
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4.3.5 The depression of gJ has transient and long-term compo-

nents

Next, we sought to characterize the time course of this activity-dependant plasticity of

electrical transmission between MesV neurons. To assess gJ during the stimulation, we

introduced a brief 10-ms hyperpolarizing voltage pulse (−50 mV of amplitude) before

each train of pulses. This pulse was applied to both neurons at different times, in order to

get the synaptic current in both directions. The series resistance was compensated once

by 80%, before the beginning of the stimulation. Hence, we obtained 25 measurements

of gJ before the application of each train of pulses, each with a sample period of 29-30

seconds (Fig. 4.9A). The evolution of the average normalized gJ (n = 40 directions) was

fitted by a exponential function whose time constant τ = 4.79 minutes and asymptotic gJ

decrease of 32.5% of the initial value, consistent with the net drop shown in figure 4.8C.

The evolution of gJ after the activity-like stimulation can be split in two phases: re-

covery from the short-term depression (STD) and long-term depression (LTD). Figure

4.9B focuses on the recovery phase, which was best fit by a double exponential function,

with two time constants: a fast τ1 = 0.18 minutes and a slow one τ2 = 9.41 minutes,

which account for 3% and 19% of the recovery, respectively. This suggests that there are

two mechanisms responsible of the recovery, with different time scales.

Following the STD, gJ did not return to its value before the activity-like protocol, but

remained below it (Fig. 4.9C), in a new baseline that can be properly described as LTD.

20 minutes after the end of the stimulation, gJ was 4.72 ± 0.29 nS, compared with 5.26

± 0.27 nS before it (P < 0.001 paired t-test; Fig. 4.9D), resulting in a LTD of ∼ 10%.

Figure 4.9: Time courses of the gJ depression and recovery (see next page). A: a
brief voltage pulse of −50 mV was applied to each neuron before applying the activity protocol
presented in Fig. 4.7, in order to estimate the gJ during the stimulation (light-red box on the
left, expanded on the right), which displays an exponential decrease with a time constant of
4.79 minutes. B : the recovery phase of gJ during the first 10 minutes (sky-blue box) after the
activity protocol can be fitted by a double exponential (inset), characterized by a fast (τ1 =
0.18 minutes) recuperation of 3% and a slower one (τ1 = 9.41 minutes) of 19%. C : after the
first 20 minutes post-protocol, gJ reaches a stable value, marked by the dotted blue line. D :
the comparison between the gJ before the activity-like protocol and 20 minutes after its end
(vertical blue line in C ) results on long-term depression: gJ went from 5.26 ± 0.27 nS to 4.72
± 0.29 nS (P < 0.001 paired t-test). n = 40 directions from 19 animals were used in all panels.
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Figure 4.9: (Caption in the previous page).
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4.3.6 Activity-induced gJ plasticity is primed by previous stim-

ulation

Application of the activity-like stimulation, for a second time, in 7 pairs of neurons, after

a new stable baseline was reached, resulted in an even deeper drop of gJ (Fig. 4.10A).

Indeed, for n = 14 directions, gJ changed from 5.88 ± 0.55 nS to 4.84 ± 0.55 nS after the

first protocol, recovered to 5.65 ± 0.56 nS, and fell to 4.28 ± 0.54 nS after the second one

(Fig. 4.10B). Thus, for this set of experiments, the first stimulation induced a depression

of 19.22 ± 2.96%, while the second one generated a drop of 27.76 ± 3.11% from the new

baseline (P < 0.01, paired t-test). Thus, there was an accumulative effect that leads

the activity-induced plasticity to be primed by a previous presentation of the stimulation

protocol.

Figure 4.10: Repeated
stimulation induces
stronger plasticity. A:
a second application of
the activity-like protocol
after recovery from the
first one, elicits a stronger
short-term depression. B :
for a set of n = 14 direc-
tions from 7 animals that
were twice stimulated,
the gJ decreases from
5.88 ± 0.55 nS to 4.84
± 0.55 nS after the first
protocol, recovering to
5.65 ± 0.56 nS, and falling
to 4.28 ± 0.54 nS after
the second one. Paired
t-tests indicate statistical
significance between all
the distributions: P <
0.001 in all the cases,
except by the comparison
between Before 1 and
Before 2 (P = 0.028). C :
gJ diminution due to the
first stimulation was 19.22
± 2.96%, while the second
provokes a 27.76 ± 3.11%
decrease (P < 0.01, paired
t-test).
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4.3.7 gJ plasticity results from side-additive contribution of each

coupled partner

Until now, we showed that simultaneous activity-like stimulation of coupled MesV neu-

rons diminishes the GJ conductance between them. It may also be possible that only one

neuron from a coupled pair gets repeatedly activated, while the other keeps quiescent.

We simulated this scenario, by applying the same stimuli shown in Fig. 4.7A to only one

neuron, clamping its coupled partner at −55 mV. As a result, gJ went from 3.24 ± 0.29

nS to 2.81 ± 0.27 nS (n = 22 directions, P < 0.001, paired t-test; Fig. 4.11A). Even

though homotypic Cx36 GJ are non-rectifying (see section 2.2.1), a similar stimulation

protocol applied on TRN neurons was reported to increase gJ asymmetry between direc-

tions (Haas et al., 2011). We tested this possibility in MesV neurons, finding that their

GJ displayed no rectification either before or after the unilateral stimulation, as the ratio

between directions of gJ averaged 0.996 ± 0.010 and 1.004 ± 0.010, respectively (P =

0.373, paired t-test; Fig. 4.11B).

Remarkably, the gJ percentual decrease due to simultaneous bilateral stimulation dou-

bled the obtained by the unilateral protocol: 28.57% versus 14.65% (P < 0.001, unpaired

t-test; Fig. 4.11C). A close inspection of both kinds of experiments suggests that the uni-

lateral results distribution was similar to what we see in the bilateral ones. Figure 4.11D

illustrates this hypothesis more rigorously: we mathematically doubled the value of each

gJ depression obtained by the unilateral stimulation, getting a distribution which has now

no significant difference with that of the bilateral ones (P = 0.833, unpaired t-test). This

surprising result may be just a statistical anomaly, but may also suggest a side-additive

effect of the stimulation. For example, the plasticity could be caused by an intracellular

mechanism that was elicited by the repeated stimulation but does not permeate through

the GJ, like large protein kinases (see section 2.2.2).
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Figure 4.11: Unilateral stimulation induces half of the plasticity. A: applying the
activity-like protocol to only one cell, while keeping the other clamped at −55 mV, induces
a decrease of gJ : from 3.24 ± 0.29 nS to 2.81 ± 0.27 nS (P < 0.001, paired t-test). B: the
plasticity does not modify the non-rectifying properties of the GJ, as described by the ratio
of the gJ in the two directions: gJ12/gJ21 went from 0.996 ± 0.010 to 1.004 ± 0.010 (P =
0.373, paired t-test). C : whereas the bilateral stimulation induces a gJ decrease of 28.57% (see
Fig. 4.8), unilateral activation only induces half as much: 14.65% (P < 0.001, unpaired t-
test). D : the distribution of the gJ decrease obtained by unilateral stimulation, mathematically
multiplied by 2, was not significantly different from the gJ decrease distribution obtained by
bilateral stimulation (P = 0.833, unpaired t-test). This suggests that the stimulation from each
side of the GJ was responsible for half of the plasticity, and was independent from what happens
on the other side. For all panels, the unilateral gJ were measured for n = 22 directions from 6
animals.
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4.3.8 Activity-like stimulation at physiological temperature

elicits long-term depression of gJ

To validate the physiological plausibility of the activity-induced plasticity, we performed

an experimental series at T = 34°C throughout the experiment. We also modified the

stimulation protocol, inspired by the activity patterns during eating behaviors in rodents

(Yamamoto et al., 1989; Westberg et al., 2000), similarly to what we presented in figure

4.6A, but in voltage clamp. As the electrophysiological properties of neurons change with

temperature, we set the holding potential to −60 mV, close to their RMP at 34°C (Fig.

4.12A). After application of the activity-like protocol, there was a significant reduction

in the CC: from 0.29 ± 0.04 to 0.19 ± 0.03 (n = 16 direction, P < 0.001 paired t-test,

Fig. 4.12B). However, there was not any significant modification of Rin, which went from

48.49 ± 3.65 MΩ to 44.96 ± 3.25 MΩ (P = 0.426 paired t-test; Fig. 4.12C), contrasting

with what happened with the stimulation from −90 mV at room temperature (Fig. 4.7E;

note that Rin was already low before the stimulation). Hence, the CC drop was caused

by the fall in gJ : 6.98 ± 1.03 nS to 4.53 ± 0.88 nS and from 5.73 ± 0.64 nS to 3.98 ± 0.56

nS, when measured in current and voltage clamp, respectively (P < 0.001 paired t-test;

Fig. 4.12D and E).

Figure 4.12F reveals a major qualitative difference with the plasticity induced at room

temperature: gJ remained depressed after the stimulation, without any signs of recovery

during the first 15 minutes. One possible explanation could be that the STD phase was

extremely fast at 34º°C and cannot be accurately measured. But, the evolution of gJ

during the induction of the plasticity (Fig. 4.12G) displayed an exponential time course,

whose asymptotic gJ decrease was 36.3%, that was compatible with the net drop of

30.5% measured after the end of the protocol. Thus, the application of the activity-like

stimulation at physiological temperature produced LTD of the GJ.

Figure 4.12: Long-term depression induced by activity-like stimulation at physio-
logical temperature (see next page). A: characteristics of the stimulus protocol applied to
coupled neurons at 34°C. This protocol was applied 25 times to both cells, producing the fol-
lowing outcomes: (B) the coupling coefficient falls from 0.29 ± 0.04 to 0.19 ± 0.03, (C ) without
significant changes in the input resistance Rin (from 48.49 ± 3.65 MΩ to 44.96 ± 3.25 MΩ, P =
0.426 paired t-test), while gJ decreases from 6.98 ± 1.03 nS to 4.53 ± 0.88 nS and from 5.73
± 0.64 nS to 3.98 ± 0.56 nS, when measured in current and voltage clamp, respectively. P <
0.001 for B, C and D paired t-tests. F : time course of gJ normalized to the value before the
stimulation. Note that there was no recovery in the first 20 minutes. G : during the activity-like
protocol, gJ decrease can be fitted by a single exponential with time constant τ = 5.13 minutes.
For panels B, C and D, n = 16 directions from 6 animals; whereas for E, F and G, n = 18
directions from 6 animals.
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Figure 4.12: (Caption in the previous page.)
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4.3.9 Calcium weakens, but does not prevent, the activity-

induced gJ depression

Ca2+ is usually involved in the induction of synaptic plasticity (see section 2.5), but the

blockade of voltage-gated Ca2+ channels was not enough to avert the activity-induced

plasticity, both in the TRN (Sevetson et al., 2017) and in the MesV (data not shown),

probably due to the involvement of other Ca2+ sources. On the other hand, the chelation

of intracellular Ca2+ by BAPTA prevented the induction of activity-dependent plasticity

of electrical synapses in the IO (Mathy et al., 2014) and the TRN (Sevetson et al., 2017).

Therefore, we applied the activity-like stimulation (see Fig. 4.7A), in the presence of in-

tracellular 10 mM BAPTA. Surprisingly, we found that gJ depression was not completely

abolished, but just weakened in comparison with the control condition (Fig. 4.13A). In-

deed, figure 4.13B shows that gJ dropped from 3.98 ± 0.49 nS to 3.28 ± 0.39 nS (n = 22

directions, P < 0.001, paired t-test).

As Ca2+ microdomains were shown to be involved in the electrical synaptic plasticity

in the IO (Turecek et al., 2014), we reasoned that BAPTA might not be fast enough to

buffer Ca2+ in similar sites in the MesV neurons. In consequence, we tested removing

extracellular Ca2+, substituting CaCl2 by MgCl2, while using the intracellular solution

from the control condition. Again, we could not prevent the plasticity in the presence

of ACSF without Ca2+: gJ fell from 2.36 ± 0.53 nS before to 2.10 ± 0.48 nS after the

activity-like stimulation protocol (n = 12 directions, P < 0.002 paired t-test; 4.13C). In

fact, the gJ depression under this condition or with intracellular BAPTA were not statis-

tically different between them (P = 0.068), but clearly smaller than control. Figure Fig.

4.13D displays the distribution of the percentual gJ decrease for each condition: 28.57 ±
1.52% in control, 15.99 ± 1.67% with BAPTA and 11.16 ± 1.60% without Ca2+ in the

bath (P < 0.001 between control and both other conditions, unpaired t-test).

Given that the difference between the plasticity in the presence of intracellular BAPTA

and without extracellular Ca2+ was not markedly strong (the P-value was just above 0.05),

we repeated the activity-like stimulation under both conditions simultaneously. Unluck-

ily, most cells did not remain viable during all the plasticity induction, probably due to

the lack (or deep reduction, at least) of free extracellular Ca2+. However, we were able to

measure gJ during the application of the activity-like protocol (Fig. 4.13E), finding that

the plasticity was weaker under these combined conditions, but it was still not completely

abolished. A comparison after 10 minutes of induction (Fig. 4.13F) revealed that the de-

crease of gJ was 27.04 ± 1.52% in control conditions (n = 40 directions), 18.32 ± 1.80%

with BAPTA (n = 22), and 9.21 ± 7.52% with both intracellular BAPTA and ACSF
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without Ca2+ (n = 6). Although there was a diminution of the induced plasticity in the

combined condition, it was not statistically different from the BAPTA alone condition

(P = 0.086, unpaired t-test). Therefore, while our results clearly show the involvement

of Ca2+ in the induction of this activity-dependent plasticity, it is not possible to rule out

the involvement of a Ca2+ independent mechanism too.

Figure 4.13: Lack of free Ca2+ weakens the activity-induced gJ plasticity, but does
not prevent it (see next page). A: repeated activity also diminished gJ of coupled cells with
intracellular 10 mM BAPTA 10 mM, but the magnitude of the depression and its time course
are different from those in control conditions. B : gJ decreased from 3.98 ± 0.49 nS to 3.28 ±
0.39 nS (n = 22 directions from 8 animals, P < 0.001, paired t-test). C : removing Ca2+ from the
ACSF (with standard intracellular solution) did not impede the activity-induced depression: gJ
went from 2.36 ± 0.53 nS before to 2.10 ± 0.48 nS after the activity-like stimulation protocol (n
= 12 directions from 6 animals; P < 0.002 paired t-test). D there was no significant difference
in the activity-induce depression between the ACSF without Ca2+ and the intracellular BAPTA
conditions (P = 0.068, unpaired t-test). However, between these conditions are significantly
different from control: 28.57 ± 1.52% in control, 15.99 ± 1.67% with BAPTA and 11.16 ±
1.60% without Ca2+ in the bath. P < 0.001 between each one of them and control, unpaired
t-test. E : during the repetitions of the activity protocol, there seemed to be less gJ depression
when there was BAPTA in the intracellular solution and no Ca2+ in the perfusion. F : however,
after 10 minutes of stimulation, there was no significant difference in the depression when Ca2+

was absent in the extracellular solution (P = 0.086 unpaired t-test; n = 6 directions from 2
animals). All the data in the presence of BAPTA were obtained from n = 22 directions from 8
animals.
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Figure 4.13: (Caption in the previous page.)
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4.3.10 Bath application of NMDA produced gJ depression

In the previous section, we concluded that an increase in cytosolic free Ca2+ is necessary,

at least in part, for the induction of this phenomenon of activity-dependent plasticity.

We next asked whether an increase of intracellular Ca2+ was enough for triggering gJ de-

pression. We took advantage from the fact that MesV neurons express NMDA receptors

(Turman Jr. et al., 1999; Verdier et al., 2004), which are permeable to Ca2+ and whose

activation triggered electrical synaptic plasticity in the M-cell (Yang et al., 1990) and the

IO (Mathy et al., 2014; Turecek et al., 2014).

To activate these receptors, we applied NMDA 50-300 µM in the bath, along with

1-10 µM glycine as a coagonist to enhance their current and slow their desensitization

(Cummings and Popescu, 2015). Coupled MesV neurons were held at a slightly depo-

larized potential (−50 or −45 mV), in order to reduce pore blockade by Mg2+. Figures

4.14A-B illustrate the membrane currents and the consequent gradual decrease of gJ in

both directions. Although the elicited currents were of small amplitude and short du-

ration (few minutes), and Ca2+ represents only a fraction of it (Schneggenburger, 1996;

Dingledine et al., 1999), they were enough to induce a decrease of gJ (Fig. 4.14C-D). The

effect was consistent for n = 16 directions, as gJ went from 2.64 ± 0.37 nS to 2.44 ± 0.36

nS, P < 1x10−3, paired t-test (Fig. 4.14E). Thus, the raise of intracellular Ca2+, without

activity-like electrical stimulation, was enough to trigger gJ plasticity.
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Figure 4.14: Current through NMDA receptors decreases gJ without firing activity.
A-B : NMDA 300 µM and glycine 10 µM were applied (indicated by the green color) to two
coupled cells, which were voltage clamped at −45 mV, eliciting an inward current of small
amplitude that inactivated in few minutes. gJ gradually reduced, in both directions, after the
activation of the NMDA receptors, illustrated by the electrical synaptic current IJ responses for
a transjunctional potential VJ of 50 mV (C ) and by the slope of the I-V relationship (D). E :
NMDA application without firing induced a consistent decrease of gJ , which went from 2.64 ±
0.37 nS to 2.44 ± 0.36 nS, n = 16 directions, P < 1x10−3, paired t-test.
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4.3.11 IH participates in setting basal gJ and in the activity-

induced plasticity

Despite the fact that voltage-gated calcium channels are typical candidates to mediate

Ca2+ entry during activity-like protocols, Ca2+ current of MesV neurons are of small am-

plitude and their activation strongly curtailed by large and fast voltage-dependent K+

outward currents (Del Negro and Chandler, 1997). Based on that, we focused our at-

tention on alternative mechanisms, like other membrane currents activated during the

protocols. In that sense, although Ca2+ represents a minor fraction of the total IH cur-

rent (Yu et al., 2004), it is highly expressed in this neuronal population, suggesting the

possibility of its involvement in the induction of this plasticity. Consistently, voltage

commands during activity-like protocols elicited a large inward current, whose amplitude

and time course was consistent with the IH current. Accordingly, this inward current

is strongly reduced after application of CsCl 5 mM, confirming the activation of the IH

during these protocols (Fig. 4.15A).

To directly test the possible involvement of the IH current in the induction of activity-

dependent gJ plasticity, we measured the effect of the stimulation on gJ in the presence of

CsCl 2-5 mM (Fig. 4.15B), finding that gJ plasticity was substantially reduced. In fact,

gJ went from 6.05 ± 0.40 nS before to 5.04 ± 0.39 nS after the activity-like protocol (P <

0.001 paired t-test, n = 14 directions; Fig. 4.15C). Consequently, the gJ decrease with

CsCl was smaller than in the control condition: (Fig. 4.15D): 17.34 ± 2.33% and 28.57

± 1.53%, respectively (P < 0.001, paired t-test). The most parsimonius explanation for

the reduction of the activity-induced plasticity was that some Ca2+ was being conveyed

through the HCN channels.

Despite the very hyperpolarized activation of IH (see chapter 3), its large amplitude

allows it to be a substantial current at the RMP. Indeed, recordings of IH currents from

a coupled pair of MesV neurons (Fig. 4.16A) shows that the maximum IH current was

above 5 nA, while at −55 mV, the IH represents an inward current of ∼ 200 pA (Fig.

4.16B). Then, there was a basal IH at the RMP, carrying some Ca2+ into the cells. We

asked if this constitutive Ca2+ current could enough to modulate gJ in control conditions.

Indeed, we found that the synaptic current got increased when IH was blocked (Fig.

4.16C), which translated into an augmentation of gJ (Fig. 4.16D). In general, after the

bath application of CsCl 2-5 mM, gJ went from 6.08 ± 0.35 nS to 6.57 ± 0.34 nS (n = 22

directions, P < 0.001, paired t-test; Fig. 4.16E). Therefore, the IH current does not only

play a role on setting gJ during the activity-like stimulation, but also at basal conditions.
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Figure 4.15: (Continued on the following page.)
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Figure 4.15: IH constitutes a major inward current during the plasticity-inducing
stimulation and its blockade diminished gJ depression. A: two different examples of the
membrane current during at the beginning of the stimulation protocol (schematic representation
above; also see Fig.4.7A), in control conditions (black trace) and with CsCl 5 mM in the bath
(purple). As the protocol first drives the membrane potential to −90 mV, a large inward current
activates with a time constant of ∼ 300 ms, compatible with the hyperpolarization-activated
IH current (see Fig. 3H from chapter 3). The hyperpolarization-activated inward current was
completely absent when there was CsCl 5 mM in the perfusion. B : the plasticity induced in the
presence of CsCl 2-5 mM (purple) was smaller than in control conditions (black). C : gJ went
from 6.05 ± 0.40 nS before to 5.04 ± 0.39 nS after the stimulation protocol (P < 0.001 paired
t-test, n = 14 directions from 8 animals). D : the depression of gJ was significantly smaller with
CsCl (17.34 ± 2.33%, n = 14 directions from 8 animals) than in control conditions (28.57 ±
1.53%; n = 54 directions from 23 animals). P < 0.001, paired t-test.

Figure 4.16: Blocking basal IH current enhances gJ (see next page). A: IH current
elicited by simultaneous long voltage pulses (from -45 to -105 mV) in a coupled pair. Each
trace was obtained by subtracting the responses in control conditions and with CsCl 5 mM. B :
the steady-state IH currents and sigmoidal fits for each cell. Note that, even though there was
little activation of IH at the holding voltage (−55 mV), the amount of IH was not negligible:
IH@V holding ∼ −200 pA. C : a brief hyperpolarized pulse applied to cell 1, while cell 2 voltage
was held, provokes an outward current in cell 2 (the synaptic current IJ), that augments in the
presence of CsCl 5 mM. Note also the large inward current in cell 1, that was blocked by CsCl.
D : the increase in gJ21 was confirmed by repeating the procedure of C with several voltage
amplitudes on cell 1. E : gJ went from 6.08 ± 0.35 nS in control to 6.57 ± 0.34 nS with CsCl
2-5 mM, P < 0.001 paired t-test, n = 22 directions from 8 animals.
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Figure 4.16: (Caption in the previous page).
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4.3.12 Blockade of cannabinoid type 1 receptors enhances

activity-induced plasticity

Endocannabinoids (eCB) are lipid messengers, that have been reported to mediate both

autocrine (Bacci et al., 2004; Marinelli et al., 2009) and retrograde (Wilson and Nicoll,

2001; Castillo et al., 2012) actions upon depolarization of the membrane potential. The

accompanying increase of intracellular Ca2+ during depolarization promotes the synthesis

of eCB (Tanimura et al., 2010), which then can diffuse to the presynaptic membrane,

inhibiting Ca2+ channels and activating K+ ones (Chevaleyre et al., 2006; Fletcher-Jones

et al., 2020). In this way, eCB are responsible for a phenomenon called depolarization-

induced suppression of inhibition (Brenowitz and Regehr, 2003), that has been observed in

MesV neurons (Zhang et al., 2012). On the other hand, eCB can also potentiate synap-

tic transmission (Piette et al., 2020), for example through interactions with astrocytes

(Gómez-Gonzalo et al., 2014; Navarrete et al., 2014). Interestingly, in some circuits, eCB

can mediate both potentiation or depression of chemical synaptic transmission, depending

on their timing and concentration (Cui et al., 2016). For electrical synapses, eCB have

been shown to potentiate the synaptic transmission at mixed synapses onto M-cell of the

fish (Cachope et al., 2007).

We asked if eCB released due to the activity-like stimulation participate on the reg-

ulation and plasticity of electrical synapses. As cannabinoid receptor type 1 (CB1R) is

the most prevalent endocannabinoid receptor in the brain (Wilson and Nicoll, 2002; Zou

and Kumar, 2018), we applied the plasticity-inducing protocol to coupled pairs in the

presence of the specific antagonist AM251 5 µM in the bath. Surprisingly, the activity-

induced depression was augmented in this condition compared with control (Fig. 4.17A).

In addition, just the application of AM251 had a small, but significant, diminishing effect

on gJ (Fig. 4.17B), which varied from 7.08 ± 0.44 nS in control to 6.72 ± 0.49 nS (n =

18 directions, P = 0.006 paired t-test), reversing a slightly upwards basal trend after

10 minutes in the whole cell configuration. The drop of gJ caused by the activity-like

stimulation was 35.04 ± 2.32% in the presence of AM251, versus 28.57 ± 1.53% in control

(P = 0.03, unpaired t-test; Fig. 4.17C). These results suggest that CB1 receptors are

activated by the activity-like stimulation and are involved in setting gJ , even though we

do not know their cellular location yet.
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Figure 4.17: Inhibition of the CB1 receptor augments the gJ depression after the
activity-like stimulation. A: repeated stimulation provokes a larger decrease of gJ in the
presence of AM251 5 µM, a CB1 receptors antagonist. B : in control conditions, there was a
weak increase of gJ after 10 minutes of opening the membrane patch: from 6.83 ± 0.45 nS to
7.08 ± 0.44 nS (P < 0.001, paired t-test). This augmentation was reversed by the application
of AM251 in the bath: gJ = 6.72 ± 0.49 nS (P = 0.006 compared with Control 10 minutes
condition, but P = 0.424 compared to Control 0 minutes, paired t-tests). The activity-like
stimulation further decreased the conductance to 4.23 ± 0.25 nS (P < 0.001, paired t-test). C :
the decrease in gJ due to the activity-like stimulation was 35.04 ± 2.32% in the presence of the
antagonist of CB1 receptors, and 28.57 ± 1.53% in control (n = 54 directions from 23 animals;
P = 0.03, unpaired t-test). All the data with AM251 5 µM was obtained from n = 18 directions
from 4 animals.
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4.3.13 Neither CaMKII nor PKA are involved in the activity-

induced plasticity in MesV neurons

Ca2+/calmodulin-dependent kinase II (CaMKII) has been reported to mediate Ca2+-

signaling in both chemical (Lisman et al., 2012; Herring and Nicoll, 2016) and electrical

(Pereda et al., 1998; Mathy et al., 2014; Turecek et al., 2014) synaptic plasticity. For

this reason, we applied the activity-like protocol to coupled neurons, using the CaMKII

inhibitor KN-93 10 µM in the patch solution, finding that the activity-like protocol was

still able to induce a significant reduction of gJ (Fig. 4.18A). In fact, gJ varied from 4.15

± 0.59 nS before the protocol, to 2.90 ± 0.37 nS after its application, n = 16 directions,

P < 0.001 paired t-test (Fig. 4.18B). Moreover, inhibition of the CaMKII had no signifi-

cant effect in the plasticity: 28.57 ± 1.53% in control and 28.07 ± 1.79% in the presence

of KN-93, P = 0.868, unpaired t-test (Fig. 4.18C).

Figure 4.18: CaMKII is not involved in the activity-induced gJ plasticity. A: the
inhibition of CaMKII by intracellular KN-93 10 µM does not prevent the plasticity. B : gJ went
from 4.15 ± 0.59 nS to 2.90 ± 0.37 nS, P < 0.001 paired t-test. C : the gJ depression was 28.57
± 1.53% in control and 28.07 ± 1.79% with KN-93, P = 0.868, unpaired t-test. All the data
using KN-93 was obtained from n = 16 directions from 4 animals.
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Since our results suggest the existence of a Ca2+-independent mechanism in mediating

part of the plasticity of gJ , we sought to identify such hypothetical pathways. Adeny-

lyl cyclase (AC) is a good candidate, as it catalyzes the conversion of ATP into cAMP,

promoting protein kinase A (PKA) activation. Furthermore, PKA has been reported

to directly regulate Cx36 GJ (Kothmann et al., 2007; Bazzigaluppi et al., 2017; Zsiros

and Maccaferri, 2008) (see section 2.2.2). In addition, the activity of several AC can be

regulated by calmodulin (Neil et al., 1985; Ferguson and Storm, 2004; Halls and Cooper,

2011). Then, we postulated that the electrical activity of coupled MesV neurons might

be promoting the AC, which could be boosted by calmodulin due to intracellular Ca2+

increase.

Firstly, we tested the ability of the cAMP pathway to modulate gJ by using the AC ac-

tivator Forskolin 40 µM in the bath, monitoring gJ in coupled MesV neurons from Sprague

Dawley rats (ages: P11 to P16). Figures 4.19A,B illustrate the effect of Forskolin in either

direction in a coupled pair, where the synaptic current decreased compared with control

(see example of the response to several voltage steps in Fig. 4.19C). Forskolin produced a

decrease in gJ , which dropped from 8.56 ± 1.16 nS in control conditions to 6.61 ± 1.21 nS

after its application, P = 0.02 paired t-test, n = 14 directions (Fig. 4.19D). Note that the

increase of cAMP concentration also augmented the membrane current in the presynaptic

neuron (more markedly in cell 1 in Fig. 4.19A), due to the expected upregulation of the

IH current, which might introduce a larger series resistance error in voltage clamp (even

though it was compensated 80% online and 20% offline). In order to circumvent this

possible problem, we independently measured gJ in current clamp (with bridge balance)

in both conditions, finding a similar result: gJ changed from 6.91 ± 0.92 nS before to 4.75

± 0.68 nS after Forskolin application, P < 0.001 paired t-test, n = 38 (Fig. 4.19E). Thus,

electrical synapses between MesV neurons can be modulated by changes in intracellular

levels of cAMP, even without electrical stimulation.
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Figure 4.19: Stimulation of adenylyl cyclase elicits gJ decrease without electrical
activity (see next page). A: Forskolin 40 µM increases the activity of the adenylyl cyclase
which raises cAMP, upregulating the PKA, producing a reduction in the synaptic current from
cell 2 to cell 1, due to a brief hyperpolarizing voltage pulse in cell 1. Note that the membrane
current in the cell 1 was increased by Forskolin, due to the cAMP-regulation of its IH current.
B : the same as in (A), but in the opposite direction. C : linear fit of the synaptic current against
different transjunctional voltages (average of the two directions) evidences the diminution in
gJ . D : gJ measured in voltage clamp went from 8.56 ± 1.16 nS to 6.61 ± 1.21 nS (P = 0.02
paired t-test, n = 14 directions from 6 animals). E : given that Forskolin also upregulates the
presynaptic current (which could lead to a larger voltage clamp error), gJ reduction was also
measured in the current clamp configuration. It went from 6.91 ± 0.92 nS to 4.75 ± 0.68 nS
(P < 0.001 paired t-test, n = 38 directions from 17 animals).

100



Figure 4.19: (Caption in the previous page.)
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The reduction of gJ due to the activation of AC encouraged us to further investigate

its possible role in the activity-induced plasticity. We applied the activity-like protocol

in coupled pairs of mice MesV neurons, using an intracellular solution that included the

AC inhibitor SQ22536 1 mM. In this condition, we found that the time course of the gJ

depression was not different from control (Fig. 4.20A). The net gJ drop was from 3.95

± 0.68 nS to 2.77 ± 0.46 nS, n = 8, P = 0.003 paired t-test (Fig. 4.20B) and it was

not different from control: 28.57 ± 1.53% in control and 30.23 ± 2.94% with SQ22536,

P = 0.690, unpaired t-test (Fig. 4.20C). Hence, it seems that the signaling pathway that

involves AC and PKA is not involved in the activity-induced plasticity.

Figure 4.20: Inhibition of adenylyl cyclase does not impair the activity-induced gJ
plasticity. A: inhibiting the adenylyl cyclase by intracellular SQ22536 1 mM does not alter the
gJ depression due to repeated electrical stimulation. B : gJ went from 3.95 ± 0.68 nS to 2.77 ±
0.46 nS, P = 0.003 paired t-test. C : the gJ depression was 28.57 ± 1.53% in control and 30.23
± 2.94% with SQ22536, P = 0.690, unpaired t-test. All the data using SQ22536 was obtained
from n = 8 directions from 3 animals.
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4.3.14 Fast gap junction turnover rate in control conditions

The activity-induced reduction of gJ may be the consequence of the decrease of the unitary

GJ channel conductance γJ , the open probability and/or the total number of channels.

Given that Cx36 has a lifetime of only few hours (Wang et al., 2015) (see section 2.2.2),

it is possible that the activity-induced plasticity might be expressed as an imbalance be-

tween internalization and externalization of Cx36. In order to unveil the turnover of Cx36

in control conditions, we monitored gJ in coupled neurons, while blocking the exocytosis

with Botulinum Toxin C (Botox) 250 nM in the patch pipettes. Figure 4.21A displays an

example of the time course of gJ during the first 7 minutes after establishing the whole-cell

configuration, with and without Botox in the internal solution (maroon and black dots,

respectively). After a 2-minutes baseline of ∼ 5.3 nS, in presence of Botox gJ fell by 1 nS

to a new stable value.

We measured gJ for coupled MesV neurons for longer times, without any other elec-

trical or pharmacological stimulation (Fig. 4.21B). We found that, whereas gJ remained

pretty stable in control conditions (in fact, there is a bit of upregulation), it decreased in

few minutes for the coupled cells with Botox. These modifications are already noticeable

after 15 minutes in the whole cell configuration: gJ went from 4.58 ± 0.33 nS to 4.70

± 0.34 nS in control conditions (n = 58 directions, P < 1x10−4 paired t-test), whereas

in pairs recorded with Botox-containing electrodes, gJ varied from 3.74 ± 0.37 nS upon

establishment of the whole cell configuration to 2.97 ± 0.29 nS 15 minutes later (n =

16, P < 0.001 paired t-test; Fig. 4.21C and E, respectively). In summary, gJ changes

by 4.18 ± 0.82% in control and -19.59 ± 3.19% with intracellular Botox (P < 1x10−15

unpaired t-test). Thus, these results strongly suggest that the GJ between MesV neurons

are sustained by a continuous Cx36 turnover, where ∼ 20% of the open GJ channels are

internalized in 15 minutes. This time course is compatible to the activity-induced plas-

ticity, suggesting that an imbalance between exo- and endocytosis might explain, at least

part, of the gJ reduction.
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Figure 4.21: Fast turnover rate of MesV gap junctions (see next page). A: in control
conditions gJ remained stable (black dots). However, blockade of exocytosis by intracellular
Botulinum toxin C 250 nM (Botox; maroon dots) elicits a fast decrease of gJ in another pair
of cells. B : the same as in (A) for several cells in control conditions (black) or with Botox
(maroon), summarized in C and D, respectively. Comparing the values at the beginning and 15
minutes after, gJ went from 4.58 ± 0.33 nS to 4.70 ± 0.34 nS in control conditions (C ; n = 58
directions from 16 animals) and from 3.74 ± 0.37 nS to 2.97 ± 0.29 nS (D ; n = 16 directions
from 4 animals) with Botox. In both cases, the changes of gJ are statistically significant: P <
0.001, paired t-tests. E : whereas gJ displays a small basal potentiation in control conditions
(4.18 ± 0.82%), it decreases by -19.59 ± 3.19% with intracellular Botox (P < 1x10−15 unpaired
t-test).
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Figure 4.21: (Caption in the previous page.)
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4.3.15 Somatic exocytosis is not involved in the activity-induced

plasticity

Firing activity of MesV neurons can trigger Ca2+-dependent somatic exocytosis (Zhang

et al., 2012), which might be releasing signaling molecules, such as ATP (Chai et al., 2017),

that could be participating in the induction of the electrical synaptic plasticity, through

ionotropic (permeable to Ca2+ (Robertson et al., 1999)) and/or metabotropic purinergic

receptors (Khakh and Henderson, 1998; Patel et al., 2001; Huang et al., 2010). Hence,

we applied the activity-like stimulation in coupled neurons in the presence of intracellular

Botox 250 nM (Fig. 4.22A). The activity-like stimulation protocol induced a drop of gJ

from 2.56 ± 0.29 nS before to 1.77 ± 0.23 nS after the protocol, n = 12 directions, P <

0.001 paired t-test (Fig. 4.22B). This gJ depression is not statistically different from that

obtained in control conditions: 31.54 ± 4.18% with Botox, 28.57 ± 1.53% in control, P

= 0.434, unpaired t-test, ruling out the involvement of somatic release mechanisms in the

activity-induced plasticity.

Figure 4.22: Inhibition of exocytosis does not impair the activity-induced gJ plas-
ticity. A: inhibiting the exocytosis using intracellular Botulinum toxin (Botox) 250 nM does not
alter the gJ depression due to repeated electrical stimulation. B : gJ went from 2.56 ± 0.29 nS
to 1.77 ± 0.23 nS, P < 0.001 paired t-test. C : the gJ depression is 28.57 ± 1.53% in control and
31.54 ± 4.18% with Botox, P = 0.434, unpaired t-test. All the data using Botox was obtained
from n = 12 directions from 4 animals.
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4.4 Discussion

4.4.1 Heterogeneity of electrical synapses in the MesV nucleus

can be explained by activity-dependent plasticity

We have characterized the impact of coupling in the synaptic transmission and in neu-

ronal behavior in the MesV nucleus, through the CC and the loading effect. Remarkably,

both functional features are very heterogeneous across the population of MesV neurons.

This diversity could be explained in terms of the variability of both GJ and the intrinsic

properties of the coupled neurons, as the operation of electrical synapses is determined

by the interaction between them (see section 2.3). Here, we focused on the GJ, as they

are the structural basis of the electrical synapses. Their conductances gJ were extremely

varied too, suggesting that the GJ might be regulated in the living animal, according

to behavioral needs. We found that electrical activity of MesV neurons, similar to that

observed during feeding behavior (Yamamoto et al., 1989; Westberg et al., 2000), was

enough to trigger a sharp decrease of gJ and the CC. The depression of gJ had short- and

long-term components and was accentuated by a subsequent stimulation. Moreover, the

induction of the plasticity had an exponential time course, which could give rise to further

heteorgeneity. Therefore, differential activity within the MesV neurons’ population could

be involved in setting the large diversity of electrical coupling strength.

4.4.2 Unilateral stimulation produced half of the plasticity

Mitral cells in the olfactory bulb are electrically coupled between themselves within each

glomerulus, where they receive the same sensory information and fire synchronously

(Christie et al., 2005; Maher et al., 2009; Pouille et al., 2017). The spatial organization

of the retina (Fig. 2.8) and the dorsal cochlear nucleus (Apostolides and Trussell, 2013)

determine that neighboring coupled neurons share a common sensory input too. Hence,

it would not be surprising that coupled MesV neurons convey similar sensory information

too, even though we do not know that yet. For that reason, we also tested applying the

activity-like protocol to only one neuron (unilateral stimulation), while keeping its cou-

pled partner at a fixed potential. The gJ depression was half that when the two cells were

simultaneously stimulated (bilateral). However, unilateral stimulation in coupled TRN

neurons resulted in the same synaptic depression as in the bilateral case (Haas et al.,

2011). In addition, we found no rectification neither before nor after the stimulation -as

expected from homotypic GJ-, while it increased in TRN neurons after unilateral stimula-

tion (Haas et al., 2011; Sevetson and Haas, 2015). The main difference between these two
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sets of results may rely on the measurement technique: the dendritic location of TRN GJ

hinders accurate gJ recordings, due to poor space clamp. Furthermore, gJ in TRN was

indirectly estimated from current clamp responses, using an approximation that assumes

two isopotential cells (Bennett, 1966), introducing errors when not used in that context

(Welzel and Schuster, 2019).

4.4.3 Ca2+ participates in the basal regulation and activity-

dependent plasticity of GJ in the MesV nucleus

Plasticity of electrical coupling induced by activity has been reported in other brain

regions, usually associated with an increase of intracellular Ca2+ concentration and pre-

vented by BAPTA (Yang et al., 1990; Sevetson et al., 2017; Mathy et al., 2014). However,

in our experiments, the depression of gJ was only partially blocked in the presence of intra-

cellular BAPTA, suggesting that some of the induction occurs in nanodomains, where GJ

are in close proximity to voltage-activated Ca2+ sources, such as CaV channels (Gandini

and Zamponi, 2021). Ca2+ microdomains were already described in the IO, where there

are few hundreds of nanometers between the Cx36 and the NR1 subunit of extrasynaptic

NMDA receptors (Turecek et al., 2014). More detailed experiments should be done, in

order to confirm a similar arrangement close to the Cx36 puncta between MesV neurons

(see chapter 5).

Activation of CaMKII, triggered by increments of intracellular Ca2+ concentration

after NMDA receptor activation, has been shown to be involved in GJ plasticity in the

M-cell (Pereda et al., 1998) and the IO (Mathy et al., 2014; Turecek et al., 2014; Bazzi-

galuppi et al., 2017). However, it does not participate in the activity-induced plasticity in

the MesV, because its inhibition did not alter the gJ drop. Another potential candidate

as Ca2+ effector is Calcineurin, a phosphatase involved in the LTD induced by activity of

GJ in the TRN (Sevetson et al., 2017).

Surprisingly, the activity-like protocol elicited electrical synaptic plasticity, even after

the equimolar substitution of Ca2+ by Mg2+ in the extracellular solution and with intra-

cellular BAPTA. This could be adjudicated to a poor control of the extracellular Ca2+

concentration in the slices or to a Ca2+-independent pathway of the plasticity. Indeed,

we showed that the GJ conductance in the MesV nucleus is depressed by the activation

of the adenylyl cyclase (AC), which induces an increase of PKA activity, in accordance

with previous results from the hippocampus (Zsiros and Maccaferri, 2008). Moreover, as

Ca2+ regulates several AC (Neil et al., 1985; Ferguson and Storm, 2004; Halls and Cooper,
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2011), it seemed plausible that the electrical activity was promoting AC, which was fur-

ther boosted by the increase of intracellular Ca2+. Nevertheless, the activity-induced

depression was not affected by the inhibition of AC.

Seeking an alternative hypothesis for a Ca2+-independent pathway, we postulated that

the somatic exocytosis triggered by activity in MesV neurons (Zhang et al., 2012) was

releasing a signaling molecule that acted in an autocrine way or on other neuron or glia.

In fact, dorsal root ganglion (DRG) neurons also secrete vesicles filled by ATP, without

depending on the intracellular Ca2+ concentration, but on the voltage activation of N-type

CaV channels (Chai et al., 2017). Nonetheless, the plasticity was not impacted by the

blockade of exocytosis during its induction.

Membrane hemichannels of Panx and or Cx in MesV neurons might be another possible

source of signaling molecules, such as ATP (Anselmi et al., 2008; Dahl, 2015). In fact, non-

synaptic Cx36 expression was reported for MesV neurons from animals of 15 days of age

(Curti et al., 2012). Even more fittingly, Panx1 hemichannels can be opened by voltage

and intracellular Ca2+ (Whyte-Fagundes and Zoidl, 2018) but, as figure 4.23 shows, the

plasticity was not altered in Panx1 knock-out mice. The involvement of connexons has

not been tested yet, but the most parsimonious hypothesis seems to be the non-existance

of a Ca2+-independent pathway regulating gJ , but a lack of accurate control of Ca2+

concentration in our experimental setup.

4.4.4 HCN channels participate in the regulation of gJ

The participation of HCN channels in the activity-induced plasticity and basal regula-

tion of gJ were unexpected, as they are traditionally described carrying mixed Na+/K+

currents. However, the pore of HCN channels allows the flow of Ca2+ ions (Zhong et al.,

2004; Yu et al., 2007; Michels et al., 2008), which can be blocked by Cs+ (Yu et al., 2004).

In MesV neurons, HCN1 and HCN2 channels (Kang et al., 2004; Notomi and Shigemoto,

2004) constitute the molecular substrate of a large IH current (see chapter 3). Then,

even though the 0.5% of Ca2+ permeability through HCN2 channels (Yu et al., 2007) is

an order the magnitude smaller than through NMDA receptors (Schneggenburger et al.,

1993), the large density of the IH makes it a substantial source of Ca2+ current for MesV

neurons. Something similar happens in the DRG, where the Ca2+ component of IH is

equivalent to ∼ 20% of the current through voltage-gated Ca2+ channels, affecting the

exocytosis triggered by action potentials (Yu et al., 2004). Our results suggest that Ca2+

flow through IH is relevant to the regulation of gJ , but more evidence is still needed (see

chapter 5), as more complex interactions between subunits HCN2 and voltage-gated Ca2+
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Figure 4.23: Knock-out of Pannexin 1 (Panx1) does not alter the activity-induced
gJ plasticity. A: repeated stimulation provoked a similar decrease of gJ similar in Panx1 knock-
outs (KO) and wild-type (WT) mice. B : in the Panx1 KO mice, the stimulation drives gJ from
5.45 ± 1.02 nS to 3.64 ± 0.65 nS (n = 8 directions from 2 animals). C : the decrease in gJ
was 32.25 ± 4.42% in Panx1 KO (n = 8 directions from 2 animals) and 28.57 ± 1.53% in WT
mice (n = 54 directions from 23 animals). The two distributions did not display any significant
difference: P = 0.396, unpaired t-test.

channels are possible too (Lin et al., 2010).

4.4.5 Endocannabinoids are involved in the gJ plasticity induced

by activity

Previously, Zhang and coworkers have found that depolarization of MesV neurons pro-

duced a transient diminution of its GABAergic inputs, which was avoided by pharmaco-

logical blockade of CB1 receptors (Zhang et al., 2012), suggesting a retrograde signaling

by eCB produced in the MesV to presynaptic terminals. Indeed, MesV neurons display

abundant expression of the fatty acid amide hydrolase, a molecule that catalyzes the hy-

drolysis of eCB and is characteristic in neurons that synthesize them (Egertová et al.,

2003).1 We found that the blockade of CB1 receptors during the activity-like protocol

enhanced the gJ depression, suggesting that in control conditions these receptors are acti-

vated by eCB during the stimulation, partially forestalling the induction of the electrical

synaptic depression.

1eCB also activate transient receptor potential vanilloid type 1 receptors (De Petrocellis et al., 2001;
Ahluwalia et al., 2003), which inhibit high-voltage activated Ca2+ channels in trigeminal ganglion neurons
(Zhang et al., 2014). However, we can rule out their involvement in the activity-induced plasticity, because
they are not expressed in the MesV nucleus (Kim et al., 2010).
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There are several possible signaling pathways linking the CB1 receptors and the GJ,

that depend on the localization of the receptors. They could be expressed in presynaptic

terminals or astrocytes, which release a neurotransmitter in response to the activation of

the eCB synthesized by the MesV neurons, as happens in the mixed synapses between the

club endings and the M-cell (Cachope et al., 2007). There are multiple possible options for

presynaptic boutons, given that MesV nucleus receive multiple chemical synaptic inputs

(Lazarov, 2002). Astrocytes are another suitable option, as they are morphologically close

to MesV neurons (Copray et al., 1990) and they might release glutamate (Gómez-Gonzalo

et al., 2014; Navarrete et al., 2014), which stimulates NMDA and metabotropic glutamate

receptors (Wang et al., 2015).

Autocrine signaling could also be possible (Bacci et al., 2004; Marinelli et al., 2009),

but we still do not know if MesV neurons express CB1 receptors. The effectors of CB1

receptors are multiple and cell-dependant (Busquets-Garcia et al., 2018). For example,

CB1 receptors in hippocampal neurons are associated with the induction of LTD, by

inhibiting the AC-cAMP-PKA pathway (Chevaleyre et al., 2007), a mechanism that we

can rule out, given that it would cause a gJ potentiation, according to our results from

section 4.3.13. Although eCB can modulate HCN channels (Maroso et al., 2016), and we

showed that HCN channels participate in the gJ plasticity and regulation, this pathway

may not be possible in our case, due to the fact that MesV do not display immunoreactivity

for neuronal nitric oxide synthase (Pose et al., 2003), which is needed for the effect (Maroso

et al., 2016). A more realistic possibility is that CB1 receptors may regulate calcineurin

(Heifets et al., 2008; Cui et al., 2016), which is involved in activity-dependent LTD in the

TRN (Sevetson et al., 2017). CB1 receptors could also be down-regulating CaV channels

(Mackie et al., 1995; Twitchell et al., 1997; Huang et al., 2001; Kushmerick et al., 2004;

Brown et al., 2004; Szabó et al., 2014), diminishing the inward flow of Ca2+ during the

activity-like stimulation.

4.4.6 Trafficking of Cx36 might participate in electrical synaptic

plasticity

We unveiled the basal GJ turnover in a mammal electrical synapse, that is behind the

remarkable stability of gJ in control conditions. Our results are similar to those from the

fish (Flores et al., 2012): the blockade of exocytosis elicited a rapid decrease of gJ , which

seemingly saturated after few tens of minutes. Moreover, fluorescent tagged Cx36 has a

lifetime of only few hours in expression systems (Wang et al., 2015) (see section 2.2.2).

Interestingly, this fast turnover rate is compatible with the time frame of the activity-
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induced plasticity, suggesting that gJ depression might be expressed as a diminution on

the number of GJ, caused by an imbalance between internalization and externalization

of Cx36. In fact, neuronal hyperactivity in the zebrafish produced a decrease in the ex-

pression of Cx36 orthologues in just 30 minutes (Brunal et al., 2021). In addition, the

Ca2+-signaling pathway has been proposed to mediate modifications of the number of

Cx36 channels in the GJ (Bazzigaluppi et al., 2017). Indeed, Ca2+ enhances the interac-

tion between Cx36 and Caveolin-1 in expression systems, promoting the internalization

of GJ (Kotova et al., 2020).
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Figure 4.24: Summary of the possible pathways involved in the plasticity of GJ be-
tween MesV neurons. Repetitive firing may elicit Ca2+ going into a MesV neuron through
voltage-gated Ca2+ and HCN channels. Another Ca2+ entry point are the NMDA receptors,
activated by glutamatergic synaptic inputs. The increase of intracellular Ca2+ may activate
Ryanodine and IP3 receptors, which liberate more Ca22+ from the endoplasmic reticulum. Ac-
cording to the level of intracellular Ca2+, Calmodulin modifies the concentration of CaMKII
and/or Calcineurin, both proteins that have been shown to participate in the regulation of elec-
trical synapses. In addition to that, Calcineurin may also be involved in the activity of Dynamin,
a GTPase that is key in the endocytotic process. Moreover, PKA participates of the regulation
of the strength of electrical synapses. Furthermore, the intracellular Ca2+ increase promotes
the synthesis of eCB, which activate CB1 receptors on the cell (inhibiting voltage-dependent
Ca2+ channels, for example) and/or in a synaptic bouton (or astrocyte, not shown). On the
other hand, GJ of MesV neurons are constantly renewed by the insertion of Cx36 hemichan-
nels. The inhibition of this process by Botox evinced their fast turnover, with their removal
probably is achieved by double-membrane vesicles, as shown in the recent literature. Green
arrows signal the activity-induced plasticity studied in this chapter, while pink indicates the
phosphorylation of Cx36 by regulatory kinases. The gray labels point out possible participants
in the activity-induced plasticity that are still to be tested.
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Chapter 5

Activity-induced plasticity of

intrinsic properties

The intrinsic properties of neurons are as important as the GJ conductance gJ in setting

the electrical coupling strength. In the chapter 4, we showed that activity-like stimulation

elicited a decrease of the coupling coefficient, as a result of the reduction of both gJ and the

input resistance Rin, focusing on the first phenomenon. Here, we will describe the later,

proposing some mechanisms responsible for its induction. Cesium-sensitive potassium

currents seem to be behind the sharp ∼ 50% fall of Rin, which is consistent with the

∼ 100 pA increase of the holding current in voltage clamp (effectively equivalent to an

hyperpolarization in current clamp). The activity-induced Rin decrease is attenuated in

the presence of intracellular BAPTA, indicating the possible involvement of Ca2+ signaling

in this phenomenon. On the other hand, as Cs+ is also a blocker of HCN channels, we

applied the methods from chapter 3 to characterize the IH in MesV neurons from mice.

Remarkably, we found that the IH maximum conductance gH max in coupled neurons was

substantially larger than in the uncoupled ones, but their biophysical properties were the

same. Furthermore, there was a significant relationship between gH max and gJ in control

conditions. Even more surprisingly, the IH also experienced an activity-induced decrease,

with a similar time course to the gJ depression, suggesting common mechanisms behind

both phenomena.
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5.1 Introduction

The coupling coefficient (CC) depends on both the GJ and the postsynaptic input resis-

tances, RJ and Rin2 respectively. Using the equation 2.1, we can easily express the CC

in terms of gJ = 1
RJ

:

CC =
gJ ·Rin2

1 + gJ ·Rin2

(5.1)

According to this equation, the CC can be analyzed as a monotonically increasing func-

tion of only one adimensional variable x, defined as the product between gJ and Rin2 (Fig.

5.1A): CC = x
1+x

. When x = 0 (gJ = 0 and/or Rin2 = 0), the CC is zero, as expected.

On the other hand, when both gJ and Rin2 are very large, x becomes even larger and CC

→ 1. Note that most of the CC between mammalian neurons (section 2.3) occur in the

region below 0.1, where slight changes on x have a large impact on the CC.

In the chapter 4, we characterized the gJ depression provoked by activity-like stimula-

tion (Fig. 4.7A). In an homeostatic situation, the decrease of gJ would be mirrored by a

parallel increase of Rin, in order to maintain the CC. However, the protocol did not only

diminish gJ but also Rin, further reducing x and boosting the depression in the electrical

synaptic transmission (Fig. 4.7D-F). Before the stimulation (black square in Fig. 5.1B),

the respective average values of gJ and Rin were 5.17x10−3 µS and 83.16 MΩ, resulting in

xbefore = 0.43 and CC = 0.30 (experimental mean: 0.34). After (red square), they were

3.52x10−3 µS and 57.01 MΩ, whereas xafter = 0.20 and CC = 0.17 (experimental mean:

0.18). However, if there was only a gJ -depression, and Rin kept unaltered (blue circle),

x = 0.29 and the theoretical CC would fell to 0.23. In the opposite case (green circle),

the final theoretical CC would also be 0.23 (x = 0.29). Therefore, the reduction of gJ

and Rin contributed equally to the reduction of the CC. In this chapter, we will present

a preliminary analysis on the activity-induced decrease of Rin in the MesV neurons, due

to its functional relevance.

The plasticity of neuronal intrinsic properties can be induced by several mechanisms,

usually involving the activation of G-protein coupled receptors, or Ca2+ influx through

voltage-dependent ion channels or ionotropic receptors (Cantrell and Catterall, 2001;

Zhang and Linden, 2003; Burke and Bender, 2019). For example, the activation of mus-

carinic receptors inhibits Ca2+-activated K+ (K(Ca)) channels in hippocampal pyrami-

dal neurons, preventing the membrane hyperpolarization and enabling LTP mediated by

NMDA receptors (Egorov et al., 1999; Buchanan et al., 2010). K(Ca) channels in fast

spiking neurons are activated by the increase of intracellular Ca2+ concentration due to the

activation of NMDA receptors, regulating their input resistance and excitability (Zhang

115



Figure 5.1: Role of gJ and Rin in setting the coupling coefficient (CC). A: theoretical
CC for a wide range of x = gJ ·Rin. B : zoom of the theoretical CC within the range of x relevant
for the activity-dependent electrical synaptic plasticity in MesV neurons. According to this
relationship, using the mean values of gJ and Rin (Fig. 4.7), before the activity-like stimulation
the CC was 0.30 (black point) and after 0.17 (red). But, if only Rin or gJ changed (green and
blue, respectively), the CC would be ∼ 0.23 in both cases. Inset: schematic representation of
the equivalent circuit modifications after the induction of the plasticity.

and Huang, 2017). Activity patterns can also reduce the number of channels available

on the membrane, by promoting their endocytosis. Repetitive firing of CA3 (but not

CA1) hippocampal pyramidal neurons elicits the internalization of voltage-dependent K+

channels Kv1.2, mediated by the protein tyrosine kinase (Kim et al., 2007). In CA1, Ca2+

influx through NMDA receptors provokes the endocytosis of another voltage-dependent

K+ channels (Kv4.2) (Hyun et al., 2013).

MesV neurons express a myriad of ion channels: K+ channels (delayed rectifier, high-

threshold, A-type, inward rectifier, K(Ca) (Del Negro and Chandler, 1997; Tanaka et al.,

2003; Hsiao et al., 2009)), Na+ channels (generating transient, persistent and resurgent

currents (Enomoto et al., 2007)), Ca2+ channels (low and high-threshold currents (Yoshida

and Oka, 1998)), HCN (see chapter 3), among others. Some of them could be affected

by the activity-like stimulation presented in chapter 4, due to Ca2+ influx per se and/or

signaling cascades. Here, we will explore some of these possibilities, employing recordings

performed in chapter 4 with focus on the intrinsic properties.
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5.2 Materials and methods

The results presented in this chapter came from the experiments performed in mice in

the chapter 4. All the materials and methods described there apply here. The charac-

terization of the IH current followed the procedures detailed in chapter 3, from a holding

potential of -55 mV.

5.2.1 Measurement of Rin from current traces in voltage clamp

While in chapter 3 the Rin was estimated in the current clamp configuration, from voltage

responses, in this chapter the Rin is estimated from voltage clamp recordings, since the

study of activity-dependent plasticity was mostly performed under this experimental con-

dition. Taking into advantage our numerous recordings in voltage clamp, we used them

to compute Rin by applying negative voltage steps, from a holding potential of -55 mV to

-105 mV, in 5-mV steps, and recording the membrane current responses, which presented

an early linear component, and a later one with strong voltage dependency (green and

orange traces, respectively, in Fig. 5.2A). In fact, the linear component is defined by the

minimum of the current response to the most hyperpolarized voltage step, which is equiv-

alent to the peak voltage response used to calculate Rin in current clamp. Accordingly,

its discrepancy to the later orange traces is a result of the hyperpolarization-activated

current IH , and disappears in the presence of CsCl (Fig. 5.2B). Therefore, we will use

the minimum peak current responses to compute Rin from voltage clamp recordings.

For coupled neurons, we could apply the voltage steps simultaneously to both cells,

eliminating the junctional current through the GJ conductance. Alternatively, Rin can

be obtained from presynaptic currents recorded during protocols used to assess gJ in

voltage clamp (Fig. 4.5A). In this protocol, the presynaptic neuron is stepped to negative

voltages, while keeping the postsynaptic one at the holding potential (usually -55 mV).

The corresponding equivalent circuit, drawn in Fig. 5.2C, shows that the measured current

response I1 was the sum of the junctional and presynaptic membrane currents, IJ and

Im1 respectively. As IJ was accurately recorded in the postsynaptic neuron and used

to compute gJ , it was possible to subtract it to the slope of the current-voltage (I-V)

relationship, obtaining the presynaptic input conductance gin1:

gin1 =
1

Rin1

=
∆I1
∆V1

− gJ = slope of I-V − gJ (5.2)
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Figure 5.2: Measurement of the input resistance Rin in voltage clamp. A: voltage steps
from the holding potential -55 mV to -105 mV elicit inward currents in an isolated MesV neuron.
After the initial stimulation artifact, the early inward currents (green segments) behave linearly,
as demonstrated by the corresponding current-voltage (I-V) plot shown on the right, whose slope
is the input resistance Rin. Later responses (orange) present a voltage-dependent enhancement
(orange), mainly due to the hyperpolarization-activated current IH (yellow area in the I-V). B :
The nonlinear behavior disappears in the presence of CsCl 5 mM, which blocks the IH . C : For an
electrically coupled presynaptic neuron, Rin was computed using hyperpolarizing voltage steps,
while the postsynaptic cell was clamped at a fixed potential. The recorded current I1 (green) is
the sum of two components: the presynaptic current Im1 (blue) and the junctional current IJ
(red). As explained in chapter 4, in this configuration, IJ is recorded in the postsynaptic neuron,
to compute gJ (Fig. 4.5). Thus, the presynaptic input conductance gin1 = 1

Rin1
is obtained by

subtracting gJ to the slope of the presynaptic I-V curve.
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5.2.2 Measurement of IH

We measure the IH current in mice MesV neurons, in control conditions, using the meth-

ods described in chapter 3. Briefly, the membrane voltage was stepped during 2 seconds,

from -45 to -110 mV, in 5-mV steps, from a holding potential of -55 mV (Fig. 5.7A),

followed by a test pulse to -85 mV. The series resistance was always compensated online

by 80%. We stepped coupled neurons simultaneously, in order to eliminate the junctional

current. We obtained the IH by subtracting current traces in the presence of extracellular

CsCl 2-5 mM to the control ones.

Given that, in the hyperpolarizing range, the IH is several times larger than the re-

maining currents with CsCl (Fig. 5.7A), we asked if we could estimate its biophysical

parameters directly in the raw traces in control conditions, without subtraction of CsCl

traces. Actually, we found that the estimations of VH 1/2 and the slope factor had neg-

ligeable errors: -0.47 ± 0.12% and 0.19 ± 0.74% respectively, whereas it was also small

but larger for gH max, as expected: -5.47 ± 0.64% (n = 23 neurons from 16 animals; Fig.

5.3A). The time constants obtained in both conditions were almost undistinguishable in

the range -110 to -60 mV (Fig. 5.3B). Thus, raw traces in control conditions can be used

to precisely estimate the characteristics of IH .

Figure 5.3: The IH can be accurately described without subtraction of CsCl traces.
A: estimation of IH properties from tail currents in control conditions displayed a small error,
compared to those obtained by subtracting them by traces in the presence of CsCl: -0.47 ±
0.12% for the half-activation voltage VH 1/2, 0.19 ± 0.74% for the slope k, and -5.47 ± 0.64%
for the maximum conductance gH max. B : there is an almost complete overlap for the time
constants τH obtained from control traces (filled circles) and subtracting CsCl traces. n = 23
neurons from 16 animals in all cases.
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5.3 Results

5.3.1 Activity-like stimulation reduces the input resistance

Figure 5.4A shows the time course of the coupling coefficient, which, after the activity-like

stimulation, fell to 56.5% of its initial value, recovering to 84.5% 15 minutes later. Ac-

cording to our analysis, the reduction of CC results from the decrease of gJ and Rin, which

after few minutes show a partial recovery (Fig. 5.4B). Surprisingly, the decrease in Rin

was deeper than the gJ depression (73% versus 57% of their respective initial values, for n

= 28 neurons from 12 animals), emphasizing the role of the activity-induced modifications

of the intrinsic properties in the electrical synaptic transmission. In addition, after ∼ 10

minutes of recovery, the Rin reached a new baseline, which is 85% of its initial value. This

activity-dependent long-term decrease of Rin mirrored the similar (but slower) behavior

of gJ depression (Fig. 4.9), further boosting the LTD and enhancing the heterogeneity of

CC in control conditions (Fig. 4.2).

We wondered if the mechanisms responsible for gJ depression were also behind Rin

reduction. As a matter of fact, the time courses of both phenomena, during the stim-

ulation, are completely different: while gJ decay could be fitted by a single exponential

(Fig. 4.9A), Rin showed a more complex temporal course, whose decrease is considerably

faster and deeper, with a small rebound after 4 minutes (Fig. 5.5A), suggesting different

mechanisms. The Rin was 138.17 ± 12.26 MΩ before the stimulation and 75.96 ± 7.97

MΩ immediately after it (P < 1x10−8 paired t-test, n = 28 neurons from 12 animals;

Fig. 5.5B). Moreover, during the activity protocol the change in holding current mirrored

that of the Rin, strongly suggesting that both phenomena are manifestations of the same

mechanisms (Fig. 5.5C). The holding current at -55 mV changed from 20.36 ± 12.45 pA

before the protocol to 129.75 ± 22.8 pA after its application (n = 28 cells, P < 1x10−5

paired t-test; Fig. 5.5D). The increase in the holding current and decrease of Rin sug-

gested the opening of K+ and/or Cl− channels, whose reverse potentials are usually below

the holding potential of -55 mV.

Furthermore, we performed a systematic comparison of the decrease −∆Rin between

control (43.01 ± 3.49%, n = 28) and all the conditions implemented to study gJ plasticity

is shown in Fig. 5.6A. Activity-induced somatic exocytosis was reported in the MesV

(Zhang et al., 2012), maybe releasing ATP (Chai et al., 2017) which could be activating

purinergic receptors that modulate negatively IH (Khakh and Henderson, 1998). Never-

theless, blockade of exocytosis by intracellular Botox 250 nM did not alter −∆Rin (39.35

± 6.67%, n = 12, P = 0.60 unpaired t-test). Somatic release of endocannabinoids could
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Figure 5.4: Time courses of the coupling coefficient CC and its components, after
the activity-like stimulation. A: the CC experienced a large decrease after the activity-like
stimulation, due to the fall of both the gap junction conductance gJ and the input resistance
Rin (silver and black points in B ; see also Fig. 4.7). Note that the CC was measured from
current clamp recordings, whereas gJ and Rin were from separate voltage clamp ones. n = 28
neurons/directions in all cases, from 12 animals.
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Figure 5.5: Several non-synaptic membrane currents get affected by the activity-
like stimulation. A: during the stimulation, the gJ and Rin depressions had very different time
courses: while the former was best fitted by a single exponential (Fig. 4.9), the later displayed a
deeper (∼ 50%) and faster decay (time constant ∼ 1 minute), with a subsequent small rebound
after ∼ 4 minutes. B : in parallel, the holding current increased with a time course similar to
that of Rin, suggesting the activation of outward currents. C : Rin was 138.17 ± 12.26 MΩ
before the stimulation protocol and 75.96 ± 7.97 MΩ after it (P < 1x10−8 paired t-test). n =
28 neurons from 12 animals for A, B and C. D : the intersection of the current-voltage (I-V)
curves (used to measure Rin, see Fig. 5.2) before and after the stimulation indicates a membrane
potential at which they produce the same current. If only one membrane current got altered by
the activity-like protocol, the voltage of the I-V crossing would happen at its reverse potential.
E : the I-V crossings (-67.56 ± 2.99 mV) spanned from voltages close to the reverse potentials
of K+ and Cl− (EK = -92 mV) to that of the IH current (Eh = -28.7 mV), indicating that
several ion currents were modified. Data from neurons which experienced a decrease below 10%
were not considered, to avoid spurious intersections from almost parallel I-V, resulting in n =
21 neurons from 11 animals.
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be acting on CB1 receptors, activating K+ channels (Mackie et al., 1995), but −∆Rin was

not sustantially reduced in the presence of the specific antagonist AM251 5 µM (34.18 ±
6.81, n = 18, P = 0.21 unpaired t-test). We also tested blocking intracellular cascades

involving adenylyl cyclase (with intracellular SQ22536 1 mM) or CaMKII (with intracel-

lular KN93 10 µM), with not significant difference: 41.10 ± 8.93% (n = 10, P = 0.81

unpaired t-test) and 35.54 ± 4.71% (n = 16, P = 0.21 unpaired t-test), respectively.

As detailed before, we only found a diminution on −∆Rin with intracellular BAPTA 10

mM (22.70 ± 5.37%, n = 16 neurons, P < 0.002 unpaired t-test) or in the presence of

extracellular CsCl 2-5 mM (6.43 ± 5.47%, n = 12, P < 1x10−5 unpaired t-test).

We analyzed the activity-induced changes of Rin in the presence of intracellular

BAPTA 10 mM or extracellular CsCl 2-5 mM (Fig. 5.6B). With BAPTA, the Rin was

117.94 ± 10.10 MΩ before and 87.02 ± 7.34 MΩ after the stimulation (n = 16 neurons

from 6 animals, P < 0.003, paired t-test; Fig. 5.6C). In the presence of CsCl 2-5 mM in

the bath, Rin was 342.70 ± 30.68 MΩ and 323.56 ± 36.43 MΩ after (n = 12 neurons from

5 animals, P = 0.30 paired t-test; Fig. 5.6D).

Thus, we conclude that the activity-induced Rin decrease is not related to signaling

cascades involving the activation of somatic exocytosis, CB1 receptors, adenylyl cyclase

and/or CaMKII. On the other hand, the almost complete blockade of the phenomenon

by CsCl suggests that HCN and/or K+ channels are modified by the stimulation. In the

hyperpolarization range, the possible K+ channels involved are the inward rectifier (KIR)

and the Ca2+-activated ones (K(Ca)) (Hille, 2001). Accordingly, the partial reduction

on −∆Rin with BAPTA suggests that K(Ca) channels were opened due to the stimula-

tion. We have also preliminary results (n = 4 neurons from 1 mouse) in the presence of

extracellular BaCl2 500 µM, a KIR blocker, where Rin was 254.13 ± 61.81 MΩ before

and 190.79 ± 36.39 MΩ after the plasticity-inducing protocol (not shown). The smaller

−∆Rin = 21.59 ± 5.49% with BaCl2 implies that KIR channels could also being affected

by the stimulation. Finally, the IH is a another very versatile Cs-sensitive current, that

could be modified. In the next sections, we will evaluate this hypothesis in detail.
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Figure 5.6: Blockade of IH and K+ currents abolishes activity-induced Rin modifica-
tions. A: the activity-induced diminution of the input resistance −∆Rin was only significantly
different from control (43.01 ± 3.49%, n = 28) on the BAPTA (22.70 ± 5.37%, n = 16 neurons,
P < 0.002 unpaired t-test) and CsCl (6.43 ± 5.47%, n = 12, P < 1x10−5 unpaired t-test) condi-
tions. P > 0.2 in unpaired t-tests, for all the other conditions compared to control. Intracellular
Botox 250 nM: 39.35 ± 6.67% (n = 12), extracellular AM251 5 µM: 34.18 ± 6.81% (n = 18),
intracellular SQ22536 1 mM: 41.10 ± 8.93% (n = 10), intracellular 10 µM KN93: 35.54 ± 4.71%
(n = 16). B : during the activity-like stimulation, the decrease in Rin was substantially reduced
in the presence of intracellular BAPTA 10 mM, and completely abolished with CsCl 2-5 mM.
C : with BAPTA 10 mM, Rin was 117.94 ± 10.10 MΩ before and 87.02 ± 7.34 MΩ after the
stimulation (n = 16 neurons from 6 animals, P < 0.003, paired t-test). D : in the presence of
CsCl 2-5 mM in the bath, Rin was 342.70 ± 30.68 MΩ and 323.56 ± 36.43 MΩ after (n = 12
neurons from 5 animals, P = 0.30 paired t-test).
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5.3.2 Characterization of IH in mice MesV neurons

The tail current, during the test pulse, was used to compute the activation curve (Fig.

5.7B), whose sigmoidal fit had a half-activation voltage VH 1/2 = -79.19 ± 0.81 mV, slope

factor k = 7.56 ± 0.24 mV and maximum conductance gH max = 1.58 ± 0.07 nS/pF (n

= 23 neurons from 16 animals; Fig. 5.7C). Comparing with the results from chapter 3,

the slope factor was similar to that obtained in rats (8.2 ± 0.2 mV), but the VH 1/2 was

even more depolarized in mice than in rats in the presence of cGMP (-82.9 ± 20.8 mV).

The difference between gH max is still more remarkable, as it is more than double in mice

than in rats MesV neurons (0.68 ± 0.05 nS/pF). Furthermore, the time constant τH also

displayed a depolarizing offset compared to that from rats (the data was normalized to

20ºC using Q10 = 4 (Robinson and Siegelbaum, 2003); Fig. 5.7D). These discrepancies

could not be attributed to differences in the temperature T of the recordings, as their

distributions presented no significant difference (P > 0.05 t-test unpaired). We conclude

that, in control conditions, the IH is more abundant in mice than in rats MesV neurons,

and is more prominent at the membrane resting potential.

5.3.3 The maximum conductances of IH and the gap junctions

may be corregulated dynamically

Using control traces to estimate the characteristics of IH (without subtraction of traces

in the presence of CsCl, see Fig. 5.3), we studied them in coupled and uncoupled MesV

neurons. Remarkably, there was a substantial difference on gH max between coupled and

uncoupled cells: 1.71 ± 0.05 nS/pF in the first case (n = 54 neurons) and 1.35 ± 0.11

nS/pF in the latter (n = 27), P < 0.002, unpaired t-test (Fig. 5.8A). On the other

hand, VH 1/2 were not different between coupled and uncoupled neurons: -80.30 ± 0.53

mV and -79.53 ± 0.96 mV, respectively (same n as before, P = 0.445, unpaired t-test;

Fig. 5.8B). There was no significant difference for the slope factor k, that was 7.53 ±
0.11 mV for coupled and 7.88 ± 0.20 mV for uncoupled neurons (same n as before, P =

0.110, unpaired t-test; Fig. 5.8C). Similarly, the time constant τH was almost identical for

coupled and isolated neurons (Fig. 5.8D). These results indicate that the IH biophysical

properties are similar among different MesV neurons, but its expression is upregulated in

the coupled ones.

There was a noisy correlation between the gH max and gJ (Fig. 5.8E) for electrically

coupled MesV neurons: the slope of linear regression was 3.947, R2 = 0.211, n = 54 neu-

rons from 20 animals. The slope of this relationship was statistically significant: t = 3.73
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Figure 5.7: Characterization of IH in mice MesV neurons. A: the IH recording protocol
consisted in 2-seconds voltage steps from -45 to -110 mV, from a holding potential of -55 mV,
followed by a test pulse to -85 mV (see also Fig. 3.3). This protocol was applied to single
or coupled neurons, recording the membrane current in control conditions (black traces) and
in the presence of extracellular CsCl 5 mM (skyblue). The IH (purple) was computed as the
subtraction between these sets of traces. Notice that the remaining current in the presence of
CsCl was considerably smaller than the IH . B : the IH activation curve was obtained from the
initial current responses to the test pulses (tail currents, signaled by an arrow in A). C : the
corresponding parameters of the activation curve were: half-activation voltage VH 1/2 = -79.19
± 0.81 mV, slope k = 7.56 ± 0.24 mV and maximum conductance gH max = 1.58 ± 0.07 nS/pF.
D : the time constant τH , calculated from exponential fits to the voltage steps, normalized to
20ºC, using Q10 = 4, as in chapter 3. n = 23 neurons from 16 animals in all cases.
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> ts = 2.01, t-test, further supporting that the functional interaction between electrical

and the expression of IH .

To further investigate the possible functional relationship between gJ and IH , we as-

sessed the effect of gJ -plasticity inducing protocol on IH . Interestingly, this protocol also

reduced the maximum conductance of this current, both in uncoupled and coupled MesV

neurons (Fig. 5.9A,B). This result suggest that activity might induce parallel effects on

gJ and IH . For uncoupled neurons, gH max was 1.30 ± 0.13 nS/pF before and 1.07 ± 0.11

nS/pF after the stimulation (P < 0.001, paired t-test, n = 13 neurons from 10 animals),

whereas for coupled ones, gH max was 1.48 ± 0.18 nS/pF before and 1.34 ± 0.18 nS/pF

after (P < 0.002, paired t-test). Moreover, the extent of regulation of these mechanisms

showed a positive correlation. Although there was no significant relationship between the

reduction of IH ∆gH max and gJ depression ∆gJ , the Figure 5.9C hints that more data

would be necessary to completely discard this hypothesis.

As explained in chapter 4, the activity-like protocol had an initial step to -90 mV

during ∼ 400 ms (Fig. 4.7A), which elicited a large inward current, blocked in the

presence of CsCl (Fig. 4.15A). Taking into account these properties and that K+ currents

were almost zero at -90 mV (EK = -92 mV), we conclude that the current recorded at

-90 mV is mostly IH . We fitted an exponential to the elicited current (whose baseline

was subtracted), obtaining its time constant and asymptotic amplitude IH max@−90mV for

each repetition of the stimulus (25 times each 29-30 seconds), for n = 28 neurons from

12 animals. While the time constant remained mostly constant during the 12 minutes

of stimulation, the asymptotic current amplitude IH max@−90mV decreased exponentially

by ∼ 30% of its initial value (Fig. 5.9D), with a time constant which resembled the

observed for gJ depression (Fig. 4.9A). Indeed, plotting normalized IH max@−90mV against

normalized gJ , during the stimulation in control conditions, revealed a linear relationship

between them (Fig. 5.9E), whose slope was 0.885, R2 = 0.959, n = 28 neurons from

12 animals. Furthermore, the linear relationship between these variables stood in the

presence of intracellular BAPTA 10 mM: slope of linear regression 0.945, R2 = 0.837, n

= 16 neurons from 6 animals (not shown). Thus, the activity-induced modifications of

IH seems to not involve modulations of the biophysical properties of HCN channels, but

only a reduction on their availability, by mechanisms that could be also behind the gJ

plasticity, suggesting the co-regulation of both mechanisms.
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Figure 5.8: IH properties in coupled and uncoupled MesV neurons. A: the maximum
conductance gH max was significantly higher for electrically coupled MesV neurons than for
uncoupled ones: 1.71 ± 0.05 nS/pF (n = 54 neurons), 1.35 ± 0.11 nS/pF (n = 27). P <
0.002, unpaired t-test. B : the half-activation voltage VH 1/2 for coupled and uncoupled neurons
were undistinguishable: -80.30 ± 0.53 mV and -79.53 ± 0.96 mV, respectively (same n as in
A), P = 0.445, unpaired t-test. C : similarly, the slope factor k were 7.53 ± 0.11 mV and
7.88 ± 0.20 mV, respectively (same n as in A), P = 0.110, unpaired t-test. D : time constants
τH for coupled and uncoupled MesV neurons overlapped from -110 to -65 mV. D : while the
linear regression of gH max against gap junction conductance gJ was quite poor (R2 = 0.211),
its slope was statistically significant: t = 3.73 > ts = 2.01, t-test. Light blue bands represent
95% confidence intervals. n = 54 neurons from 20 animals.
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Figure 5.9: Activity-like stimulation diminishes IH maximum conductance, without
modifying its biophysical properties. A: for uncoupled neurons, the maximum conductance
gH max was 1.30 ± 0.13 nS/pF before and 1.07 ± 0.11 nS/pF after the activity-like protocol (P <
0.001, paired t-test, n = 13 neurons from 10 animals). B : similarly, for coupled neurons, gH max

was 1.48 ± 0.18 nS/pF before and 1.34 ± 0.18 nS/pF after the stimulation (P < 0.002, paired
t-test). C : the activity-induced diminution of gH max correlated poorly with the depression of
gJ , possibly due to the small number of observations. n = 8 neurons from 3 animals for B and
C. D : the plasticity-inducing protocol presented an initial voltage step to -90 mV for ∼ 450 ms,
which elicited a large inward current that was blocked by CsCl (Fig. 4.15A), consistent with the
IH properties. During the application of the stimuli, the asymptotic value of this exponential
current IH max@−90mV decreased, with a time constant of ∼ 3 minutes, while its activation
time constant kept constant at ∼ 300 ms. E : during the protocol, the plot of the normalized
asymptotic IH max@−90mV correlated with the normalized gJ : slope = 0.885, R2 = 0.959, n =
28 neurons from 12 animals. Light blue bands represent 95% confidence intervals.
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5.4 Discussion

5.4.1 Activation of K+ channels is most likely behind the

activity-induced decrease of Rin

Although very preliminary, data presented in this chapter suggest very interesting in-

sights into the co-regulation of mechanisms functionally interrelated determining electri-

cal synaptic transmission efficacy. The input resistance of neuronal compartments can be

modified by activity-dependent regulation of its membrane ion channels, which become

a relevant factor in the context of synaptic plasticity, by boosting or attenuating postsy-

naptic responses (Wang et al., 2003; Shen et al., 2008; Steinert et al., 2011; Campanac

et al., 2013; Cazade et al., 2017). From the increase of the holding current, we conclude

that the Rin decrease is most likely caused by the opening of K+ currents, blocked by

Cs+. The dampening of the phenomenon by BAPTA strongly suggest the participation

of Ca2+-activated K+ channels (Latorre and Brauchi, 2006), which are blocked by Cs+

(Cecchi et al., 1987; Hille, 2001). This current is not very conspicuous in MesV neurons

in control conditions (Del Negro and Chandler, 1997; Pedroarena et al., 1999), but it

might be activated by a major intracellular Ca2+ increase during the stimulation. The

fast decrease of Rin during the stimulation is consistent with this idea.

Given that even with BAPTA there was still a ∼ 23% decrease in Rin, several possibil-

ities should be considered. There could be nanodomains where Ca2+-sources interact with

high-affinity Ca2+-activated small-conductance K+ channels (Fakler and Adelman, 2008).

For example, intracellular BAPTA could not completely abolish the K(Ca)-mediated

activity-induced decrease of Rin in hippocampal pyramidal neurons (Borde et al., 1995,

2000). Another possibility is the involvement of other more K+ channels. Certain K+ cur-

rents can undergo activity-dependent but Ca2+-independent facilitation, only by virtue

of their own biophysical properties (Yang et al., 2014). KIR channels are a possible

participant, as indicated by our preliminary experiments with Ba2+, even though their

half-activation voltage is very hyperpolarized (Tanaka et al., 2003). Another candidate

would be a Ba2+-sensitive K+ leak current, which has not been well studied yet (Tanaka

and Chandler, 2006)1. Although low-threshold Kv1 channels produce prominent currents

that control the excitability (Del Negro and Chandler, 1997; Hsiao et al., 2009) and elec-

trical synaptic transmission in MesV neurons (Curti et al., 2012), their involvement is

not probable, as they are not blocked by extracellular Cs+ (Hille, 2001). Experiments in

the presence of TEA should be performed to fully characterize the role of K+ currents,

1Note that Ba2+ blockade is not restricted to K+ channels. For example, HCN channels can be
partially blocked by Ba2+ too (Biel et al., 2009).
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without affecting HCN channels (Biel et al., 2009).

Whereas the opening of K(Ca) channels by electrical activity is straightforward, the

facilitation of the remaining K+ currents are more complex, usually requiring the phos-

phorylation of the channels (Fernández-Fernández and Lamas, 2021). We already tested

and dismissed the PKA (Connors et al., 2008; Brignell et al., 2015) and CaMKII (Varga

et al., 2004; van Welie and du Lac, 2011) pathways, but other kinases (PKC, MAPK,

etc. (Fernández-Fernández and Lamas, 2021)) are still unexplored. We also rejected en-

docannabinoids’ autocrine signaling upregulating KIR channels (Mackie et al., 1995) by

blocking CB1 receptors and finding no difference on −∆Rin.

A less traditional, yet possible, additional source of outward current would be a Na+-

activated K+ current, activated by the HCN-induced intracellular Na+ increase. Even

though they have been studied in mammalian neurons (Budelli et al., 2009; Hage and

Salkoff, 2012), their expression has not been described in MesV neurons yet. In order

to test this mechanism, we should perform experiments replacing Na+ by choline in the

extracellular solution.

5.4.2 Co-regulation of the abundance of HCN and GJ channels

Most reported regulations of IH involve the voltage-shift of its biophysical properties (ac-

tivation curve and time constant), due to changes in the activity of cyclic nucleotides (see

chapter 3 and Khakh and Henderson (1998); Tanaka et al. (2019); Won et al. (2019)).

Nevertheless, the time constant of the IH at -90 mV did not display any significant change

during the activity-like stimulation, while the maximum current consistently decreased,

indicating a diminution on the available channels, without modulatory actions on its bio-

physical properties.

Our results from chapters 4 and 5 seem to imply that electrical activity of MesV

neurons is a major determinant of both gJ and gH max, and could be responsible of their

large variability in control conditions, even within the same animal (Figs. 3.3 and 4.5).

Interestingly, there was a remarkable correlation between the maximum HCN and GJ con-

ductances, not only in control conditions, but also during the activity-like stimulation,

suggesting the existance of a set point of proportionality between them. Their activity-

induced downregulations have similar time courses, possibly indicating shared regulatory

mechanisms.
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Even though more experiments are needed to fully characterize the activity-induced

changes on HCN and their relationship with the GJ-depression, we postulate that there

is an homeostatic mechanism that link gH max and gJ . In fact, whereas the decrease of the

former would enhance the CC because of the increase of Rin, the diminution of gJ has the

opposite effect on the CC. Thus, the electrical activity of coupled MesV neurons results

in two antagonistic phenomena, which counterbalance each other to stabilize the CC. On

the other hand, the net reduction of Rin due to Cs-sensitive K+ conductances reinforces

the depression of the electrical synapses between MesV neurons, even though it displays

different dynamics, which might be caused by other mechanisms.

There are few examples of comparable co-regulations of GJ and membrane ionic chan-

nels, in invertebrates. In the cardiac ganglion of the crab, sustained pharmacological

blockade of TEA-sensitive K+ channels produces compensatory upregulations of an A-

type K+ current and gJ , in order to restore the network output (Lane et al., 2016). On

the contrary, the associative learning of a compulsive eating behavior in the Aplysia elicits

in a decrease of the leak current and increase of gJ (Nargeot et al., 2009; Sieling et al.,

2014). Therefore, junctional and non-junctional mechanisms can co-regulated homeostat-

ically to maintain the operation of vital circuits (like the cardiac ganglion (Lane et al.,

2016)), or synergistically to reconfigure neural networks to adapt to new behaviors (com-

pulsive biting movements in the presence of abundant food (Nargeot et al., 2009)).

In a longer timescale, similar relationships have been reported between the maximum

conductances or levels of mRNA corresponding to different channels in the same neuron

(Marder and Goaillard, 2006). For example, electrical stimulation of specific neurons from

the stomatogastric ganglion of the crab promote an upregulation of IK(Ca) with a parallel

Ca2+-dependent increase of IA (Golowasch et al., 1999). This kind of phenomena would

allow neurons to “keep memory” of their activity by altering their intrinsic properties,

while maintaining their specific functional role within neural networks (Turrigiano et al.,

1994; Marder et al., 1996; Temporal et al., 2014). This is biologically possible because

several combinations of maximum ion conductances are able to produce the same electrical

behavior (Prinz et al., 2004). Intracellular Ca2+ concentration has been proposed as the

local controller of the levels of expression of ion channels in a neuron (O’Leary et al.,

2014), with the electrical activity as a mechanism to coordinate them in neuronal circuits

(Schulz et al., 2006; O’Leary et al., 2014; O’Leary and Marder, 2016; Santin and Schulz,

2019; Alonso and Marder, 2020). However, the induction of the gH max and gJ depressions

are too fast to be accomplished by the change in their expressions. In contrast, the

time course of GJ endocytosis in MesV neurons (Fig. 4.21) is compatible with both
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phenomena, providing a feasible mechanism to couple the abundance of HCN and GJ

channels on the membrane. For voltage-dependent K+ channels in hippocampal neurons,

similar activity-induced reductions on the maximum current have been attributed to their

enhanced internalization in a time-span of 10-20 minutes (Kim et al., 2007; Hyun et al.,

2013). Figure 5.10 summarizes our findings.

Figure 5.10: Summary of some possible pathways involved in the regulation of
intrinsic properties between MesV neurons. This diagram represents the possible Ca2+

sources postulated in chapter 4, some of them elicited by repetitive firing. As in Fig. 4.24, the
increase of intracellular Ca2+ concentration may trigger Calcineurin, which activates Dynamin,
promoting the internalization of both junctional (Cx36 GJ) and non-junctional channels (HCN).
We also added the regulation of HCN by cGMP studied in chapter 3, due to nitrergic inputs
already reported in the MesV nucleus (Pose et al., 2003). The gray labels and arrows point out
possible mechanisms that are still to be tested.
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Chapter 6

General discussion

6.1 Main findings

We saw in chapter 2 that a electrical synapse is more than two cellular membranes and

a GJ: it constitutes a complex system, driven by the interaction between the GJ and

their scaffolding proteins, voltage-gated channels of the non-junctional membrane, the

chemical synaptic receptors, the spatio-temporal features of the membrane potentials, and

intra- and extracellular signaling cascades. In this thesis, we have focused only on two

components: one ionic current from the non-junctional membrane (IH) in chapter 3 (and

a bit on chapter 5), and the GJ conductance gJ in chapter 4, dissecting the mechanisms

responsible for their role in the regulation and plasticity of electrical synapses. The main

findings of this thesis can be summarized as follows:

1. The susceptibility to coincident inputs of electrically coupled MesV neurons is very

heterogeneous.

2. The circuit operation critically depends on the GJ conductance, but also on the

excitability of coupled neurons.

3. As a proof of principle of the central role of neuronal intrinsic properties, we showed

that upregulation of the IH by cGMP, which increases MesV neurons’ excitability,

results in an increase of the susceptibility to coincident inputs.

4. Application of in vivo-like activity protocols in pairs of electrically coupled neurons

results in a dramatic drop of the strength of electrical coupling, with short- and

long-term components.

5. The induction of such plastic changes involves changes in cytoplasmic levels of free

Ca2+, and each coupled partner contributes in an additive fashion.

6. Among the different origins of Ca2+, HCN channels seem to contribute in a signifi-

cant amount.
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7. The change in the strength of electrical coupling results from a comparable reduction

of the GJ conductance and the Rin of coupled neurons in a synergistic manner.

8. Surprisingly, even though GJ conductance can be modulated by elevations of intra-

cellular levels of cAMP and Ca2+, neither PKA nor CaMKII are involved in this

activity-induced regulation of electrical transmission.

9. Endocannabinoids acting on CB1 receptors appear to be involved in the metaplas-

ticity of the electrical synapses.

10. While the presence of electrical coupling seem to alter the expression of HCN chan-

nels, in vivo-like activity protocols co-regulate both mechanisms in a homeostatic

fashion.

11. A fraction of intercellular channels at the GJ between MesV neurons shows a fast

turn-over, with a time course comparable to that of the activity-dependent plasticity.

6.2 Diversity of regulation through signaling path-

ways

This thesis shows that electrical transmission is highly modifiable, and such plasticity

arises not only from changes of gap junctions themselves, but also from regulatory ac-

tions on mechanisms of the non-juntional membrane.

In fact, modulatory actions mediated by cGMP are able to dramatically increase the

susceptibility of pairs of coupled neurons through upregulation of the IH . This result

shows that electrical transmission can be regulated by modifications of electrical proper-

ties of coupled neurons, through modulatory actions of neurotransmitters. On the other

hand, activation protocols, resembling MesV neurons activity in the context of feeding

behaviors, strongly reduced the coupling coefficient between these neurons. Interestingly,

this effect is explained by the parallel reduction of gJ and Rin of coupled neurons, empha-

sizing the interdependent relationship of junctional conductance and electrophysiological

properties of neurons in determining the efficacy of electrical transmission.

MesV neurons are primary afferents that are also considered integral to the central

pattern generator (CPG) responsible for the generation of jaw movements (Morquette

et al., 2012). In rodents, these movements are relevant for a plethora of behaviors like

feeding, grooming, pups caring as well as aggressive and defensive behaviors. This sug-

gests that a complex regulatory control is needed in order to adapt the CPG output to

such diverse motor tasks. Neuromodulatory actions mediated by changes in intracellular

135



levels of cGMP as shown in chapter 3, might be triggered by nitrergic (Pose et al., 2003)

or histaminergic (Inagaki et al., 1987; Lazarov and Gratzl, 2006) inputs to the MesV

nucleus, among others neurotransmitters. Indeed, afferent projections from many brain

regions, as well as a multiplicity of neurotransmitters and postsynaptic receptors have

been described in this nucleus. It is conceivable that these actions represent general and

diffuse mechanisms of regulation of the MesV nucleus aimed to adjust the network to

different behaviors. For instance, hypothalamic inputs by way of histamine can exert reg-

ulatory actions in order to prepare the network for masticatory movements in the context

of feeding, characterized by rhythmic patterns. On the other hand, the lateral habenula,

a center of negative emotions (like pain, stress and anxiety), send direct projections to the

MesV nucleus that can also influence the control of jaw movements (Ohara et al., 2016).

Moreover, the locus coeruleus, a major source of noradrenaline in the brain, projects to

the MesV nucleus (Takahashi et al., 2010), strongly suggesting that these afferents play

an important role in stressful situations, most probably of great relevance for defensive

and aggressive behaviors characterized by powerful and impulsive movements.

By contrast, activity induced plasticity seems to operate as a feedback mechanism

in which pairs of strongly synchronic MesV neurons, most probably as a result of high

electrical coupling, get decoupled. As this mechanism is specifically triggered by activ-

ity, it is possible that this phenomenon of synaptic plasticity contributes to establish the

heterogeneity of coupling strengths typical of this neuronal population. In contrast to

modulatory actions triggered by neurotransmitters, that seem to operate in an anticipa-

tory way by preparing the CPG for different contexts, activity-dependent plasticity most

probably operates as a feedback regulatory mechanism to adjust the network to behav-

ioral needs.

As we showed previously, one of the most relevant outcomes of electrical coupling

among MesV neurons is the strong synchronization of their activity. Interestingly, by

regulating the ability of pairs of coupled neurons to produce synchronic bursts of action

potentials, the efficacy of the MesV neurons excitatory inputs to masseteric motoneurons

can be modified with relevant functional consequences. Although not well characterized,

this monosynaptic pathway most probably shares similarities in its organization with the

circuits that mediates spinal reflexes, particularly the great divergence of the primary

afferent to motoneurons projection, as well as the convergence of inputs from different

MesV neurons onto the same motoneuron. In that sense, the more synchronic the fir-

ing of MesV neurons is, the more effective will be the temporal summation of excitatory

postsynaptic potentials at motoneurons. Thus, the regulation of the synchronic firing of
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MesV neurons mediated by synaptic plasticity of their electrical contacts, most probably

results in changes in the gain of the stretch reflex, representing an additional mechanism

to control the bite force according to the demands of the system.

Our thesis provides a showcase on the diversity of signaling pathways regulating elec-

trical coupling between neurons. In fact, we could achieve this analysis due to the ex-

traordinary access to the electrical synapses in the MesV nucleus. Given that its neurons

receive many other chemical synaptic inputs (Lazarov, 2007) and are in close proximity

to astrocytes (Copray et al., 1990), we postulate that more relevant signaling cascades

will be unconvered in the near future. Even more complex pathways may be possible in

other brain regions where morphology is not as simple as in the MesV nucleus, given that

GJ are usually located in dendrites, whose intrinsic properties could be even more finely

tuned by chemical synaptic inputs in a reduced compartment.

6.3 Future directions

We consider that our results, along with previous studies (Curti et al., 2012), have es-

tablished the MesV nucleus as an exceptional model to understand electrical synaptic

transmission in the mammalian brain. As a consequence of our work, we have produced

far more questions than answers, that we hope will be studied soon by us and other

researchers.

Co-regulation of intrinsic properties in coupled neurons

The coupling coefficient of MesV neurons is very symmetrical (Fig. 4.2D), which is consis-

tent with the non-rectification of GJ (Fig. 4.5D) and the similitude between the effective

input resistances (see section 4.3.1). On the other hand, we have seen that there is a large

variability in the electrophysiological properties within the MesV nucleus, even for the

same animal. How do coupled neurons achieve symmetrical input resistances, while pre-

senting a wide range in the expression of ionic currents like the IH (Fig. 3.3)? The GJ may

promote this symmetry between coupled neurons, by allowing the flow of second messen-

gers (like cAMP and IP3, see section 2.2.1) and by transmitting the membrane potential

too, as it might act as a feedback signal coordinating ion channel expressions (Santin and

Schulz, 2019). Indeed, we found in chapter 5 a remarkable correlation between GJ and

IH conductances in control conditions and during the activity-like stimulation. It would

be interesting to characterize the relationship between other ion channels between cou-

pled neurons, recording their membrane currents and comparing the abundance of their

associated mRNA, contrasting with pseudo-pairs of uncoupled neurons from the same an-
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imal. Our computational model can also provide a complementary approach, looking for

how different expression of ion channels may produce similar intrinsic properties (Prinz

et al., 2004; O’Leary et al., 2014; O’Leary and Marder, 2016; Alonso and Marder, 2020;

Goaillard and Marder, 2021). This study could be carried out in control conditions, as

well as in the presence of neuromodulators or after activity-like stimulation.

Temperature dependence of gJ

Even though the characterization of the temperature dependence of gJ was a by-product

of the description of the electrical synapses in the mice MesV nucleus, we found a Q10

larger than expected by passive thermodynamics. However, this could also be explained by

the down/upregulation of intracellular cascades involved in the regulation of GJ and their

interaction with other proteins (see section 2.2.2). To evaluate these possible contributions

to the temperature dependence of gJ , it should be measured in the presence of inhibitors

of known regulatory proteins, such as PKA, CaMKII, etc.

Role of Ca2+ in the activity-induced plasticity

Our experiments with intracellular BAPTA 10 mM and without free Ca2+ in the ACSF

show that Ca2+ plays a major role in the plasticity induced by activity, but there are still

several unknowns to understand:

� Spatio-temporal distribution of the intracellular Ca2+: To fully understand

the impact of Ca2+ in the induction of the plasticity, it is necessary to characterize its

dynamics during the activity-like stimulation, using a fluorometric Ca2+ indicator.

� Ca2+ sources: Like in the TRN (Sevetson et al., 2017), the activity-induced Ca2+

increase in the MesV could have several sources, such as CaV and HCN channels

in the membrane, and Ryanodine and IP3 receptors in the endoplasmic reticulum.

The contribution of each of them has to be characterized using electrophysiology

and Ca2+ fluorometry.

� Ca2+ nanodomains: We tested several possible signaling pathways where Ca2+

was not essential, without identifying any clearly involved in the induction of the

plasticity. Given that intracellular BAPTA 10 mM only prevented half of the gJ

drop, it is possible that Ca2+ might be interacting with some regulatory protein

(even the Cx36) within the nanometer scale. Thus, in order to test the existance of

Ca2+ nanodomains (Wang and Augustine, 2015), we could use a low-affinity Ca2+

indicator (Llinas et al., 1992), in order to find regions in the soma where there is a

large increase in the intracellular Ca2+ concentration. To find out if there is a direct

interaction with the GJ, we could uncage Ca2+ close to it using flash photolysis.
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� Ca2+ sensors: Calmodulin is the chief candidate as the intracellular Ca2+ sensor

(Chin and Means, 2000; Peracchia, 2020b) triggering the induction of the plasticity,

given that two of its effector molecules (CaMKII and Calcineurin; see section 2.2.2)

have been reported to be key in other brain regions. PKC is also a possible Ca2+

sensor (Jin et al., 2019), that is involved in the developmental regulation of Cx36

(Arumugam et al., 2005).

Signaling by endocannabinoids in the electrical synaptic transmission

We have shown that CB1 receptors participate in the activity-induced plasticity of gJ .

They could be expressed on the membrane of the stimulated neuron, another cell (neuron

or glia (Stella, 2010; Navarrete et al., 2014)) and/or even on intracellular organelles,

such as mitochondria (Bénard et al., 2012). Thus, the first step is to identify, using

immunohistochemistry, where are the CB1 receptors expressed. Then, to fully characterize

their involvement in the plasticity, the gJ and Rin could be monitorized during the puff

application of an agonist (like WIN 55,212 or 2-arachidonoylglycerol (Bacci et al., 2004;

Cachope et al., 2007)) close to the coupled cells. As inhibition of CaV channels is a

good candidate as effector mechanism of CB1 receptors, activity-like stimulation should

be performed in the presence of Cd2+ or Ni2+, with and without AM251 as blocker of

CB1 receptors.

Expression of the GJ plasticity

The activity-induced reduction of gJ could be due to an increased endocytosis of GJ. In

that case, it would be interesting to investigate how basal gJ (and gH,max as well) and

its activity-induced plasticity are affected by Dynamin inhibitors, such as Dynasore. As

GJ internalization depends on clathrin (Piehl et al., 2007; Gumpert et al., 2008; Nickel

et al., 2013), the inhibitor Phenylarsine oxide could also be tested in both conditions

(Dutta and Donaldson, 2012). Given that the whole GJ is endocyted in a vesicle that

includes the cytoplasm of the coupled partner (see section 2.2.3), it would be possible

to use a fluorescent GJ-impermeable dye in only one cell, to monitor the endocytosis

using imaging (see Fig. 2.3). An increased endocytosis should decrease the global cell

capacitance too, which could be electrophysiologically monitored through the phase of its

impedance, using a lock-in amplifier (Rituper et al., 2013).

Functional role of the activity-induced plasticity

The diminution of the electrical coupling due to activity-induced plasticity probably de-

creases the synchronization and coincidence detection in neural circuits. However, it also

139



provokes a drop of Rin (Fig. 4.7), indicating a modification of the intrinsic properties of

the neurons too. Therefore, both synchronization and coincidence detection should be

assessed after the activity-like stimulation, in order to understand the functional impact

of it. In addition to that, a more detailed characterization of the MesV nucleus afferences

(do coupled neurons receive information from the same sensory modality? (el Manira

et al., 1993)) and efferences (do coupled neurons project onto the same motoneuron?)

will be great to further understand the operation of the electrical synaptic transmission

within the context of the oral behaviors.
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Hervé, J.-C., Derangeon, M., Sarrouilhe, D., Giepmans, B. N., and Bourmeyster, N.

(2012). Gap junctional channels are parts of multiprotein complexes. Biochimica et

Biophysica Acta (BBA) - Biomembranes, 1818(8):1844 – 1865. The Communicating

junctions, composition, structure and characteristics Part 1.

Hille, B. (2001). Ion Channels of Excitable Membranes. Sinauer Associates, 3rd edition

edition.

Hjorth, J., Blackwell, K. T., and Hellgren Kotaleski, J. (2009). Gap junctions between

striatal fast-spiking interneurons regulate spiking activity and synchronization as a

function of cortical activity. J Neurosci, 29(16):5276–5286.

Hoge, G. J., Davidson, K. G. V., Yasumura, T., Castillo, P. E., Rash, J. E., and Pereda,

A. E. (2011). The extent and strength of electrical coupling between inferior olivary neu-

rons is heterogeneous. Journal of Neurophysiology, 105(3):1089–1101. PMID: 21177999.

Hombach, S., Janssen-Bienhold, U., Söhl, G., Schubert, T., Büssow, H., Ott, T., Weiler,

R., and Willecke, K. (2004). Functional expression of connexin57 in horizontal cells of

the mouse retina. European Journal of Neuroscience, 19(10):2633–2640.

Hormuzdi, S. G., Filippov, M. A., Mitropoulou, G., Monyer, H., and Bruzzone, R. (2004).

Electrical synapses: a dynamic signaling system that shapes the activity of neuronal

networks. BBA-Biomembranes, 1662(1–2):113 – 137.

Hormuzdi, S. G., Pais, I., LeBeau, F. E., Towers, S. K., Rozov, A., Buhl, E. H., Whit-

tington, M. A., and Monyer, H. (2001). Impaired electrical signaling disrupts gamma

frequency oscillations in connexin 36-deficient mice. Neuron, 31(3):487–495.

Horn, K. M., Deep, A., and Gibson, A. R. (2013). Progressive limb ataxia following

inferior olive lesions. The Journal of physiology, 591(22):5475–5489.

Hornstein, E. P., Verweij, J., Li, P. H., and Schnapf, J. L. (2005). Gap-junctional coupling

and absolute sensitivity of photoreceptors in macaque retina. Journal of Neuroscience,

25(48):11201–11209.

Hsiao, C.-F., Kaur, G., Vong, A., Bawa, H., and Chandler, S. H. (2009). Participation of

Kv1 channels in control of membrane excitability and burst generation in mesencephalic

V neurons. J Neurophysiol, 101(3):1407–18.

155



Hu, H. and Agmon, A. (2015). Properties of precise firing synchrony between synap-

tically coupled cortical interneurons depend on their mode of coupling. Journal of

Neurophysiology, 114(1):624–637. PMID: 25972585.

Hu, H., Ma, Y., and Agmon, A. (2011). Submillisecond firing synchrony between different

subtypes of cortical interneurons connected chemically but not electrically. Journal of

Neuroscience, 31(9):3351–3361.

Huang, C.-C., Lo, S.-W., and Hsu, K.-S. (2001). Presynaptic mechanisms underlying

cannabinoid inhibition of excitatory synaptic transmission in rat striatal neurons. The

Journal of Physiology, 532(3):731–748.

Huang, W., Xiu, Y., an Yan, J., juan He, W., dong Zhao, Y., an Hu, Z., and zhen Ruan,

H. (2010). Facilitation of ih channels by p2y1 receptors activation in mesencephalic

trigeminal neurons. Neuroscience Letters, 482(2):156–159.

Huguenard, J. and McCormick, D. (1992). Simulation of the currents involved in rhythmic

oscillations in thalamic relay neurons. J Neurophysiol, 68(4):1373–1383.

Hyun, J. H., Eom, K., Lee, K.-H., Ho, W.-K., and Lee, S.-H. (2013). Activity-dependent

downregulation of d-type k+ channel subunit kv1.2 in rat hippocampal ca3 pyramidal

neurons. The Journal of Physiology, 591(22):5525–5540.

Inagaki, N., Yamatodani, A., Shinoda, K., Shiotani, Y., Tohyama, M., Watanabe, T., and

Wada, H. (1987). The histaminergic innervation of the mesencephalic nucleus of the

trigeminal nerve in rat brain: a light and electron microscopical study. Brain Research,

418(2):388–391.

Izhikevich, E. M. (2006). Dynamical Systems in Neuroscience: The Geometry of Ex-

citability and Bursting, volume 38. The MIT Press.

Jabeen, S. and Thirumalai, V. (2018). The interplay between electrical and chemical

synaptogenesis. Journal of Neurophysiology, 120(4):1914–1922. PMID: 30067121.

Jacobson, G. A., Rokni, D., and Yarom, Y. (2008). A model of the olivo-cerebellar system

as a temporal pattern generator. Trends in Neurosciences, 31(12):617–625.
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Schubert, T., Maxeiner, S., Krüger, O., Willecke, K., and Weiler, R. (2005b). Connexin45

mediates gap junctional coupling of bistratified ganglion cells in the mouse retina.

Journal of Comparative Neurology, 490(1):29–39.

Schulz, D. J., Goaillard, J.-M., and Marder, E. (2006). Variable channel expression in

identified single and electrically coupled neurons in different animals. Nature Neuro-

science, 9(3):356–362.

Schweighofer, N., Lang, E., and Kawato, M. (2013). Role of the olivo-cerebellar complex

in motor learning and control. Frontiers in Neural Circuits, 7:94.

Segretain, D. and Falk, M. M. (2004). Regulation of connexin biosynthesis, assembly, gap

junction formation, and removal. Biochimica et Biophysica Acta (BBA) - Biomem-

branes, 1662(1):3 – 21. The Connexins.

Serre-Beinier, V., Bosco, D., Zulianello, L., Charollais, A., Caille, D., Charpantier, E.,

Gauthier, B. R., Diaferia, G. R., Giepmans, B. N., Lupi, R., Marchetti, P., Deng, S.,

Buhler, L., Berney, T., Cirulli, V., and Meda, P. (2008). Cx36 makes channels coupling

human pancreatic β-cells, and correlates with insulin expression. Human Molecular

Genetics, 18(3):428–439.

169



Sevetson, J., Fittro, S., Heckman, E., and Haas, J. S. (2017). A calcium-dependent

pathway underlies activity-dependent plasticity of electrical synapses in the thalamic

reticular nucleus. The Journal of Physiology, 595(13):4417–4430.

Sevetson, J. and Haas, J. S. (2015). Asymmetry and modulation of spike timing in

electrically coupled neurons. Journal of Neurophysiology, 113(6):1743–1751. PMID:

25540226.

Shen, B., Zhou, K., Yang, S., Xu, T., and Wang, Y. (2008). The kv4.2 mediates excitatory

activity-dependent regulation of neuronal excitability in rat cortical neurons. Journal

of Neurochemistry, 105(3):773–783.

Shigenaga, Y., Mitsuhiro, Y., Yoshida, A., Cao, C. Q., and Tsuru, H. (1988a). Morphology

of single mesencephalic trigeminal neurons innervating masseter muscle of the cat. Brain

research, 445(2):392–9.

Shigenaga, Y., Yoshida, A., Mitsuhiro, Y., Doe, K., and Suemune, S. (1988b). Morphology

of single mesencephalic trigeminal neurons innervating periodontal ligament of the cat.

Brain research, 448(2):331–8.

Shui, Y., Liu, P., Zhan, H., Chen, B., and Wang, Z.-W. (2020). Molecular basis of

junctional current rectification at an electrical synapse. Science Advances, 6(27).

Sieling, F., Bédécarrats, A., Simmers, J., Prinz, A. A., and Nargeot, R. (2014). Differ-

ential roles of nonsynaptic and synaptic plasticity in operant reward learning-induced

compulsive behavior. Current Biology, 24(9):941–950.

Sigworth, F. J. (1980). The variance of sodium current fluctuations at the node of ranvier.

The Journal of Physiology, 307(1):97–129.

Siu, R. C. F., Smirnova, E., Brown, C. A., Zoidl, C., Spray, D. C., Donaldson, L. W.,

and Zoidl, G. (2016). Structural and functional consequences of connexin 36 (cx36)

interaction with calmodulin. Frontiers in Molecular Neuroscience, 9:120.

Skeberdis, V. A., Rimkute, L., Skeberdyte, A., Paulauskas, N., and Bukauskas, F. F.

(2011). ph-dependent modulation of connexin-based gap junctional uncouplers. The

Journal of Physiology, 589(14):3495–3506.

Skerrett, I. M. and Williams, J. B. (2017). A structural and functional comparison of gap

junction channels composed of connexins and innexins. Developmental Neurobiology,

77(5):522–547.

170



Sotelo, C., Llinas, R., and Baker, R. (1974). Structural study of inferior olivary nucleus of

the cat: morphological correlates of electrotonic coupling. Journal of Neurophysiology,

37(3):541–559. PMID: 4827021.

Srinivas, M., Rozental, R., Kojima, T., Dermietzel, R., Mehler, M., Condorelli, D. F.,

Kessler, J. A., and Spray, D. C. (1999). Functional properties of channels formed by

the neuronal gap junction protein connexin36. Journal of Neuroscience, 19(22):9848–

9855.

Stefan Thurner, Rudolf Hanel, P. K. (2018). Introduction to the Theory of Complex

Systems. Oxford University Press, USA, hardcover edition.

Steinert, J. R., Robinson, S. W., Tong, H., Haustein, M. D., Kopp-Scheinpflug, C., and

Forsythe, I. D. (2011). Nitric oxide is an activity-dependent regulator of target neuron

intrinsic excitability. Neuron, 71(2):291–305.

Stella, N. (2010). Cannabinoid and cannabinoid-like receptors in microglia, astrocytes,

and astrocytomas. Glia, 58(9):1017–1030.

Suchyna, T. M., Nitsche, J. M., Chilton, M., Harris, A. L., Veenstra, R. D., and Nicholson,

B. J. (1999). Different ionic selectivities for connexins 26 and 32 produce rectifying gap

junction channels. Biophysical Journal, 77(6):2968–2987.
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U., and Söhl, G. (2002). Structural and functional diversity of connexin genes in the

mouse and human genome. Biological Chemistry, 383(5):725 – 737.

175



Wilson, R. I. and Nicoll, R. A. (2001). Endogenous cannabinoids mediate retrograde

signalling at hippocampal synapses. Nature, 410(6828):588–592.

Wilson, R. I. and Nicoll, R. A. (2002). Endocannabinoid signaling in the brain. Science,

296(5568):678–682.

Won, J., Lee, P. R., and Oh, S. B. (2019). Alpha 2 adrenoceptor agonist guanabenz

directly inhibits hyperpolarization-activated, cyclic nucleotide-modulated (hcn) chan-

nels in mesencephalic trigeminal nucleus neurons. European Journal of Pharmacology,

854:320–327.

Xin, L., Gong, X.-Q., and Bai, D. (2010). The role of amino terminus of mouse cx50 in

determining transjunctional voltage-dependent gating and unitary conductance. Bio-

physical Journal, 99(7):2077 – 2086.

Yamamoto, T., Matsuo, R., Kiyomitsu, Y., and Kitamura, R. (1989). Sensory and motor

responses of trigeminal and reticular neurons during ingestive behavior in rats. Exper-

imental Brain Research, 76(2):386–400.

Yang, X.-D., Korn, H., and Faber, D. S. (1990). Long-term potentiation of electrotonic

coupling at mixed synapses. Nature, 348(6301):542–545.

Yang, Y.-M., Wang, W., Fedchyshyn, M. J., Zhou, Z., Ding, J., and Wang, L.-Y. (2014).

Enhancing the fidelity of neurotransmission by activity-dependent facilitation of presy-

naptic potassium currents. Nature Communications, 5(1):4564.

Yarom, Y. and Cohen, D. (2002). The olivocerebellar system as a generator of temporal

patterns. Annals of the New York Academy of Sciences, 978(1):122–134.

Yoshida, S. and Oka, H. (1998). Membrane properties of dissociated trigeminal mesen-

cephalic neurons of the adult rat. Neuroscience Research, 30(3):227–234.

Yu, X., Chen, X.-W., Zhou, P., Yao, L., Liu, T., Zhang, B., Li, Y., Zheng, H., Zheng,

L.-H., Zhang, C. X., Bruce, I., Ge, J.-B., Wang, S.-Q., Hu, Z.-A., Yu, H.-G., and Zhou,

Z. (2007). Calcium influx through if channels in rat ventricular myocytes. American

Journal of Physiology-Cell Physiology, 292(3):C1147–C1155. PMID: 17065201.

Yu, X., Duan, K.-L., Shang, C.-F., Yu, H.-G., and Zhou, Z. (2004). Calcium influx through

hyperpolarization-activated cation channels (ih channels) contributes to activity-evoked

neuronal secretion. Proceedings of the National Academy of Sciences, 101(4):1051–1056.

Zhang, B., Zhang, X.-Y., Luo, P.-F., Huang, W., Zhu, F.-P., Liu, T., Du, Y.-R., Wu,
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