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Abstract. Non-technical electrical losses detection is a complex task,
with high economic impact. Due to the diversity and large number of
consumption records, it is very important to find an efficient automatic
method to detect the largest number of frauds with the least amount of
experts’ hours involved in preprocessing and inspections. This article an-
alyzes the performance of a strategy based on a semisupervised method,
that starting from a set of labeled data, extends this labels to unlabeled
data, and then allows to detect new frauds at consumptions. Results
show that the proposed framework, improves performance in terms of
the Fmeasure against manual methods performed by experts and previ-
ous supervised methods, avoiding hours of experts/inspection labeling.

Keywords: Electricity Fraud, Support Vector Machine, Semisupervised
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1 Introduction

In the power market, electrical losses are increasingly being taken more into con-
sideration due to the high economic impact generated. These can be separated
in technical and non technical losses (NTL). The former ones are related to dis-
sipation losses in the grid, either during transmission, voltage transformation,
or energy measurement. On the other hand NTL involves energy that is trans-
mitted, but is not billed, and essentially they are generated by faults or illegal
manipulation on the side of the client. Inspecting customers on site implies a
great economic cost, and this cost is not refunded through these inspections. In
[1] is shown the procedure carried out in UTE1, Uruguay. It is a manual pro-
cedure, that involves many hours of manual preprocessing, and results shows
the posibility to improve the performance regarding true positive detections. In
[2] Rodŕıguez et al. a comparative analysis of learning from experts labels and
inspection labels is done using a supervised approach. In a more general review,
there are several works with a Pattern Recognition approach that have addressed
the detection of non technical losses (supervised or unsupervised). Leon et al.

1 The national company (utility).

E. Bayro-Corrochano and E. Hancock (Eds.): CIARP 2014, LNCS 8827, pp. 698–705, 2014.
c© Springer International Publishing Switzerland 2014

http://iie.fing.edu.uy


Semisupervised Approach to Non Technical Losses Detection 699

review the main research works found in the area between 1990 and 2008 [3].
Since 2008, there are diverse contributions published. A few of these approaches
consider unsupervised classification using different techniques such as fuzzy clus-
tering (dos Angelos et al., 2011) [4], neural networks (Markoc et al., 2011 [5];
Sforna, 2000 [6]), among others. In (Depuru et al., 2011) [7] and (Yap et al.,
2007) [8] Support Vector Machines (SVM) [9] is used. In (Yap et al., 2012) [10]
are compared the methods Back-Propagation Neural Network (BPNN), Online-
sequential Extreme Learning Machine (OS-ELM) and SVM. Di Martino et al.
(Di Martino et al., 2012) [1] combine CS-SVM classifiers, One class SVM, and
C4.5 OPF.

While these methods cited above utilize supervised or unsupervised tech-
niques. The objective of this work is to address the problem from a complemen-
tary semi supervised approach using a variation of SVM, as well as implement
feature selection, and compare results with previous works. There are multiple
works that implement semi supervised methods, for example Transductive SVM
(Joachims, 1999) [11], Large Scale Semisupervised Linear SVMs (Sindhwani et
al., 2005) [12] and Gaussian Fields and Harmonic Functions (Zhu et al., 2003)
[13] for text classification. They show that is efficient to use a semi supervised
method in problems where is significantly more complicated and expensive to
get labeled data, than unlabeled data. To make inspections on site, involves cost
of technicians and transport for inspections of suspect customers. Then, the ob-
jective in a semisupervised approach, is to create a tool, that starting from a set
of labeled data, extends this labels to unlabeled data, and then allows to detect
new frauds at consumptions. In this paper we set out to analyze the behavior of
the proposed semi supervised framework to fraud classification and compare it
against manual methods performed by experts and previous supervised methods.
Thus, as far as we know is a new way to approach this problem. The paper is
organized as follows. Section 2 describes the semi supervised approach, Section 3
presents the experiments conducted and the obtained results, and finally Section
4 presents the conclutions and the proposed future work.

2 Semi Supervised Approach to NTL Detection

In NTL detection problems, usually the amount of labeled data is limited, and
getting new labels is difficult and involves high economic costs. On the other
hand, there exist more readily available and easily obtainable unlabled data.
As was said in the introduction, semi supervised approach has succeded others
approaches in these conditions: large amount of unlabeled data (consumption
registers) and few labeled data (previously inspected). In the transductive learn-
ing, the labeled data is used to extends these labels into the unlabeled data.
Thus, theoretically using unlabeled data, enables to get a better performance on
the results, since as shown in figure 1, information about the unlabeled data can
significantly change the classification.
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Fig. 1. Hyperplanes solution of SVM using positive/negative examples (marked as +/-,
and SVM using also unlabeled data (marked as dots) [11]

2.1 Transductive SVM

Transductive SVM [11], is a variant of the SVM method, which takes into ac-
count a particular test set, and tries to minimize classification errors over that
set. Thus, the required amount of labeled data is greatly reduced, allowing to
implement a semi supervised method.

This method uses a labeled training set of size n, and an unlabeled test set of
size k:

(−→x1, y1), (
−→x2, y2), ..., (

−→xn, yn) (1)

−→x1
∗,−→x2

∗, ...,−→xk
∗ (2)

The equivalent SVM primal problem (linearly separable case) is defined as:

min
1

2
‖−→w ‖2 (3)

Subject to:
∀i ∈ [1..n] : yi[

−→w · −→xi + b] � 1 (4)

∀j ∈ [1..k] : y∗j [
−→w · −→x∗

j + b] � 1 (5)

By varying w, b and the estimated labels y∗k. Where w and b are the parameters
that define the hyperplane of SVM. Solving this means finding a labelling of the
test data and a hyperplane, so that hyperplane separates both training and test
data with maximum margin, as shown in figure 1. To deal with non separable
data, similar variables to those used in the conventional SVM are introduced:

min
1

2
‖−→w ‖2 + C

n∑

i=0

ξi + C∗
k∑

j=0

ξ∗j (6)
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Subject to:

∀i ∈ [1..n] : yi[
−→w · −→xi + b] � 1− ξi (7)

∀j ∈ [1..k] : y∗j [
−→w · −→x∗

j + b] � 1− ξ∗j (8)

∀i ∈ [1..n] : ξi > 0 (9)

∀j ∈ [1..k] : ξ∗j > 0 (10)

The problem is very similar to conventional SVM, the main difference is the
handled of different variables ξi and C for labeled and unlabeled data.

To solve this problem, a first step is to label the test set according to a conven-
tional SVM, then the iteration begins, where the test set labels are exchanged,
so that the objective function decreases, and in each step the influence of the
test set is increased. The iteration continues until there is no label exchange of
the test set that reduces the objective function.

2.2 Performance Measure

As proposed in [14] we attempt to maximize Fmeassure, and also monitor the
values of Precision and Recall. We make the analysis for the default value beta
equal to one, which translates in a commitment to equality between the Precision
and Recall. We define Ω = {ω+, ω−} as the set of possible classes, being TP
(true positive) the number of x ∈ ω+ correctly classified, TN (true negative)
the number of x ∈ ω− correctly classified, FP (false positive) and FN (false
negative) the number of x ∈ ω− and x ∈ ω+ misclassified respectively.

Recall : R =
TP

TP + FN
(11)

Precision : P =
TP

TP + FP
(12)

Fmeassure : F =
(1 + β2)RP

β2P +R
(13)

2.3 Feature Selection

The initial database has 36 features per sample, which correspond to the con-
sumption of the last 36 months. In [2] an attempt to find a small set of relevant
features implementing a feature selection stage is done using a wrapper method
to evaluate the performance of CSVM for the wanted features. The feature subset
includes:
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Fig. 2. Feature 1

– Consumption ratio for the last three months and the average consumption

car1 =
mean(C[n− 3 : n])

mean(C[1 : n− 4])
(14)

– Consumption ratio for the last six months and the average consumption

car2 =
mean(C[n− 6 : n])

mean(C[1 : n− 7])
(15)

Fig. 3. Feature 2

– Difference between fifth Wavelet coefficient from the last and previous years
– Euclidean distance of each customer to the mean customer, where the mean

customer is calculated by taking the mean for each month between all the
customers

Fig. 4. Feature 4

– Slope of the straight line that fits the consumption curve

car28 = polyfit(C, 1) (16)
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Fig. 5. Feature 5

3 Experiments and Results

3.1 Database

In this work we used a data set of 446 profiles obtained from the UTE’s database.
Each profile is represented by the customers monthly consumption in the last 36
months, and has two labels, one defined by technicians previous the inspection
(normal or suspect) and another based on the inspection results (fraud or no
fraud). While in CSVM training we only use the suspect set, in TSVM training,
first we delete the fraud and no fraud labels from customers labeled as normal.
Then we extend the fraud and no fraud labels from customers labeled as suspect
to the customers labeled as normal (previously deleted). These final fraud and
no fraud labels were utilized in the training stage. Performance evaluation was
done given only the inspection labels (fraud and no fraud original labels).

The consumptions can be separated into 353 normals and 93 suspects, and
123 fraud, 323 no fraud, distributed as follows in table 1.

Table 1. Labels

Normal Suspect

Fraud No fraud Fraud No Fraud

76 277 47 46

3.2 Algorithm Performance

SVMlight2 [15] algorithm is used to try to improve efficiency, if it receives some
unlabeled data, it automatically implement TSVM, these algorithms can be
found in [16]. We iterate with the parameters C from equation [6] and gamma
of the RBF Kernel used in SVMlight.

A cross validation is implemented (using 5 folds). The database, is partitioned
randomly in 80% for training and 20% for test, keeping the proportions of the
labels (suspect and fraud). This approach would maintain the same original
ratio between fraud and no fraud labels, and allows to obtain training and test
datasets for use with the algorithm.

2 SVM library used to run TSVM.
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An exhaustive search varying C from equation 6 and γ of the RBF Kernel
used in SVMlight is performed to obtain optimal values, and this values are used
to clasify the test set.

Results obtained after using the algorithms mentioned above can be seen in
table 2

Table 2. Fraud detection results

• P R Fm

Manual 51 38 44

CSVM 33.66 82.93 47.89

TSVM 34.72 81.30 48.66

We compare the performance of this semisupervised approach with supervised
algorithms CSVM and with manual classification. It can be seen an improvement
achieved with respect to the Fmeassure. Besides the former has the advantage
over the manual classification that not require so many hours of manual prepro-
cessing.

4 Conclusion and Future Work

In this work we analyze the performance of a strategy based on a semisuper-
vised method, that starting from a set of labeled data (suspects) as fraud or no
fraud, extends this labels to unlabeled data (no suspects), and then allows to
detect new frauds at consumptions. Results show that the proposed framework,
improves performance in terms of the Fmeasure with inspection labels against
manual methods performed by experts and previous supervised methods, avoid-
ing hours of previous data inspect. As future work, we propose to analyze the
performance of the proposed method, utilizing more amount of data, that re-
flects the typical imbalance between fraud and no fraud customers. Also, we
propose to analize the performance of other semisupervised methods, as well
as the extension of supervised methods (that have had good performance with
unbalanced problems) to the semisupervised approach, as for example LFC [17]
and OFC [14].
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