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Abstract. This work presents a framework for diagnosing sub-clinical
endometritis, a common uterine disease in dairy cattle, based in the anal-
ysis of ultrasound images of the uterine horn. The main contribution
consists in the feature extraction proposal, based on the characteristics
that the expert takes into account for diagnosing, such as statistics mea-
sures, image textures, shape, custom thickness measures and histogram,
among others. Given the segmentation of the different regions of the uter-
ine horn, a fully automatic supervised classification is performed, using
a model based on C-SVM. Two different datasets of ultrasound images
were used, acquired and tagged by an expert. The proposed framework
shows promising results, allowing to consider the development of a com-
plete automatic procedure to measure morphological features of the uter-
ine horn that may contribute in the diagnosis of the pathology.
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chine, classification, endometritis, diagnosis, imbalance classes.

1 Introduction

Postpartum uterine diseases, such as uterus damage and ovarian cyclic activity
disruption, has become one of the most important causes of reproductive ineffi-
ciency in dairy cattle and are associated with infertility [23,3]. Endometritis is an
uterine disease defined as a chronic inflammation limited to the endometrium,
which is not associated with systemic illness [22,24]. Clinical endometritis is char-
acterized by the presence of purulent (>50%) or muco-purulent uterine exudate
in the vagina, twenty one or more days postpartum and is not accompanied by
systemic signs. Ultrasonography (US) images are widely used for endometritis
diagnose, but this technique gets special relevance while detecting sub-clinical
endometritis, since there is no visible material in vagina [12,11]. In this cases, the
diagnosis is very difficult even for an expert, thus image processing techniques
becomes an important help for veterinarians.

Sub-clinical endometritis can be diagnosed accurately by either cytologically
(cytobrush and uterine lavage technique) or histologically (biopsy) [14,9], but
some authors have questioned these methods because they are invasive, expensive
and time consuming [17,7].
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Fig. 1. Definitions. A schematic representa-
tion of the problem in a real example of the
application is shown. The region between
Γ1 and Γ2 is called myometrium, the region
between Γ2 and Γ3 endometrium and the
region inside Γ3 lumen.

The diagnosis of the sub-clinical en-
dometritis using US images is based
on the appearance of the uterus layers
(myometrium and endometrium) and
the presence and quality of the uter-
ine fluid. Figure 1 shows an image of
a transversal cut of the uterine horn:
the myometrium is the region delim-
ited by curves Γ1 and Γ2 and the en-
dometrium is the region delimited by
curves Γ2 and Γ3.

This work presents a method to aid
veterinaries in endometritis diagnose,
based on US images of a transversal
cut of the uterine horn. We present a
strategy to make the automatic diag-
nosis based on segmented images, us-

ing pattern recognition techniques. The main contribution consists in the feature
extraction proposal, based on the characteristics considered by the expert for the
diagnosis, such as texture, echogenicity (pixel intensities depending on the ab-
sorption/reflection of US waves) and shapes, among others. The diagnose of the
expert is used to train our model in a supervised classification in two classes: sick
and healthy cattle. The features used for the classification are based on the most
relevant characteristics used by the expert, and tries to emulate his criteria. The
trained algorithm is used to predict, based on the extracted features, the cow’s
condition.

Diagnosis based on US images is widely used in the literature to diagnose
several kind of diseases. Usually, these solutions are particular for a specific
application. In [26,27], US images are used to detect a liver disease in dairy
cattle, hepatic steatosis, using image processing techniques and the result of
the biopsy as a gold standard. Also, US imaging diagnosis is used for human
diseases, in [16], Fourier-based shape features were extracted to implement a
computer-aided US diagnosis system to detect breast tumors. In addition, US
imaging can be also used for segmentation. In [2], shape priors combined with
machine learning and image processing components are used to measure the rib
eye area.

The remainder of the paper is organized as follows. Section 2 describes the
framework, Section 3 presents the experiments and results, and some conclusions
and future work are shown in Section 4.

2 Framework

The proposed framework consists of three modules: (1) pre-processing and nor-
malization, (2) feature extraction and selection, and (3) classification. This work
focuses in the feature extraction stage, reproducing the expert evaluation of the
diagnostic and using machine learning algorithms over the US images to infer
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Fig. 2. Thickness profile measurement. Left: path of the evolved points. Green solid
lines corresponds to the path of the original points of the curve, and orange dashed
lines corresponds to points created during evolution to ensure a good sampling of the
curve at each step. Right: thickness profile obtained. This graphic shows the thickness
of myometrium (tm) and endometrium (te) as a function of the angle in radians (θ),
shown at left.

the composition or biological content of the different regions of the uterine horn,
in order to identify the anatomic characteristics that are taken into account by
the expert for diagnosing. An automatic classification method was implemented
using the segmented US images, based on the C-SVM algorithm.

2.1 Features Extraction and Selection

The sub-clinical endometritis is characterized by the thickness of endometrium
(> 8 mm) and thickness of the lumen of the uterus (> 3 mm) [3], but those
features are not enough for diagnosing. These thicknesses should be considered
together with myometrium thickness and their echogenicities. For this reason the
measure of echogenicity and thickness becomes relevant features to distinguish
this disease from some normal physiological situations.

In order to measure the thickness of the myometrium and endometrium, we
implemented an algorithm based on the normal evolution of the curves delim-
iting these regions (Γ1, Γ2 and Γ3) that, adding mechanisms of creating and
combining points during evolution, ensures a good representation of the curve
in each step [25]. This algorithm provides an entire thickness profile of the re-
gions and leads to an intuitive thickness definition (see Figure 2). Let te(θ) and
tm(θ) be the thickness profile of endometrium and myometrium respectively,
θe = argmax

θ
(te), and θm = argmax

θ
(tm). The thickness profile is used to ex-

tract various features intending to capture the useful information needed:

– te(θe)/tm(θe): captures a localized inflammation of the endometrium.
– te(θe)/area(Γ1): measures the maximum “portion” of the uterine horn oc-

cupied by the endometrium.
– te(θe)/(area(Γ2)− area(Γ3))
– te(θe)/tm(θm)
– tm(θm)/area(Γ1) captures the relative thickness of the myometrium.



Sub-clinical Uterine Disease Diagnosis Based on US Images 693

Fig. 3. Features extracted to measure lumen thickness. In blue the Γ3 curve delimits
the lumen. Left: in yellow the lumen inner osculating circle. Right: in yellow the lumen
skeleton.

The thickness of the lumen is also a good descriptor for diagnosing endometri-
tis [3]. Therefore we computed two more features intending to capture this char-
acteristics: the radius of the biggest inner osculating circle and the average dis-
tance between points of Γ3 to the lumen skeleton (Figure 3).

The presence of endometritis implicates the inflammation of uterus, and in
the case of clinic endometritis the inflammation can be easily seen as a purulent
or muco purulent fluid inside the lumen [15,23,12,10,11]. The mucus appears as
a whiter region, because of higher reflectance of US waves. We propose two other
descriptors to capture this effect, one based on histogram capturing the number
of modes presents, and the other based on a texture descriptor: LBP [1].

2.2 Classifier

While diagnosing this kind of diseases, the number of infected cows is signifi-
cantly lower than the number of healthy ones; this problem is well known as
the class imbalance problem. In this cases, standard classifiers tend to classify all
samples as belonging to the majority class. To overcome this difficulty we used
a weighted-cost learning, which assigns a higher cost to the misclassification of
a sample of the minority class. Another problem while working with highly un-
balanced classes is that most widely used metrics to evaluate the performance,
such as accuracy and error rate do not take into account those weights, favoring
the majority class [8]. Other metrics, such as Fvalue [18], takes into account the
imbalance problem:

Recall : Rp =
TP

TP + FN
, Precision : P =

TP

TP + FP
, Fvalue(β) = (1 + β2) × Rp × P

β2 × Rp + P
(1)

Classified as sick Classified as healthy

Truly sick TP (true positive) FP (false positive)
Truly healthy FN (false negative) TN (true negative)

Therefore we decided to use Fvalue(1) as the performance measure, instead
of accuracy or error rate. Also, as one of the datasets used presented highly
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imbalanced classes, we decided to over-sample the minority class, creating syn-
thetic samples by using the SMOTE technique [4].

In this sense, a classification using C-SVM [21] with a RBF Kernel was per-
formed, assigning a higher cost to the misclassification of the samples of the
minority class. The parameter selection was made using Grid Search technique,
analyzing the variation of parameters C of C-SVM and γ of the RBF kernel.

3 Experiments and Results

3.1 Datasets

Two different datasets were used. Dataset 1: Consists in 252 images captured
in two different Uruguayan dairy farms using Imago ECM (90-1945) Ultrasound
Scanner with the lineal rectal sonda LB760P. Dataset 2: Consists in 144 im-
ages captured in different dairy farms in North Italy, using the Imago ECM
Angouleme France Ultrasound Scanner.

All cows analyzed were in any part of the estrous cycle, as long as there have
passed at least twenty one days from the last delivery. All images were labeled
(diagnosed) by the expert in order to use it as a gold standard for evaluating
our algorithm, and manually segmented by the same person.

3.2 Performance Analysis

The absence of lumen in the US image is a binary indicator of endometritis. If
no lumen is present in the image, the cow is healthy. Since our segmentation is
done manually, the cows with no lumen present in the images are not considered
in the automatic analysis. All results shown in this section are based only in
images with lumen present. If we include all images, our performance indexes
would rise.

As we said previously, we used Fvalue(1) as the performance measurement in
order to contemplate the imbalance problem.

Correlation. As a measure of correlation between the features and the labels
we propose to use the Pearson correlation coefficient (R) [13].

In dataset 1, the correlation of the proposed features were slightly low, R(i) ∼
0.3. The best two features are the ones related to lumen thickness and the max-
imum thickness of endometrium normalized by the area. Using dataset 2 the
results are quite different, with higher correlations (R(i) ∼ 0.8). The best fea-
tures are related with the image data, such as descriptors of texture, followed
by the lumen and endometrium thickness features.

The fact that the most correlated features depends on the dataset can be
explained by the quality of the images in each dataset. Images of dataset 2 have
better definition, contrast and clearer textures. In order to exemplify this, Figure
4 shows typical images of both datasets. Example image from dataset 1 is clearly
blurred making the segmentation procedure very difficult even for an expert, and



Sub-clinical Uterine Disease Diagnosis Based on US Images 695

Fig. 4. Comparison between quality of both datasets. Both images corresponds to sick
cows. Left: Example image of dataset 1. Middle: Example image of dataset 2. Right:
anisotropic diffusion applied to the example image of dataset 1.

Table 1. 10-fold cross validation results

Dataset 1 Dataset 2
Without SMOTE With SMOTE

Correctly classified 181/252 346/400 142/144
Accuracy 0.7183 0.8650 0.9861
Precision 0.4423 0.9300 0.9855
Recall 0.3538 0.8230 0.9855
F-Value 0.4423 0.930 0.9855

shattering the texture structures. In order to overcome this problem, Anisotropic
Diffusion [19] is considered. In this case the contrast is enhanced but texture
destroyed (see Figure 4), so it is used only to aid in the manual segmentation.

Classification. To perform the evaluation a 10-fold cross validation was used;
the optimal parameters (C and γ) were computed in each fold. The results of the
classification obtained in each dataset are shown in Table 1, which shows a big
difference in the performance of each dataset. This can be explained since the im-
age related features, such as texture or LBP, present lower correlation with the
labels in dataset 1 because of its low quality, degrading the overall performance of
the classifier. Also, dataset 1 presents the most imbalanced classes, which causes
a clear performance degradation. As can be seen, using SMOTE the results for
this dataset are widely enhanced. On the other hand, in dataset 2 the whole set of
features provides a better discrimination, leading to a satisfactory performance.

4 Conclusions and Future Work

This work presents a machine learning application for the detection of endometri-
tis in dairy cattle. An important part of this work is based on the analysis of
anatomy and biology of the animals, in order to develop a feature extraction
stage, that intends to describe the expert analysis in the diagnosis of the men-
tioned disease.

No cattle pre-selection was applied for this study, therefore intrinsic imbalance
between classes is present, giving a snapshot of the state of cattle in visited
farms. This classes imbalance plays an important role in the classification step,
and is considered in the design of the classifier. Also an over-sampling technique
(SMOTE) was used to overcome this problem in dataset 1.
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The complete framework obtains successful results, suggesting that the feature
extraction stage is capable of capture and discriminate the relevant characteris-
tics for the classification.

This work is focused in interpretation of the relevant biological character-
istic for endometritis diagnose, and the feature extraction that captures this
information. As future work we plan to evaluate the performance with more so-
phisticated classification algorithms, such as LFS [5] or OFS [6]. Although the
manual segmentation could be done by any minimally trained person, not neces-
sarily veterinarian, we plan to implement a completely automatic classification
system, including an automatic segmentation by adding shape priors, such as
the one performed in [2].

As far as we know this is the first report of the use of an algorithm to predict
uterus health. Taking into account the controversial definitions of sub-clinical
endometritis and the difficulty in the diagnosis of sub-clinical endometritis, the
automatic classification of the disease by image analysis may aid in the precision
of the diagnosis as well as in the training of the veterinarians. Moreover, con-
sidering the massive use of drugs to treat postpartum uterine diseases in dairy
cows (mainly that have been considered unnecessary, [20]) this may contribute
to a more rational use of drugs especially in the dairy industry, which products
are for human consumption.

Acknowledgments. This work was partially supported by grant ANII FMV
2 2011 1 7376.

References

1. Ahonen, T., Hadid, A., Pietikainen, M.: Face description with local binary pat-
terns: Application to face recognition. IEEE Transactions on Pattern Analysis and
Machine Intelligence 28(12), 2037–2041 (2006)

2. Arias, P., Sprechmann, P., Pini, A., Sanguinetti, G., Cancela, P., Fernández, A.,
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