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Abstract—The study of the 802.11 standard has been very
intense for more than a decade now. Several works have striven
at understanding its performance, even in the simplest topology of
a wireless local area network (WLAN) with a single access point
(AP). The present survey is an effort to classify and present the
enormous literature on the subject into several important case-
scenarios, and summarizes the current understanding of WLAN
performance. The resulting performance and associated models
are discussed (and sometimes extended) and simulation results
are used to illustrate them. We also highlight interesting open
research problems that we believe the community should address.

I. I NTRODUCTION

Wireless is probably today’s most used access technol-
ogy. Among the many possibilities, 802.11 [1] (commercially
known as WiFi) has gained the majority of the market, mainly
because of its low cost and reasonable performance. From
refrigerators [2] to the more traditional laptops or tablets,
virtually all modern electric devices are equipped with (at
least) an 802.11 interface.

It should come at no surprise then that academia has
invested an enormous effort on studying this kind of network.
There exist studies based on simulations or experimentation;
considering different flavors of 802.11 (e.g. a, b, g, e, n,
ac); some propose improvements to the standard, while some
propose new algorithms altogether.

At the most basic level, there exist two kinds of network
configuration: WLAN (Wireless Local Area Network) and ad-
hoc, both of them contemplated by the standard. In the former,
all hosts send and receive data to and from a centralized node
(known as the access point, AP). In the latter, no such node
exists, and communication may be carried between all hosts.

The present survey is concentrated on the WLAN case,
illustrated in Fig. 1. In particular, we present a summary ofthe
current understanding of WLAN performance. To this end, we
discuss what we consider the most important case-scenarios,
and present the resulting 802.11 performance. In addition,we
present models pertinent to each case-scenario, which willhelp
us explain some of the observed phenomena. Moreover, results
are verified (and sometimes extended) by means of simulation,
although we refer to the literature for experimental campaigns
when possible.

Given the sheer amount of papers on the subject, our
intention is by no means to be exhaustive, but we will highlight
only those papers we consider to be most representative of
each scenario. Precisely, because of the enormous existing

Fig. 1: The network considered in the present article: all
stations (in this case two laptops and two smartphones) com-
municate exclusively with the AP, which in turn may act as a
gateway to the internet or any wired infrastructure.

literature, we believe the present paper to be a very important
contribution and, surprisingly and to the best of our knowl-
edge, the first overview of the subject.

The rest of the article is structured as follows. The next
section gives a brief overview of the 802.11 standard. We then
begin with the discussion of the considered case-scenarios.
Section III presents one in which all stations can “hear” every
other station, and they all have packets ready to be sent
constantly. We consider unsaturated stations in Sec. IV, in
particular when the stations are sending and receiving TCP
traffic. The models and results we will present up to this last
section are considering a simplistic receiver’s PHY model,
where if more than two transmissions share a (however small)
portion of time at the receiver, neither one can be correctly
received (i.e. nocapture effect). We dedicate Sec. V to the
capture phenomena and its effects over the performance of the
WLAN. The infamous hidden terminal problem is discussed
in Sec. VI. 802.11a/b/g are still by far the most widely used
versions of the standard. As such, most of the discussion up
to this last section focus on them. Relatively recent versions
of the standard, such as 802.11e and 802.11n, are discussed
in Secs. VIII and VII. In particular we will discuss how most
of the analysis we will present for 802.11a/b/g is still valid
for 802.11n. In Sec. X we concisely comment some important
case-scenarios out of the scope of the present overview. We
briefly discuss the very important and challenging problem



of metrology in an uncontrolled WLAN scenario in Sec. IX.
Finally, we conclude the article in Sec. XI.

II. T HE IEEE 802.11 STANDARD

We now briefly present the 802.11 standard, whose objective
is to specify the physical (PHY) layer and the medium access
control (MAC) mechanism for implementing a wireless local
area network. The next two subsections are devoted to these
two specifications. It should be noted however, that we will
limit ourselves to those aspects that are most important from
a global performance perspective. For a complete description,
the interested reader should consult [1].

A. Physical Layer

Regarding the PHY layer, the standard notably specifies the
working frequency bands and available modulation schemes
(which in turn dictates the available data rates; e.g. DSSS with
DQPSK encoding results in a 2Mbps rate). Another important
aspect worth noting for our purposes is the presence of the
Physical Layer Convergence Protocol (PLCP) sublayer, which
is responsible of interfacing between the MAC layer and the
“actual” PHY layer (or more correctly stated, the Physical
Medium Dependent, PMD, sublayer). Its basic objective is to
make the MAC layer as agnostic as possible to the different
physical specifications we will discuss later. It should be noted
that the PLCP sublayer appends a PHY-specific preamble and
header to each packet, modulated at a specific rate, and that
they must be taken into account in all computations and are
not to be neglected.

These PLCP preamble and header are used by the receiver as
follows. After detecting and measuring the frame’s preamble
power, the receiver adapts its gain to the measured power. It
then uses a set of training symbols included in the preamble so
as to synchronize with the transmitter. After successfullysyn-
chronizing, the receiver decodes the PLCP header that follows
(which for instance includes information on the modulation
used for the payload). If the header is correctly received (which
is verified by a parity bit) the receiver goes to a receiving
state and decodes the rest of the frame. To verify the correct
reception of the complete frame, a CRC is appended at the end
of it. Such detailed description of the receiving process will
be helpful to understand the capture phenomena, discussed in
Sec. V.

In any case, the most important differences between 802.11
flavors lies precisely in this layer. For instance, 802.11a
works in the 5.8Ghz frequency range with OFDM (Orthogonal
Frequency Division Multiplexing), and possible data ratesof 6,
9, 12, 18, 24, 36, 48 and 54 Mbps. On the other hand, 802.11b
operates at the 2.4 Ghz band and has three possibles physical
layers: IR (Infrared), FHSS (Frequency Hopping Spread Spec-
trum) and DSSS (Direct Sequence Spread Spectrum), although
only the latter became widely implemented. The raw data
transfer rates supported by this PHY are 1, 2, 5.5 and 11
Mbps. Naturally, as the rate increases, so does the Signal to
Interference and Noise Ratio (SINR) required for a correct

reception (although recent studies show that this is not entirely
true [3]).

Although the 802.11a flavor offers bigger data rates than
the 802.11b counterpart, the latter is still more widely used
mostly due to the fact that at the moment of their release,
only the 2.4Ghz band was unlicensed worldwide (notably in
Europe). 802.11g was proposed so as to obtain the benefits
of both 802.11 a and b. It works using OFDM in the 2.4Ghz
band and is backwards-compatible with 802.11b to facilitate
its market incorporation.

However, the ever increasing traffic demands called for even
higher data rates. The answer was the 802.11n standard [4],
whose objective was to obtain at least a 100Mbps throughput
measured at the MAC level. Multiple-Input Multiple-Output
(MIMO), and the option of operating using a channel with
twice as much bandwidth as the legacy 802.11 (resulting in
either 20MHz or 40MHz channels) are the key to the greater
physical data rates in 802.11n. Further optional features are
considered in the standard with the objective of improving
robustness and thus range. For instance, two variants of
transmit beamforming are included, as well as Space Time
Block Coding (STBC). In a nutshell, while the former adapts
the spatial streams to the current MIMO channel (by means
of the so-called steering matrix), the latter sends redundant
information over the available streams. When all possibilities
are considered (spatial streams, modulation method, coding
rate, channel bandwidth, and guard interval), the number of
possible raw data rates has enormously increased. While in
802.11a we had 8 different rates, the new amendment offers
128, ranging from 6.5Mbps to 600Mbps.

B. Medium Access Control Mechanism

This subsection describes the main MAC mechanism de-
fined by 802.11a/b/g, the so-called Distributed Coordination
Function (DCF). It then discusses the modifications imple-
mented in 802.11e and 802.11n.

DCF is a CSMA/CA (Carrier Sense Multiple Access with
Collision Avoidance) mechanism, that is executed by each
node in a distributed way. More precisely, it is a variation of
the so-calledp-persistentCSMA proposed by Kleinrock and
Tobagi in [5]. The standard also specifies a centralized MAC
mechanism (the Point Coordination Function, PCF). Cards
implementing it are almost nonexistent, and as such, we shall
not discuss PCF any further. In any case, the foremost objec-
tive for a MAC mechanism is to avoid potentially interfering
concurrent transmissions to occur. In DCF this objective is
achieved roughly in two steps.

As in every CSMA protocol, in DCF the first step that a
station that wants to access the medium must take is to decide
whether the channel is idle or not (i.e. perform the carrier
sense). This task is carried out in two ways: physically and
virtually. The former is a service provided by the PHY layer,
and is called Clear Channel Assessment (CCA). According to
the standard, the CCA implementation should report a busy
medium at least for one of the following conditions. Either
when the detected energy level is above a certain threshold,



when a signal with the same PHY characteristics is detected,or
a combination of both. The virtual carrier sensing is performed
by the MAC layer, and is based on its channel reservation
capabilities. More of this will be discussed when explaining
the Request To Send/Clear To Send procedure.

The second step is the collision avoidance (CA) one. This
is implemented by the backoff mechanism, which randomly
delays the transmission of frames. This mechanism helps
in preventing the synchronization of transmissions, sinceall
nodes that are waiting to transmit observe the channel becom-
ing idle at the same time, and would collide if the CA would
not be implemented.

More in detail, the complete MAC mechanism is as follows.
Assume the station has just successfully sent a packet and
received its corresponding acknowledgement. The station then
senses the medium and waits until it is detected idle for a
period longer than the so-called DCF Interframe Space (DIFS).
Then a random number with uniform distribution between
(0,W − 1) is chosen. For this first transmission attempt,W
takes the value ofWmin and it is multiplied by 2 for each
retransmission (i.e. not receiving the corresponding acknowl-
edgement) up to a maximum value ofWmax = 2mWmin.
The packet will be dropped when a certain number of retrans-
missions is reached. On the other hand, with each successful
transmission,W returns to its minimum value.

Once the backoff counter is selected, it is decremented by
one each time the medium is detected as idle for a period of
aTimeSlot. If the backoff counter has not reached zero and the
medium becomes busy, the station freezes its counter. That
is to say, the value of the backoff counter is saved and is
decremented again when the channel is idle for a period longer
than the so-called Extended Interframe Space (EIFS) if the
station detected and synchronized to the transmission using the
channel, but either the PLCP header or the CRC check failed.
In any other case, it waits for a DIFS period. It is important to
highlight however, that most simulators (in particular ns-3 [6])
always wait a EIFS period after a failed reception, even if it
did not synchronize with the PLCP preamble.

When the backoff reaches zero, the station will check
whether it has a packet waiting to be sent in its queue. In
such case, it will immediately send it. Else, it will wait fora
packet to arrive to the queue. When a packet arrives, the station
checks whether the channel has been idle for more than DIFS
or EIFS. If so, it will send the packet right away. In any other
case, it will wait until the channel is idle for more than DIFS
or EIFS, and performs again the backoff procedure (i.e. draws
a new backoff counter and counts down to zero).

After the destination node receives the data frame correctly,
it must send an acknowledgement (ACK) frame to inform it.
This is necessary since the transmitter cannot tell if its frame
has been correctly received by listening to the medium (as in
wired mediums, such as Ethernet). This control frame is sent
within a time called Short Interframe Space (SIFS), shorter
than both DIFS and EIFS so as to provide a higher priority
to the ACK frame. If the sender does not receive the ACK
frame within a time called ACK Timeout after the original

transmission, the frame is scheduled for retransmission.
What we just described is calledBasic Access. Figure 2

illustrates the frames and times involved after two frames
collide. In addition to the basic access, there is a four-way
handshaking access method calledRequest to Send/Clear to
Send (RTS/CTS). In this mode, when a station is granted
access to the channel, instead of immediately sending the data
frame, it first sends a control frame called RTS. Once the
destination node correctly receives the RTS frame, it waitsfor
a SIFS period and responds with another control frame, this
one called CTS. The transmitter station then sends the data
frame (after waiting for another SIFS). Both control frames
carry the information of the time remaining to complete the
data exchange, including the ACK frame. The stations that
detect either the RTS or CTS frames read this information,
and update their so-called Network Allocator Vector (NAV)
accordingly. The NAV indicates the time periods when the
station should not transmit, even if its CCA senses the channel
as idle. During the periods the channel is reserved, and if
the station was executing the backoff procedure, the backoff
counter is frozen. The objective of this mechanism is to solve
the hidden station problem, a problem we will discuss later in
the article.

To attain the 100Mbps throughput objective in 802.11n,
and for reasons that will become clear later in the article,
not only modifications in the physical layer were necessary,
but the MAC layer efficiency had to be improved. This was
achieved basically by aggregating frames. That is to say,
several higher-layer packets are sent together in a relatively
big frame. This way, new and legacy stations can co-exist,
since DCF’s basic operation is still the same. The amendment
contemplates two different aggregation schemes, which may
be combined: aggregate MAC service data unit (A-MSDU)
and aggregate MAC protocol data unit (A-MPDU), the last of
which includes selective acknowledgements by means of the
so-called BlockAck frame. A deeper discussion on the specific
characteristics of 802.11n and their impact on performanceis
included in Sec. VII.

In order to provide the MAC layer with Quality of Service
(QoS), 802.11e was developed [7]. Its basic idea is to differen-
tiate between types of traffic at the MAC level, and to provide
priorities between them. This objective is performed by the
Enhanced Distributed Channel Access (EDCA) mechanism,
a backwards-compatible variant of DCF, of which we now
briefly present its operation. It is important to note however
that usage of EDCA has been marginal, therefore its discussion
will be limited to Sec. VIII.

The standard considers four traffic classes (or access classes,
AC): voice, video, best effort and background. Each station
now includes a queue for each AC, and the backoff procedure
is executed in each queue independently. Collisions between
packets of the same station (or virtual collisions) are resolved
in favor of the AC with the biggest priority. Moreover, three
“knobs” are used to differentiate between packets, as each
AC now presents its own value of: (i) the amount of time
it has to wait before resuming the backoff procedure after
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Fig. 2: Example of Basic access mechanism after two frames have collided. All stations have packets in their queue at all
times.

MAC Header size 272 bits
PLCP Header size 48 bits

PLCP Preamble size 144 bits
ACK size 112 bits
CTS size 112 bits
RTS size 160 bits
aSlotTime 20µs

SIFS 10µs

DIFS 50µs

EIFS 364µs

PLCP header and preamble rate1 Mbps
Wmin 31
Wmax 1023

TABLE I: Parameters of 802.11b Standard

the medium is sensed as idle (basically a per-AC value of
EIFS and DIFS)1; (ii) the maximum and minimum contention
window; (iii) the maximum amount of time each AC may
use the channel during each access opportunity (the so-called
Transmission Opportunity, TXOP).

The simulation results we will present were obtained by
means of the ns-3 simulator version 3.14, using its default
parameters except when specifically stated. In particular,we
have used the 802.11b standard, the parameters’ value of
which are shown in Table I. Moreover, in Table II we show
other parameters we used in our simulations that are important
in the computations. Of these, some were our choice (like the
control rate) and other were automatically set by the simulator
(like the rate at which the ACK frames are sent).

III. F ULL CONNECTIVITY CASE-SCENARIO

In this subsection we discuss the simplest case-scenario. A
fixed numbern of stations are disposed around the AP in such

1More precisely, for all practical purposes DIFS is replacedby the Arbitra-
tion Interframe Space (AIFS), the value of which depends on the AC as fol-
lows: AIFS[AC] = AIFSN[AC]×aSlotTime+aSIFSTime, where AIFSN[AC]
is an integer. Similarly, EIFS is now “replaced” by EIFS−DIFS+AIFS[AC].

Propagation Delay 7 ns
RTS rate 2Mbps
ACK rate 1 Mbps
CTS rate 1 Mbps
Data rate 11Mbps

Data payload 988 Bytes

TABLE II: Other parameters used

way that the CCA of any node always returns busy if any other
node is transmitting. In the literature this is typically expressed
as “every station can hear every other station in the network”,
or simply that there are no hidden stations. Moreover, this
case-scenario further assumes that there does not exist theso-
called channel capture effect. That is to say, no receiver is
capable of decoding a packet if there is any other concurrent
transmission, even if the former and the latter share a very
small portion of air-time. Such event is calledcollision.

A. Bianchi’s Model

The first articles that analyzed this case scenario focused
primarily on estimating thesaturation throughput. That is to
say, calculating the per-station or the system’s total throughput
when all stations always have a packet ready to be sent (which
may be the case if all stations send UDP flows with a high
enough rate). This is a very important performance indicator,
since it may be proved that for certain systems, stability of
the queues is guaranteed as long as new packets are generated
at a rate that is less than the saturation throughput (see for
instance [8], or [9] for a result pertaining wireless networks
specifically).

Among these early works, we may cite the simulation
campaign carried out in [10] or the analytical studies of [11],
[12]. However, it was not until Bianchi’s seminal paper [13]
that the study of 802.11 really took off. We briefly discuss this
now classic model next.

In order to estimate the saturation throughput Bianchi makes



a number of assumptions. In addition to the ones mentioned
above, we may also enumerate assuming a perfect channel
(i.e. no losses due to noise in the channel), symmetry (i.e. all
stations with the same configuration), but most importantlyhe
assumes what is now known as thedecoupling assumption.
In a nutshell, this means that for every station, the event of
a transmission resulting in a collision is Bernoulli distributed
with probability p, independent of the history of collisions so
far, and of the rest of the stations. Moreover,p is the same for
all stations.

With these assumptions he can analyze each station sep-
arately. With this end, he constructs a discrete-time markov
chain (noted {s(t), b(t)}), where each state is a two-
dimensional vector containing the backoff stage and the back-
off time counter of the tagged station. Discrete timest and
t + 1 correspond to the beginning of two consecutive time
slots. It is important to highlight that in this model, a time-
slot is defined as the period at the end of which the station
can modify its backoff time counter, and it is not the time-slot
as defined in the standard. This means that not all time-slots
have the same duration, as for instance it may well include a
packet transmission.

Assumingp is known, he proceeds to calculate the prob-
ability of sending a packet at any given time-slot, notedτ ,
which is simply the probability of the chain being in a state
with the backoff time counter at zero (i.e.τ = P (b(t) = 0)).
Surprisingly, the resulting markov chain is amenable to an
explicit calculation of its steady-state distribution, resulting in:

τ = τ(p) =
2(1− 2p)

(1− 2p)(Wmin + 1) + pWmin(1− (2p)m)
, (1)

where Wmin and m were defined in the previous section
(i.e. Wmin is the minimum contention window andWmax =
2mWmin).

Moreover,p may be calculated as the probability that none
of the othern−1 stations transmit at the same time-slot, which,
since stations are assumed to evolve independently from each
other, results

p = p(τ) = 1− (1− τ)n−1. (2)

The unique pairp∗ andτ∗ that complies with Eqs. (1) and
(2) are then used to calculate the probability of a time-slot
containing either a successful transmission (Ps), a collision
(Pc), or simply being idle (Pi). This fixed-point analysis has
been further simplified and generalized in [14], where for
instance the authors show that considering only the backoff
time counter is enough to model the system.

It is important to highlight that in all the above calculations,
no specific rate nor access mechanism is assumed. These
aspects, as explained in the following paragraph, are just
considered in the calculation of the slot’s mean duration, and
thus in the saturation throughput computation. This means
for instance that the ratio between the number of collisions
and transmission attempts (equal top∗) is independent of the
chosen rate or access mechanism.
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Fig. 3: Collision probability (p∗) as a function of the number
of stations: simulation and Bianchi’s estimation. Simulation
results correspond to a data rate of 11Mbps, as all rates yield
the samep∗.

With Pi, Ps and Pc in hand, the system throughput can
be calculated as the ratio between the mean amount of data
transmitted per time-slot and the slot’s mean duration. The
former is PsE, whereE is the payload size. The latter is
calculated as follows. LetTi, Ts and Tc be respectively the
duration of an idle time-slot, one containing a successful
transmission, and one containing a collision. The first one is
fixed by the standard as aSlotTime. The other two depend
on the access mechanism. For instance, a time-slot containing
a successful transmission under the basic access is equal to
the time it takes to send a complete packet, plus aSIFSTime,
plus the time it takes to transmit an acknowledgement, plus
aDIFSTime. On the other hand, a time-slot containing a
collision is equal to the time it takes to send a complete packet,
plus aEIFSTime. After establishingTi, Ts and Tc, the slot
mean duration is simplyPiTi+PsTs+PcTc. Thus, the system
total throughput results in:

S =
PsE

PiTi + PsTs + PcTc

.

Interestingly and quiet surprisingly, the predicted collision
probability and saturation throughput obtained with these
simplistic assumptions is remarkably precise. For instance,
in Figs. 3 and 4 we show the comparison between Bianchi’s
estimation and simulations as we vary the number of stations
for both access methods and different data rates. Each point
in the simulation curve is the average of ten 60 second-long
simulations. Unless otherwise stated, this shall be the case for
all simulation results we show in the rest of the article.

Bianchi’s original intent was to estimate the saturation
throughput. However, the reason behind the apparent validity
of the decoupling assumption, as the precision of the estima-
tion so testifies, has been the object of intense debate over
these last years. For instance, the authors of [15] analyze,
among other, whether the sequence of successful transmissions
and collisions form a stochastically independent sequence, and
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if this sequence is identically distributed and independent of
the collision history. To this end they conduct a simulativeand
experimental campaign, and conclude that both are reasonably
correct in this scenario.

There are other, somewhat more theoretical, studies of
this hypothesis. Among them, we may highlight [16], which
studies a markov chain where each state is am-dimensional
vector indicating the number of stations at each backoff stage.
The authors then prove that as time goes to infinity, the system
remains close to a typical (or equilibrium) state, the more so
as the number of stations increases. As a consequence, each
station will “see” the rest of the stations as if they were in
this typical state, thus proving the validity of the decoupling
assumption.

This last paper uses ideas drawn from the so-calledfluid
limits (see for instance [17], [18]). Instead of studying a
complex stochastic process directly, the basic idea behindthese
techniques is to study an appropriately scaled version of it. If
some technical conditions are met, this process will converge
to a limit, typically the solution to a differential equation. In
the particular example we just discussed, the process is scaled
on the number of stations. However, the scaling may be over
other parameters, such as time or the intensity of the input
process.

There is a related technique, which is used to study complex
stochastic systems resulting from the interaction of (infinitely)
many agents, which is calledmean field approximations(see
for instance [19]). This involves basically two steps. Firstly,
the calculation of the asymptotic proportion of individuals
in each state (what is known as the occupation measure
limit). One may think as this step as a fluid limit, where the
scaling is on the number of agents. Secondly, proving that
all agents behave independently from each other and, from

the perspective of any given agent, the rest of the system is
well approximated by the fluid limit calculated in the previous
step. This fact is called decoupling assumption, and is the
origin of the term we discussed before in the context of
Bianchi’s work. The interested reader may consult [20] for
a discussion on necessary and sufficient conditions for the
decoupling assumption to hold in our particular context based
on this technique.

It should be noted that all these theoretical justifications
of the decoupling assumption require infinitely many stations.
However, as it can be appreciated in Figs. 3 and 4, the
estimations obtained by Bianchi’s formula are accurate even
for a small number of them. This fact, together with its self-
contained nature (no input are required, except for the opera-
tive parameters, such as the minimum contention window), has
made this model very popular, and several subsequent studies
are based on its ideas.

In any case, there are certain qualitative aspects to be
learnt from Bianchi’s model and Fig. 4. Firstly, as congestion
increases, the smaller time wasted on collisions obtained
by the RTS/CTS scheme (a RTS packet and a whole data
packet are wasted during a collision in RTS/CTS and basic
access respectively) compensates the time spent on channel
reservation. This results in a relatively constant saturation
throughput for RTS/CTS as the number of stations increases,
whereas the basic access presents a decreasing one. Moreover,
if congestion is high, it may be the case that the RTS/CTS
access obtains better results than the basic one. This is an in-
teresting side-effect of a scheme that was originally conceived
to mitigate the hidden terminal problem (more on this issue
will be discussed later in this article).

Secondly, since the collision probability (p∗) and the attempt
rate (τ∗) of all nodes is the same, we may conclude that 802.11
fairly distributes resources in this scenario. It is important to
highlight that this is only true on the long run. That is to
say, as time goes to infinity, the ratio between the number of
packets successfully sent by each station and time tends to
be the same for all stations. However, the model provides no
guarantee regarding the short-term behaviour of the protocol.
In fact, as studied for instance in [21], DCF presents short-term
unfairness, specially so as the number of stations increases.
The interested reader may also refer to [22], [23] for some
recent discussion regarding fairness and its definition.

Lastly, the efficiency of the control access (defined as the
ratio between the saturation throughput and the nominal max-
imum throughput) decreases as the modulation rate increases.
For instance, for 2Mbps the efficiency is roughly 0.8, whereas
for 11Mbps it is 0.4. This is due to timing aspects that do
not change with the data rate. As we discussed before, control
packets (such as ACK or RTS) are always transmitted at the
same rate, generally either 1 or 2 Mbps. Moreover, stations
always wait the same amount of time for events. For instance,
a slot-time has always the same duration independently of the
data rate.



B. Multi-Rate

In the last section we assumed a perfect channel with no
hidden stations. Additionally, we implicitly assumed thatthe
multi-rate feature is disabled in all stations. The algorithm
used by stations to choose the rate at which to send its
packets is not specified in the standard, and as such, is left
vendor specific. The objective of such algorithm is rather
straightforward: operate at the maximum possible rate, given
the current interference and noise levels.

One of the first such algorithms to be published isAuto Rate
Fallback (ARF) [24], first proposed in the context of Wavelan-
II, a compatible alternative to 802.11. The idea is simple
and easy to implement, which is the reason behind its wide
adoption by WiFi manufacturers. If after sending a data packet
an ACK is not received, a loss event occurs. Else, a success
event occurs. When the number of consecutive loss events
reaches a certain threshold (say 3), the station falls to the
rate immediately below the current one (if any). Conversely,
when the number of successive success events reaches another
threshold (say 10) or a timer expires, the station sends the next
packet at the rate immediately above the current one (if any). If
the ACK corresponding to this packet is not correctly received,
it falls back to the original rate, else it stays.

In the scenario we are now considering, where no losses
are due to noise or interference, but only to collisions, a
well designed rate-adaptation algorithm should operate atthe
maximum possible rate. However, in the ARF algorithm,
all ACK timeouts are assumed to be due to interference,
and as such, collisions may also trigger a downgrade in the
rate. It should come as no surprise then that as congestion
reaches a moderate level, the saturation throughput decreases
rapidly under ARF in the basic access. On the other hand,
the RTS/CTS scheme is almost not affected by ARF since
collision do not trigger an ACK timeout, but rather a CTS
timeout.

Figure 5 precisely illustrates this fact. In it, we compare the
saturation throughput for ARF, under both basic and RTS/CTS
access, for the same scenario as before (i.e. UDP traffic
saturating the uplink in all stations). Note how, under the basic
access, when the number of stations is 20, ARF uses almost
exclusively the 1Mbps rate.

This steep throughput degradation for basic access (which,
to the best of our knowledge, was first thoroughly stud-
ied in [25]) and the qualitatevly different behaviour of the
RTS/CTS counterpart has confused some researchers. For
instance, the authors of [26] carried out an experimental
campaign where they measured the total throughput of a
802.11b WLAN. For example, they concluded that throughput
under the scenario considered so far is fairly distributed among
stations. However, they report a saturation throughput of nearly
1Mbps for as little as 14 stations, wrongfully blaming DCF
for this performance degradation.

Another example is the more recent paper [27], which
studies precisely this effect (which they callrate avalanche). In
it, the authors claim that “because RTS frame is much shorter
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stations for the ARF multi-rate algorithm.
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Fig. 6: Collision probability (p∗) as a function of the number
of stations for ARF: Bianchi’s model and simulations.

compared to most data frames, thus the collision probability
of RTS frames is much lower.”. Although, as shown in Figs. 4
and 5, in some scenarios RTS/CTS leads to more throughput
than its basic counterpart, the ratio between collisions and
transmission attempts is the same with or without RTS/CTS.
This fact, which as we discussed was already proved by
Bianchi, is illustrated in Fig. 6, where we show this ratio
for the simulations corresponding to Fig. 5. Please note that,
as expected, it is exactly the same as Fig. 3. Actually, the
difference between the basic access and RTS/CTS under ARF
is that (as observed and further exploited in [28]) the loss
counter is incremented only when an ACK timeout occurs
(which may only happen if a data packet was sent) and
not after a CTS timeout. This is yet another unforeseen
consequence and benefit of the RTS/CTS four-way handshake.

We now briefly discuss how to predict the saturation
throughput in this case. It should be clear from the discussion
presented in the last paragraph that Bianchi’s analysis canbe



extended to this case. Picking up the notation of Sec. III-A,
we may safely assume that even under ARF (or any other rate
selection algorithm),p∗ andτ∗ are the ones calculated by Eqs.
1 and 2. Then, the probability that a given time-slot contains
a collision (Pc), a successful transmission (Ps), or is idle (Pi),
are the same as in Sec. III-A. The only quantities we need to
calculate in this case are then the duration of each of these
time-slots (i.e.Tc, Ts, Ti).

An idle time-slot always lasts aSlotTime, independently of
the modulation rate (i.e.Ti=aSlotTime). Moreover, the control
rate is not modified by ARF, so the duration of ACKs, RTS
and CTS packets are the same as before too. The same goes
for aDIFSTime, aSIFSTime and aEIFSTime. The only aspect
of the calculation ofTs andTc that has to be modified from
the one carried out in Sec. III-A is the time it takes to send
a complete packet, both under a successful transmission or a
collision.

If, given the packet loss probability (in this casep∗), it
was possible to calculate the mean of the inverse of the
modulation rate chosen by the algorithm for each packet
transmission (E{1/R}), the time it takes to send a complete
packet may be calculated as the physical preamble and header
plus (Hmac+E)E{1/R} (whereHmac is the size of the MAC
header and recall thatE is the payload size).

The calculation of the mean duration of a complete packet
under a collision requires more information. Indeed, the du-
ration of such time-slot is dictated by the station using the
least rate. LetN(t) be a random variable indicating the
number of stations attempting to transmit at time-slott. Then,
E{1/Rcol

min}, the mean of the inverse of the minimum rate
among thisN(t) colliding stations, is:

E{1/Rcol
min} = E

{

max
k=1,...,N(t)

1

Rk

∣

∣

∣
N(t) ≥ 2

}

=

n
∑

i=2

E

{

max
k=1,...,i

1

Rk

}

P (N(t) = i)

P (N(t) ≥ 2)
.

Please note thatN(t) is a random variable that follows
a binomial distribution with parametersn and τ∗. If the
distribution of the rate chosen by each colliding station
(i.e. Rk, which is distributed asR) is known, it is then
straightforward to calculate the mean of the maximum inside
the addition, and thusE{1/Rcol

min}. Finally, the time it takes
to transmit a complete packet under a collision results in
(Hmac+E)E{1/Rcol

min} plus the physical preamble and header.
In the case of ARF, since packets collide with probability

p∗, we may model its behaviour with a markov chain, and
we may thus calculate the distribution of the chosen rate at
any given time-slot. The interested reader may consult [29]
for the details, although it is important to highlight that the
model does not consider the timer used to probe higher rates,
nor our simulations, even if its impact is not significant at all.
The result of the analysis we just described applied to ARF is
shown in Fig. 5. Please note that we obtain remarkably good
predictions.

All in all, unless very carefully designed, using automatic

rate selection algorithms is generally not a good idea. The next
section shows more arguments in this sense for UDP traffic,
and Sec. IV-A1 for TCP traffic.

C. Asymmetry: Performance Anomaly

Until now we have considered perfect symmetry among sta-
tions. That is to say, the generated traffic, the DCF parameters,
the multi-rate algorithm, and the propagation conditions,are
the same for all stations. However, we have also discussed
that in order to calculate the probability that a tagged station
attempts a transmission at any given time-slot (i.e.τ∗), and
the probability that such transmission collides (i.e.p∗), we
may use Eqs. 1 and 2, independently of the duration of the
slots. This means that these values will be the same whatever
the packet size or modulation rates chosen by stations, evenif
they are different between stations. Bianchi’s model allows us
then to analyze asymmetric situations, that although somewhat
limited, are nevertheless very interesting as we shall now
discuss.

1) Different Rates:Let us first consider a case-scenario
where stations transmit at fixed, but different modulation rates.
In particular, all stations will transmit at a high modulation
rate (R, which may for instance be 11Mbps), except for one
which transmits at a low rate (r, e.g. 2Mbps). Such situation
may arise when a SNR-based multi-rate algorithm is enabled,
and one of the stations is exposed to an important level of
interference or the path-loss between this particular station
and the AP is much bigger than for the rest. Moreover, we
will assume that, at least on the long-run, transmissions only
fail due to collisions (meaning that the multi-rate algorithm is
“perfect” in the sense that it finds a suitable rate considering
only noise levels).

To calculate the saturation throughput in this case we
proceed analogously to the previous section. Thus, we only
need to calculate the mean of the time it takes to send a
complete packet, both during a successful transmission and
a collision (only required for the basic access, since under
RTS/CTS no packet is sent during a collision). To this end,
we will calculate the mean of the inverse of the smallest rate
under both scenarios. The mean of the time it takes to send a
packet is then the physical preamble and header, plus the size
of the packet payload times this mean.

Since all stations transmit equiprobably, the inverse of
the mean rate under a successful transmission is equal to
1/rn+(n−1)/Rn. The mean of the inverse of the minimum
rate among colliding stations may be calculated as in the last
section as follows:

E{1/Rcol
min} =

n
∑

i=2

E

{

max
k=1,...,i

1

Rk

}

P (N(t) = i)

P (N(t) ≥ 2)
=

n
∑

i=2

(

i

n

1

r
+

(

1− i

n

)

1

R

)

P (N(t) = i)

P (N(t) ≥ 2)
.

The comparison between the simulations and our analysis is
shown in Fig. 7. Again, the estimation obtained with the means
described before is very accurate. In addition to comparing
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Fig. 7: Modulation rate asymmetry case-scenario. All stations
transmit at a rate of 11Mbps, except one that does it at 2Mbps.

simulation to analysis, we have also included the analytical
results obtained when all stations transmit at either 11Mbps
or 2Mbps. It should be clear that asn increases the results
tend to be the same under this scenario and when all stations
transmit at 11Mbps. The graph also displays the throughput
obtained by an arbitrary station at 11Mbps, and the station at
2Mbps. Please note that, as expected, both throughputs are the
same.

This particular case-scenario, first studied by [30], has
gained much attention in the last years, being termed asperfor-
mance anomalyin the literature. This anomaly is the important
performance degradation that occurs due to a single station
choosing a very small modulation rate, as illustrated in Fig. 7.
For instance, at 10 stations, the saturation throughput obtained
when one station uses the 2Mbps modulation is 20% smaller
than when all stations use the 11Mbps one. The reason behind
this degradation is simply the fairness imposed by DCF under
this scenario, i.e. all stations have roughly the same number
of transmission attempts. Consequently, alternative long-term
fairness objectives have been proposed in the literature, being
time-basedfairness the most prominent one [31], [32]. That
is to say, all stations having roughly the same time usage of
the channel. Methods to achieve this fairness without drastic
changes to DCF are for instance discussed in [33].

The general conclusion of this case-scenario is similar to
the one we made in Sec. III-B. It is generally a good idea to
avoid the co-existence of several different modulation rates
in the same WLAN. Unless forced to (if for instance the
coexistence of 802.11g and b stations is necessary), probably
the best way to proceed is to choose a single modulation rate,
and those stations whose channel conditions are such that they
cannot communicate with the AP, should not be allowed in
the WLAN (effectively using the chosen rate as an admission
control mechanism).

2) Different Packet Sizes:We now discuss a case-scenario
where stations transmit payloads of different sizes. Such situ-

ation is very common, specially with multimedia applications,
as VoIP, where using the maximum possible payload is not
always possible. In particular, we will consider two opposite
case-scenarios. In both, all stations except for one transmit
using a payload equal to 988 bytes. However, in the first case-
scenario, the last station uses a payload of size 2028 bytes,
and in the second one, the station uses a payload of size 328
bytes.

In order to predict the saturation throughput in this case, we
may proceed similarly to Bianchi and the previous subsections,
except for some necessary modifications. Firstly, the mean
amount of data sent per time-slot isPs times the mean of the
transmitted payload size. We have already mentioned that all
involved probabilities (i.e.Ps, Pc andPi) are again calculated
with Eqs. (1) and (2), since they do not depend on the duration
of the slots, and are thus independent of the packet size. The
mean of the transmitted payload size (which we shall note as
E{E}) is simply E1/n + En−1(n − 1)/n, since all stations
still have the same access opportunities (whereEn−1 = 988B
andE1 = 2028B or 328B).

The time consumed by an idle time-slot is still aSlotTime.
The mean of the time consumed by a successfully sent packet
is nowTs = Hmac/R+(E1/n+En−1(n−1)/n)/R, plus the
physical preamble and header. The mean of the time it takes
to send a complete packet under a collision is the mean of the
maximum packet size among the colliding stations, divided by
the rate. Proceeding very similarly to the previous sections, we
may calculate this mean as:

E

{

Ecol
max

R

}

=
1

R
E

{

max
k=1,...,N(t)

Ek
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∣

∣
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R
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∑

i=2

E
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P (N(t) = i)
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=

1

R

n
∑

i=2

(

i

n
max{E1, En−1}+

(

1− i

n

)

En−1

)

P (N(t) = i)

P (N(t) ≥ 2)
.

Note that we have omitted the MAC header for the sake of
clarity of the presentation, as it simply adds a constant in the
above calculation. We now turn our attention to calculating
the throughput each of the stations obtain out of this total.We
already know that the number of successful transmissions is
roughly the same for each station. However, the “lonely” sta-
tion will transmitE1 bytes during each of these transmissions,
whereas the rest of the stations shall transmitEn−1. It is then
straightforward to see that the ratio between the throughput
obtained by the “lonely” station and the one obtained by any
other one isE1/En−1.

A comparison between simulation and analysis is shown in
Fig. 8. Again, the predictions yielded by the analysis provide
very accurate results. It should also be noted that a station
using big packets may obtain a very important advantage over
the rest of the stations. There is thus an incentive for stations to
use the biggest possible packets. On the other hand, when one
of the stations uses a small packet size, the overall throughput
decreases, just like in the case of a station using a smaller rate.
However, there are two very important differences. Firstly,
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Fig. 8: Different packet size asymmetry case-scenario. All
stations transmit a payload of size 988 bytes, except one that
does it either at 2028 bytes (above) or 328 bytes (below).

the difference in the system throughput between this and
the completely symmetric case decreases very rapidly as the
number of stations increases. Secondly, the rest of the stations
do not see their performance hindered by the presence of this
station (actually, they obtain a small improvement).

IV. U NSATURATED STATIONS: TCP OVER WLAN S

We have so far considered saturated stations; i.e. a case-
scenario where stations always have packets to send to the AP.
Although as we discussed before, it is interesting in its own
right, the saturated condition somewhat simplifies the analysis
in the sense that traffic is readily modelled. The question that
arises when studying the unsaturated case-scenario is then
what traffic should the stations inject to the network.

A very interesting case is TCP. Although real-time traffic
over UDP has increased its presence in the last years, TCP
is yet by far the predominant transport layer protocol in
any network, and WLANs are no exception. Consequently,
academia has studied its performance over wireless networks,
and in particular over 802.11.

The first articles to discuss the performance of TCP over
wireless networks (and over 802.11 in particular), were rather
pessimistic [34], [35]. Indeed, at the time the wireless medium
was considered to be imperfect and prone to errors. Moreover,
since TCP throughput depends on the packet loss probability
roughly like 1/(RTT

√
p) [36] (where RTT is the round-

trip time of the flow), it was only natural to assume (and
measurements so indicated) that TCP performance would be
very poor. However, we have so far assumed the opposite;
i.e. that the wireless channel is perfect and no packets are
lost due to path-loss or interference. These assumptions hold
for instance in an indoor scenario where the AP is close to
the stations, and if the AP is relatively close to other APs,
they choose different channels (a feature present in most APs,
where the least congested channel is chosen periodically).

However, noise and path-loss are not the only possible rea-
son behind TCP’s throughput degradation. As Fig. 3 illustrates,
the probability that a transmitted packet collides with another
concurrent transmission is not negligible (at least in the up-link
saturated case-scenario). The resulting re-transmissions would
mean bigger delays and thus bigger round-trip times.

A. Down-link Transfers

Let us first consider the down-link traffic case-scenario. That
is to say,n stations are each downloading a file of infinite size
from a server behind the AP. We will further assume that all
stations use the same TCP flavor (in particular, we have used
NewReno [37]), and that SACK or delayed ACK are disabled.
Moreover, we will also assume that no packets are dropped
of the AP’s buffer. This holds for instance if the AP’s buffer
size is bigger than the sum of the maximum TCP window of
all concurrent connections.

Since all data packets are transferred from the AP to the
stations, a hasty analysis may lead us to conclude that no
collisions occur because the AP competes only with itself.
However, although small in size, stations do send a TCP
acknowledgement for every data packet they receive. We have
discussed in previous sections how packet collisions depend
exclusively on timing, rather than size. Moreover, even if
no packets are lost, numerous collisions will result in bigger
delays, which negatively impact TCP performance too.

Let us then make a careful qualitative analysis of this case-
scenario. Firstly, if no packets are lost in the AP’s buffer,and
assuming that the probability of a station reaching the MAC
retry limit for any given packet is very small (as we have done
so far), we can safely assume that the AP always has a packet
ready to be sent, and constantly contends for the channel.
Secondly, the buffer of any given station only increases when
it receives a data packet (since it has to answer with a TCP
acknowledgement). That is to say, when the AP gains access
to the channel and does not collide with any other station.
Now, let us assume that several stations have acknowledge-
ments ready to be sent. Since DCF fairly distributes access
opportunities, the probability that specifically the AP sends
a new data packet (and potentially increases the number of
“active” stations) is very low. Thus, the system will have a
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Fig. 9: Ratio between the successful transmissions and the
transmissions attemps for the stations (i.e. TCP acknowledge-
ments packest) and the AP (i.e. data packets). Transmissions
are modulated at 11Mbps (similar results are obtained for other
modulation rates).

very strong drift towards decrementing the number of stations
that contend for the channel.

The above analysis (which, to the best of our knowledge
was first presented in [25]) leads us to conclude that the actual
number of stations contending for the channel remains very
low. This will in turn result in a relatively high throughputand
very few collisions. This analysis is validated by the simulation
results we show in Figs. 9 and 10. The former shows the
ratio between the number of successful transmissions and total
transmission attemps, for each individual station and the AP,
as the number of stations varies. The latter shows the resulting
throughput, measured as the ratio between the number of bytes
successfully received by all stations (including TCP and IP
headers, and a payload of 1460 bytes) and the total simulation
time.

Interestingly enough, not only do collisions and throughput
remain very low and relatively high respectively, even when
the number of stations is high, but they remain roughly
constant. This means that TCP over WLANs scales very well
with the number of stations (more precisely, the per-station
throughput scales as1/n, very much like in wired mediums).
Moreover, the very low collision rate results in ARF having
little or no effect in this case-scenario. Finally, note that
the stations and the AP obtain roughly the same collision
probability. We could not observe the unfairness discussed
in [38], which reports that in this same case-scenario the
proportion of collided packets are more than twice for the
stations than for the AP.

Predicting the performance of this case-scenario is not an
easy task. As we mentioned before, [25] has been one of the
first studies to highlight and explain quantitatevly the very
graceful performance of TCP over WLANs (although prior
reports of such behaviour exist, such as [39], [40]). An ana-
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Fig. 10: Total throughput whenn stations are downloading an
infinitely long file from the same server for different valuesof
the (fixed) modulation rate used by all stations.

lytical model (̀a la Bianchi) by the same authors was presented
in [29], although in a more general setting than in our case.
An alternative analysis is presented in [41], that uses the now
classic network utility maximization framework [42] to predict
TCP throughput in this case. This allows the proposed model
to be very flexible, and for instance can accommodate different
flavours of TCP or connections with different round-trip times.

Here we will limit ourselves to presenting a very simple
analysis, although it will help explaining certain important
aspects of TCP performance. As we mentioned before, for
every data packet sent by the AP, there is a corresponding TCP
acknowledgement, so the total time to transmit the payload
must consider both packets. Since the AP always has a packet
ready to be sent, it will run the backoff mechanism for every
data packet it sends. Assuming no collisions, the mean time
spent in backoff will be approximately(Wmin − 1)/2 slots.
Due to the symmetry of the considered case-scenario, the
destination of this data packet may be any of the stations,
with equal probability. As we discussed before, the number of
stations that are contending for the channel (i.e. “active”) is
very small. This means that the probability that the receiving
station performs the backoff mechanism before sending the
corresponding TCP acknowledgement is very small. This
results in the following estimation of the system throughput:

S =
E

aSlotTime× (Wmin − 1)/2 + Tdata+ Ttcp-ack
, (3)

whereTdata andTtcp-ack is the time it takes to send a complete
packet (data and TCP acknowledgement respectively), includ-
ing the MAC acknowledgement, and is calculated as in Sec.
III-A.

The prediction obtained by this analysis is compared against
simulations in Fig. 10. It should be clear that Eq. (3) con-
stitutes an upper bound to the system throughput. However,
the gap between analysis and simulation is remarkably small.
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Fig. 11: System and stations throughput for the TCP downlink
case-scenario. Modulation rate is controlled by ARF, and the
channel conditions are such that all stations transmit mostly
at 11Mbps, except for one that transmits mostly at 1Mbps.

Moreover, Eq. (3) highlights the influence of TCP acknowl-
edgement packets on the total throughput. For instance, for
11Mbps, Tdata is approximately 1.7ms, whereasTtcp-ack is
0.6ms. In order to improve the obtained performance, some
works have proposed TCP variants tailored for wireless net-
works [43], [44], where the receiver does not answer each data
packet with an acknowledgement, but rather delays it until
receiving a certain number of data packets (a scheme known
as delayed ack, already present, although in a simpler form,
in the original RFC [45]).

1) TCP’s Performance Anomaly:To conclude the downlink
case-scenario we will discuss the performance anomaly pre-
sented in Sec. III-C1 in this case. We let the stations and the
AP use ARF to control the modulation rate used for each
transmission. All stations count with excellent propagation
conditions towards (and from) the AP, except for one, whose
path-loss from the AP is such that only packets modulated at
1Mbps are correctly received. Due to the very few collisions
that TCP over WLAN experiences, this scenario will result in
all stations using (most of the time) the 11Mbps modulation
rate, except for one which will (again, most of the time) use
the 1Mbps one.

Simulation results for this case-scenario are presented in
Fig. 11. We have also included, as a reference, the results of
the analysis we discussed before for the case where all stations
modulate at 11Mbps. The performance penalty when a single
station is modulating at a lower rate than the others is very
significant, even more than in the UDP case considered in Sec.
III-C1. Moreover, it should be noted that all stations receive
the same throughput, and as before this fairness is the reason
behind the performance degradation.

Regarding analytical means to predict this performance, the
original paper that coined the termperformance anomaly[30]
included an analysis of both the TCP and UDP case, similar

in spirit to the one we discussed in Sec. III-C1. Another
possibility is presented in [41], which as we mentioned before
uses the network utility framework and allows to study this
case-scenario.

We will again limit ourselves to presenting a very simple
model, which will nevertheless serve for illustrative purposes.
Let Ri be the modulation rate used by stationi (i = 1, . . . , n).
Then,Si, the throughput stationi would obtain if it was alone,
may be calculated as:

Si =
E

aSlotTime× (Wmin − 1)/2 + Tdata(Ri) + Ttcp-ack(Ri)
,

whereTdata(Ri) andTtcp-ack(Ri) are defined as before, except
that the dependence on the used rate is made explicit. Then
the total system’s throughput will be:

S =
1

∑n

i=1
1
n
1/Si

. (4)

That is to say, the packet size divided by the mean amount
of time it takes to send a complete packet. Since, as observed,
all stations have the same access opportunities and there are
negligible collisions, this is simply the mean of the inverse of
theSi (i.e. the harmonic mean of theSi). Again, although an
upper-bound, Eq. (4) is a very tight one, as shown in Fig. 11.

B. Up-Link Transfers

Let us now turn our attention to the up-link case-scenario.
That is to say,n stations are transferring an infinitely long file
to a server behind the AP. In this case then, the AP sends TCP
acknowledgements, and stations send data packets. If we make
the same assumptions as before, the analysis we performed is
still valid in this case. A station is allowed to send a new data
packet only after having received a TCP acknowledgement,
which may happen only if the AP successfully gains access to
the channel and the particular acknowledgement has it as its
destination. Thus, the strong drift towards few “active” stations
is still valid, and we obtain the same results as before, as Fig.
12 so shows.

From all the assumptions we made before, there is one in
particular that has received much attention from the academia:
the infinitely big AP buffer. Let us consider for instance a case-
scenario with 10 stations, and an AP with a buffer capacity of
only 20 packets. Figure 13 shows the throughput obtained by
each station for a particular simulation run. The unfairness in
this case is remarkable, as the number of articles referringto
this situation ([46], [47], [48], [49] just to name a few).

The reason behind this unfairness lies on the asymmetry
of the path from the stations to the server. Whereas a data
packet is rarely dropped (the only possibility of such event
occurrence is that the maximum MAC retry limit is reached
by the station), acknowledgements that transit the reversepath
are more frequently dropped by the AP due to its limited buffer
and saturated condition. Persistent loss of TCP acknowledge-
ments hinder the performance of TCP flows and result in such
unfairness phenomena, an effect previously studied for wired
networks (see for instance [50], [51]). A qualitative expla-
nation is the following. TCP flows with a small congestion
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Fig. 13: Throughput obtained by each station. Up-link TCP
traffic, AP’s buffer size equal to 20 packets.

window (i.e. that have recently started or suffered a timeout)
may only send very few packets. Thus, acknowledgements
corresponding to these flows being dropped by the AP will
most probably result in time-outs. On the other hand, the same
number of losses for a flow with a big congestion window
(i.e. many packets in flight) will most probably result in a
triple-ACK event, and will have a much smaller impact on
the flow’s throughput. This situation is only exacerbated in
time, resulting in a few lucky flows capturing the channel for
themselves.

C. Up-Link and Down-Link Transfers

The next case-scenario we will consider is a mix of the
previous two. From a total ofn stations,nup are transferring
an infinitely long file to a server behind the AP, whereas the
rest is downloading an infinitely long file from the same server.
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Fig. 14: Throughput obtained by each station. Down-link and
up-link TCP traffic, AP’s buffer size equal to 20000 packets.
The total number of stations is 20, and we vary the number of
up-link stations from 0 to 20. The lower indexes correspond
to these stations.

If we still assume no losses in the AP’s buffer, then we will
obtain fairness between flows, since both uplink and downlink
stations have to receive a packet from the AP in order to send
a new one themselves. That is to say, uplink stations will send
a new data packet when they receive a TCP acknowledgement,
and downlink stations will send a TCP acknowledgement when
they receive a data packet.

This fairness is illustrated by Fig. 14. In it we have fixed
the number of stations to 20, and have varied the number of
up-link stations from 0 to 20. The graph shows the individual
throughput obtained by each station in a single simulation,
where the lower indexes correspond to the up-link stations (if
any). Note that all stations, independently of being up-link
or down-link, obtain roughly the same throughput, and that it
does not depend on the amount of up-link flows neither.

However, if the AP were to have a small buffer, then the
same unfairness we observed before would occur. In addition
to a few uplink flows capturing most of the channel (for
the same reasons we discussed before), downlink flows are
almost starved, a phenomenon we now qualitatively explain.
Firstly, it should be noted that uplink flows may only loose
acknowledgement packets. If one such packet is lost, but an-
other one reaches the sender fast enough, it will acknowledge
all previous data packets. However, downlink flows are prone
to loosing data packets. Such event will trigger either a triple
ACK event or a time out, both of which result in a drop in the
congestion window and consequently in the flow’s throughput.
Thus, packets discards at the AP are much more serious for
down-link flows than up-link ones.

Figure 15 is an example of such situation. In this case, the
AP’s buffer is equal to only 20 packets, and there are a total of
20 stations, 10 of which are generating up-link TCP traffic, and
the rest down-link. Figure 15 shows the throughput obtained
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Fig. 15: Throughput obtained by each station. Down-link and
up-link TCP traffic, AP’s buffer size equal to 20 packets. The
total number of stations is 20. The first 10 indexes correspond
to up-link stations.

by each flow, where the first 10 indexes correspond to the
up-link ones. Note how four flows obtain all of the system’s
throughput, whereas the rest are totally starved.

Several papers discuss this unfairness issue, of which we
have already cited a very small list [46], [47], [48], [49]. In
addition to presenting the problem, they also propose solutions
other than augmenting the AP’s buffer, which does not scale
and may be unfeasible for low-end equipment. For instance,
[46] proposes a mechanisms where the AP manipulates the
receiver window of all ongoing flows, so as to throttle the up-
link flows’ throughput. Since per-packet header parsing and
modification may be prohibitively costly or simply not possible
(for instance, if end-to-end encryption is used), the authors
of [49] propose a rate limiting scheme at the AP based on
token buckets. A somewhat simpler alternative is proposed
in [47], [48], whose authors use the QoS differentiation
provided by 802.11e in order to guarantee unrestricted access
to the medium for TCP acknowledgement packets.

D. TCP and UDP traffic

To finish this section we briefly discuss the performance of
co-existing TCP and UDP flows in a WLAN. The first thing
that should be clear is that down-link UDP flows are perceived
as a single flow by DCF due to the per-station fairness it
enforces. We will then only consider that there are either one
or no down-link UDP flows. Moreover, it should be clear that,
as long as no packets are dropped at the AP, up-link and down-
link TCP flows are equivalent. We shall then only consider
down-link TCP flows.

1) No down-link UDP flows:Let us first consider the case
with no down-link UDP flows. In particular, we will study the
interaction between a fixed number of stations downloading
an infinitely long file from a server behind the AP, and an
increasing number of stations sending UDP traffic towards the
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Fig. 16: Throughput when ten stations are downloading an
infinitely long file from a server behind the AP, andnup

stations are sending UDP traffic in saturation conditions.
Results for the case when no TCP flows are present are
included as a reference.
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Fig. 17: Collision probability when ten stations are download-
ing an infinitely long file from a server behind the AP, and
nup stations are sending UDP traffic in saturation conditions.
Results for the case when no TCP flows are present are
included as a reference.

AP. Figures 16 and 17 show the results obtained for ten TCP
stations andnup stations sending UDP traffic (withnup varying
from 0 to 40).

As expected, the throughput obtained by the TCP flows
decreases drastically with the presence of UDP flows. As we
mentioned before, due to the DCF per-station fairness, the AP
has to share the channel fairly with all the other competing
stations. Thus, in this case it will obtain a fraction smaller
than 1/(nup + 1) of the total channel access opportunities
(since stations downloading the file also compete for the
channel when they respond with a TCP acknowledgement



the actual fraction will be smaller). It is logical then that,
asnup increases, the throughput obtained by the UDP stations
approaches the one obtained when no TCP stations are present.

On the other hand, the results corresponding to the collision
probability are surprising. We have computed the ratio between
the number of collisions and transmission attempts, both
for the stations and the AP. Moreover, in the former we
have distinguished between TCP stations (that transmit TCP
acknowledgements) and UDP stations. Figure 17 shows the
simulations results, in addition to the results obtained when
no TCP station is present, which we will use as a reference.

Firstly, it should be noted that the presence of the TCP
stations increases the UDP stations’ collision probability only
slightly. The explanation for this is the same as in the previous
section. TCP stations only become active (i.e. compete for
the channel) when they receive a data packet from the AP.
Since there are 10 TCP stations, then there will an important
drift towards few active TCP stations. Thus, the UDP stations
will compete mostly only with the AP (and naturally among
themselves too).

The second interesting thing to note is that, differently tothe
results we obtained until now, not all stations obtain the same
collision probability. In particular, the AP obtains a slightly
(but persistently) bigger collision probability than the UDP
stations, whereas TCP stations obtain a much smaller one.
The reason behind these differences is subtle but important.
Let us consider a time-slot where the AP gains access to
the channel. The data packet may be destined to a station
that is either waiting to send a previous acknowledgement
(i.e. already executing the backoff mechanism) or not. In the
latter case, immediately after having received the data packet
from the MAC layer, the TCP layer of the tagged station will
send in return the TCP acknowledgement to the MAC layer.
Since only one out of ten AP transmission are data packets
destined to the tagged station, it is not improbable that the
latter’s backoff counter has already expired (the more so as
congestion and retransmissions increase, as it takes more time
to the AP to send each data packet). In such case, the station
senses the channel for a DIFS period, and if idle, sends the
TCP acknowledgement. It is precisely at this moment that all
other stations are allowed to “defreeze” their backoff counter,
or draw a new one in the case of the AP. Now, the backoff
counter of all other stations must be bigger than zero (else,
they would have collided with the AP in the first place) and
thus will not transmit until after the TCP acknowledgement
is sent. However, if the AP draws a backoff equal to zero, it
will transmit at the same moment than the tagged station, and
their packets will collide.

All in all, TCP stations may, in most of the cases, only
collide with AP, and this will happen with a probability of
1/Wmin (i.e. when the drawn backoff counter is equal to zero).
If the data packet was destined for a station that is already
contending for the channel, it will obtain the same collision
probability as the UDP stations. Moreover, it should be clear
by now that any station that draws a backoff counter equal
to zero after a successful transmission will be able to send

another packet immediately, and that this transmission will not
collide2. This is not the case for the AP, for which drawing
a backoff counter of zero after a successful transmission will
most probably result in a collision due to the receiver respond-
ing with a TCP acknowledgement. This in turn explains the
slight difference between the collision probability of theAP
and the UDP stations.

Regarding more quantitative analysis of this case-scenario,
to the best of our knowledge there does not exist a model to
predict the results obtained in this case. Such model should
be carefully constructed to consider the details we discussed
before, which result in the invalidity of one of the most
important hypothesis in all the analysis we have carried out
until now.

2) One down-link UDP flow:Let us now consider the
same case-scenario, but with the addition of a station that
is receiving an UDP stream from a server behind the AP.
The presence of such flow will result in an increase in the
drop rate at the AP’s buffer, whose terrible effects on TCP’s
performance we have already discussed. We will consider an
extreme case here, where the down-link UDP flow has the
same rate as the up-link ones (i.e. if alone, it would saturate the
AP). It should come at no surprise that the resulting throughput
distribution is such that TCP flows are starved, and the UDP
ones obtain a throughput similar to the one they would obtain
if TCP flows were not present. Figure 18 shows the throughput
obtained by each flow (in a single simulation run) in the case
of 10 TCP flows, 3 up-link UDP flows, and a single down-link
UDP flow (indexes in the abscissa correspond to this order).
Note how the results are similar to the case where only four
UDP up-link flows are present and saturating the channel.

Although somewhat extreme, we have included these exam-
ples of UDP and TCP co-existence in a WLAN to illustrate on
the unfairness the flows are prone to suffer. In the case where
a UDP flow exists in the down-link direction, the situation is
not very different from the wired case, and a single UDP flow
can starve all TCP flows. However, if UDP flows only exist
in the up-link direction, then they share the channel access
opportunities fairly with the AP. Although TCP flows still are
significantly affected in their performance, they are not totally
starved.

V. A MORE REALISTIC PHY: PHYSICAL CAPTURE

Up to this point, we have considered a very simple model
for the physical layer. In particular, the receiving station’s PHY
has been abstracted to two cases. Either a single transmitter
uses the channel, in which case the frame is correctly received,
or more than one transmitter use the channel, in which case
all frames are incorrectly received.

Although simple, this model has allowed us to gain much
insight of DCF. However, the real receiving process is much
more complicated. In particular, it is not difficult to imagine
a situation in which a station has a path-loss to the AP that

2Please note that such situation is not considered in Bianchi’s original
model. The interested reader is referred to [52] for details on how to include
it in the model.
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Fig. 18: Throughput obtained by each station. 10 down-link
TCP flows, 3 up-link UDP flows and 1 down-link UDP
flow. AP’s buffer size equal to 20000 packets. Flow indexes
correspond to this order.

is much bigger than the rest. If this station transmits at the
same time as any other one, the AP may be able to correctly
decode the other transmission, as the tagged station’s signal
will appear to the AP receiver as weak noise.

The situation we just described, where even if more than
one station transmits, the receiver may still decode the stronger
frame, is called thePhysical Layer Capture, or channel cap-
ture, or simply capture. This problem is particularly serious in
multiple access mechanisms based on spread-spectrum, where
it is called thenear-far problem[53]. In such systems, where
all stations share both time and frequency, a single stationmay
effectively capture the channel for itself if its transmission
power is high enough, making power-control a necessity.

In DCF, and in every other CSMA/CA system, the capture
phenomena may manifest itself only when collisions occur. It
is important to highlight that the term collision now refersto
the event of two or more transmissions overlapping in time.
This may lead to the receiver dropping all frames, or correctly
decoding one. In the latter case we will say that the frame
captured the channel. In the following subsections we will
discuss under which conditions capture is possible in 802.11
systems, and what are its effects on the upper layers.

A. Modelling Physical Capture in 802.11 Systems

We now briefly discuss how to model the capture phenom-
ena; i.e. under which conditions a frame is correctly decoded
even if it overlaps with one or more concurrent transmissions.
Most of the earlier works on the subject are based on a
so called capture ratio. That is to say, a specific frame will
be correctly decoded at the receiver if its power divided
by the sum of all other concurrent transmissions is bigger
than a certain threshold (see for instance [54]). Other works
additionally considered that it was enough for this condition
to hold during a (capture) time window [55].

These earlier models have been used to expand Bianchi’s
model so that it considers this phenomena. For instance,
the authors of [56] re-calculates the probability that a given
time-slot contains a successful transmission by includingthe
probability that, although more than one station transmitted,
the tagged station’s frame captured the channel (i.e. the AP
receives the tagged station’s transmission with a power such
that its division by the total power of all other concurrent
transmissions is bigger than a certain threshold).

However, and somewhat in parallel with these theoretical
developments, some of the first experimental campaigns were
showing an unfair behaviour of DCF. For instance, the one
reported in [57] showed that when two stations transmitting
to the AP do not sense each other, a difference of a few
dB in their received power will result in the specific station
capturing the channel when their transmissions collide, and
thus in different successful probability for the two stations.
This would limit the applicability of Bianchi’s model (and
most extensions based on it), since a difference of a few
dB in path-loss is not rare and would break its symmetric
assumption.

One could argue that two stations hidden from each other
was out of Bianchi’s model hypothesis from the start. How-
ever, the experiments conducted in [58] extended these results
by showing that it was not the fact that the stations were hidden
from each other that generated the unfairness, but that the few
dB in receiving power were enough to generate this imbalance.

Two very important observation are made on reference [58].
Firstly, that even if the stronger frame arrives second, it is able
to capture the channel. However, if the receiver was able to
correctly detect and synchronize to the physical preamble of
the first weaker frame, the second stronger frame is dropped.
Secondly, they observed that the propagation delay does not
dictate the order of arrival of the two frames at the receiver,
even if they are sent at the same time. Actually, they observed
time differences of several microseconds between two frames,
where the arrival order is random and is influenced by clock
desynchronizations, RX/TX turnaround times or processing
times in the stations.

To date, and to the best of our knowledge, the most complete
and detailed measurement and analysis of the capture effect
for 802.11 is carried out by the authors of [59], later extended
in [60], the results of which we now briefly discuss. Capture
scenarios are classified in three categories depending on the
timing between the frame of interest (FoI) and an interfering
frame: either the FoI arrives first, or second and the receiver
was already receiving the interfering frame, or second but
the receiver was not receiving the interfering frame (i.e. the
receiver has not detected nor synchronized to the interfering
frame’s preamble).

The Signal to Interference Ratio (SIR, in this case defined
as the difference between the FoI’s and the interferer frame’s
power at the receiver) necessary for the FoI to capture the
channel with a big probability (say, more than 0.9) is very dif-
ferent in the three scenarios. In the first one, it further depends
on the precise timing between frames. If the interfering frame



arrives before the receiver has synchronized to the preamble
of the FoI, the necessary SIR is approximately 4dB. After
having synchronized, it is as little as 1dB. In the second case-
scenario, where the FoI arrives after the interfering frame, the
former captures the channel as long as the SIR is more than
roughly 10dB. Naturally, this threshold is bigger than in the
previous scenario. Moreover, and differently to [58], it was
noted that the chipset used in their experiments was able to
capture the FoI even if it arrived after the interfering frame’s
preamble. The last scenario’s results are similar to the one
where the interfering frame arrives within the FoI preamble.
It is important to highlight that all these results were obtained
when using the 6Mbps modulation rate in 802.11a. Naturally,
as the modulation rate used to transmit the FoI increases, so
does the SIR required to capture it. According to the results
presented in [60], this growth is roughly linear.

Most simulators do not consider these three possible capture
scenarios and their different SIR thresholds. In particular, the
ns-3 reception procedure is as follows [61], [62]. The PHY
layer can be in three possible states: transmitting, receiving
or idle. If the first bit of a new packet is received while
the PHY is not in the idle state, it is immediately dropped.
Otherwise, and if the frame’s power is higher than a certain
sensitivity threshold, the PHY switches to the receiving state,
and schedules an event at the moment the last bit of the packet
is expected to arrive. To decide whether or not the frame is
correctly received, a random uniform number is drawn and
compared to a packet error rate. The latter is calculated based
on the bit error rate of each received bit, which in turn depends
on the modulation used and possible interfering frames. The
most important consequence of this simplified PHY model is
that the simulations will show less capture events than reality.
More precisely, of the three possible scenarios discussed
before, a ns-3 simulation may only include the first and third
one, and in a relatively simple form. The simulation results
shown hereafter will then be presented from a qualitative
perspective, and should only be considered as a conservative
bound on the effects of physical capture.

It is important to highlight that the results shown up to this
point had the capture effect disabled. This was achieved by
artificially increasing the packet error probability to 1 when a
collision was detected. Such simple modification is not only
the result of a well-designed software, but also of its open-
source nature.

B. Effects of the Physical Capture on the Upper Layers

1) MAC layer: We will now discuss the effects of this
physical capture on the layers above, in particular the MAC
and transport layers. Let us first consider DCF only (and thus
use UDP at the transport layer). As we mentioned before, the
capture phenomena will result in unfairness among stations
with different propagation conditions towards the AP. Indeed,
in the event of a collision, the frame that is received with the
highest power may still be correctly decoded, the probability of
which depends on the timing between frames, the modulation
in use, and the received power of all the frames involved.

Let us first consider a scenario with only two stations, whose
distance to the AP is the same. One of these stations (which we
will note asn1) transmits at a fixed power (10dBm) while the
other one (n2) transmits at different power levels, simulating
a difference in the propagation conditions towards the AP. We
show the results for each of these levels in Fig. 19. More in
particular, both stations are transmitting up-link UDP traffic
in saturation conditions using the 2Mbps modulation rate, and
we present the results corresponding to both access methods.
Although somewhat simple, the example will nevertheless
illustrate some interesting aspects of the effects of capture on
DCF.

Figure 19a shows the ACK-timeout probability for each
station. That is to say, the ratio between the number of failed
transmissions and the total transmission attempts. Naturally,
when the power of both stations is the same, their results are
also the same. However, note the important difference between
the access methods. Whereas under the basic access both
stations obtain an ACK-timeout probability of roughly 0.05,
under RTS/CTS they obtain a very small 0.015. This happens
despite the fact that both methods use the same modulation rate
in this scenario. The reason behind the difference actuallylies
on the packet size. Naturally, the longer a packet, the bigger
the probability of it being dropped due to interference, and
in this case in particular, of not capturing the channel. Allin
all, the capture phenomena, and its associated unfairness,is
exacerbated by the RTS/CTS mechanism due to the combined
effects of a (generally) lower modulation rate and smaller
packets involved in the collisions.

As we mentioned before, ns-3 may only simulate a bound
on the capture effect. Indeed, as the transmit power ofn2

increases, the ACK-timeout probability does not goes to zero
as expected [58], but converges to a fixed value. However, we
may still observe important differences in throughput between
both stations (see Fig. 19b). In addition to most collisions
being resolved to its favour, and precisely due to this fact,n2

will operate most of the time with a contention window equal
to Wmin, resulting in more frequent transmission attempts than
n1. We have thus two levels of unfairness at two different lay-
ers: the physical layer capture which arbitrates most collisions
favourably ton2, and a resulting bigger contention window
in the MAC layer of n1 which diminishes its transmission
attempt rate.

To finish the analysis of the MAC layer we will discuss
a somewhat more realistic case-scenario. Let us consider ten
stations randomly distributed inside a circle of radius 50m
around the AP, where each of them saturates the channel
with UDP traffic, all transmitting at the same power and with
the same modulation rate (in this case 11Mbps). Figure 20
shows the individual throughput obtained by each station as
a function of their mean received power at the AP for both
access methods. Please note that the results obtained by each
station in each of the 10 simulation runs are displayed.

It is important to highlight that we have verified that a
station alone obtains the same throughput independently ofits
distance to the AP (the verification was made up to 100m, the
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Fig. 19: ACK-timeout probability and individual throughput when two stations are at the same distance of the AP, one
transmitting with a power of 10dBm and the other with the power indicated at the x-axis. Traffic is saturating UDP up-link,
modulation rate is 2Mbps, and results for both access methods are shown.
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(a) Basic access
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(b) RTS/CTS access

Fig. 20: Individual throughput as a function of the receivedpower. Ten stations are randomly deployed in a circle of radius 50m
around the AP and are sending uplink UDP traffic in saturationconditions. The data rate is fixed at 11Mbps, and transmission
power is also fixed. Results correspond to ten different simulation runs.

maximum distance between any two stations in this case). This
means that the difference in the station’s individual throughput
in this case-scenario is due only to channel capture (and in
particular, not due to hidden stations).

Naturally, as the received power increases, so does the re-
sulting throughput, as those stations capture the channel more
easily in a collision. Furthermore, the difference betweenthe
minimum and the maximum throughput can be very important.
This is specially so for the RTS/CTS access, where some few
lucky stations may receive more than three times throughput
than the (not so few) unlucky ones. Finally, note that for

the basic access, most of the stations obtain a throughput of
roughly 500kbps, similar to the results we showed in the case
of no capture (cf. Fig. 4). This similarity is because at 11Mbps,
the difference in power necessary to capture the channel is very
important and capture events are fewer. On the other hand, in
the case of RTS/CTS access, the results are very different from
the 400kbps we obtained before (again, see Fig. 4). This, as
we mentioned before, is due to the tendency that the (small
and modulated at lower rates) RTS packets have to capture the
channel.
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Fig. 21: Individual throughput as a function of the received
power. Ten stations are randomly deployed in a circle of radius
50m around the AP and are all downloading an infinitely long
file from a server behind the AP. The transmission power is
fixed. Results correspond to ten different simulation runs.

2) Transport layer (TCP):We will now discuss the effects
of the capture phenomena over TCP. As we showed in Sec.
IV, if all stations are using TCP as their transport protocol
(either downlink or uplink) the number of “active” stations
(i.e. those with a packet in their buffer waiting to be sent) at
any given time is generally very small. This in turn results in
a very small collision probability. It is then to be expectedthat
under this scenario the capture phenomena is not influential,
since it simply does not manifest itself.

Figure 21 verifies the above analysis. It shows the individual
throughput of each station corresponding to the same scenario
as Fig. 20; i.e. 10 stations randomly deployed in a circle of
radius 50m around the AP. Note how the results are almost the
same as when no capture was allowed to take place (cf. Fig.
10). This is a good example that illustrates that extrapolating
results from different case-scenarios is not necessarily correct.
In this case, an unforeseen behaviour of the upper layers
negates a potentially harmful effect of the lower ones, without
necessarily violating the layering principle.

Naturally, several models to predict the resulting throughput
considering the capture effects have been proposed in the liter-
ature, specially for the UDP saturated case. We have already
cited [56], that corrects the success and failure probabilities
of Bianchi’s model to include the possibility of a capture.
Other works exists in this same line with different levels of
complexity (see for instance [63], [64], [65]). However, most
of them assume that stations may control their transmission
power so that the received power at the AP is the same for all
of them. Then, based on assumptions on fading calculate the
probability of a given station to capture the channel. Power
control is not a common feature in standard 802.11 cards, and
even if implemented, the transmitting power may be chosen
from a discrete set of values. To the best of our knowledge, the

tux@linux#

Fig. 22: A scenario where two stations are hidden from each
other: although communications with the AP work properly,
an opaque wall between them results in neither being able to
sense the other.

only work that explicitly considers different receiving powers
and is interested in estimating the unfairness among stations
is [66]. However, this estimation is provided indirectly by
what they call the average inter-success backoff delay (i.e. the
mean number of slots between two successful transmissions).
Moreover, the effects of channel capture are blurred by the
presence of multiple rates (and an unspecified rate adaptation
algorithm). All in all, a model to analyze this case-scenario,
that for instance considers a realistic capture model such as
the one proposed in [60], is still a challenging open problem.

To finish this section, let us remark that there exist some
works that strive at minimizing this potential unfairness.For
instance, the authors of [67] study the usefulness of several
MAC and PHY layer parameters, such as theWmin, to
mitigate the difference in individual throughput. A more recent
article has extended this work and proposes a mechanism
to adapt these parameters on the fly based on some local
measurements [68].

VI. T HE HIDDEN STATION PROBLEM

We will now discuss one of the most “popular” problems in
CSMA: the hidden station. It should be clear that CSMA relies
heavily on the ability of each station to sense the transmission
of every other station. However, it is easy to imagine a
situation where this assumption does not hold. Figure 22
illustrates such case-scenario. Two stations are transmitting
to a single AP, but a wall between them, opaque to the RF
signals, results in neither stations sensing the other. Another
case scenario is one where stations are disposed around the
AP, all being able to communicate with the AP, but those
stations far away from each other do not sense each other.
Such situation may arise for instance in a residence with a
single AP, where the signal of those stations far away from the
AP has to traverse several walls in order to reach the stations
at the other end of the building.



Let us now define more formally this case-scenario. Several
stations are disposed around the AP, and the signal from and
to it is excellent (i.e. no losses due to errors in the channelare
experienced in the exchanges with the AP). We will say that
station j is hidden from stationi when a transmission from
stationj reaches stationi with a power such that the former’s
CCA will respond with idle. In the symmetric scenario we
were considering so far (i.e. all stations have equivalent
equipment and apply the same algorithms), if stationj is
hidden from stationi, then the reciprocal is also true (i.e.
stationi is hidden from stationj).

A. Performance Penalties

The most important consequence for a station that is hidden
from other stations is that its transmission is simply ignored
by the latter. Up to this point, collisions could only occur
when the backoff counter of more than one station reached
zero at the same time-slot. However, under this scenario,
collisions may occur in the middle of a transmission, because
the tagged station’s frame took so long to be transmitted, that
the backoff counter of one of its hidden stations reached zero
before it could end the transmission. In fact, if all stations
are hidden from each other, then CSMA behaves similarly to
a simple Aloha [69], where stations transmit without sensing
the channel first, and if the packet is not acknowledgement,
they re-transmit it a random time later.

Figure 23 shows the results corresponding to the simplest
case-scenario: only two stations are sending traffic to the AP.
Different modulation rates and access methods are considered,
as well as whether the stations are hidden from each other
or not. It is important to highlight that all simulations we
show from now on allow channel capture. We believe it
contradictory to consider a more complete PHY model that
includes the possibility of hidden stations but ignores channel
capture, which as we discussed before requires much smaller
power differences in order to manifest itself.

The first thing that should be noted in Fig. 23a is that
naturally the system throughput is always smaller when the
stations are hidden from each other than otherwise. However,
note that the impact is much smaller with RTS/CTS access
than with its basic counterpart. This is precisely the goal of
this access method. The basic idea is to decrease the duration
over which a hidden station may inadvertently interfere the
tagged station’s ongoing transmission (the so-calledvulnerable
period [5]). The RTS packet is small in size, and the CTS
packet signals all stations in the AP’s range (in this case, all
stations) of the impending transmission, as well as its duration.
The (generally) longer packet transmission may then occur
without collisions.

The second aspect that deserves attention is the fact that
as the modulation rate increases, the saturation throughput of
the RTS/CTS access method becomes comparable to the one
obtained by the basic one. Two elements act in conjunction
here. Firstly, as the modulation rate increases, the vulnerable
period for the basic access decreases (in this case the air-
time of a frame). This is very clear in Fig. 23b, where we

show the ratio between the number of transmission and ACK-
timeout events. Note that as the modulation rate increases,
this ratio decreases. This is despite the fact that capture
phenomena becomes rarer as the rate increases. The second
aspect in play here is the fact that the overhead produced by
the RTS/CTS handshake becomes relatively more important
as the modulation rate increases. This overhead is such that,
although the ACK-timeout probability is almost twice for the
basic access than for RTS/CTS, the throughput in both cases
is very similar.

We have mentioned the vulnerable period as a very im-
portant factor in this case-scenario, and how the RTS/CTS
access mechanism strives at minimizing it. Figure 24 further
illustrates this point. In it, we show the results obtained in
the same case-scenario as before (i.e. two stations hidden
from each other sending up-link UDP traffic in saturation
conditions), although in this case we vary the payload size
used by both stations.

As we discussed in Sec. III-C2, in Bianchi’s context, where
stations were not hidden from each other and frames were not
lost except for collisions, throughput was a linear function
of the payload size used by all stations, and the collision
probability was independent of the payload size. This is
precisely the case for the RTS/CTS access method even in
this case, because its vulnerable period is independent of the
payload size. On the other hand, for the basic access the
vulnerable period is almost proportional (albeit the headers,
which are fixed) to the payload size. As shown in Fig. 24b,
this results in an ACK-timeout probability that increases with
the payload size, and a saturation throughput that is not strictly
increasing with the payload size.

To finish this subsection, we will consider a case-scenario
where some stations are hidden from each other, whereas some
other are visible to all. As we mentioned before, such situation
may arise in an indoor scenario, with very poor propagation
conditions, where those stations far away from the AP may
be hidden from each other, but those close to the AP can
“listen” to all transmissions (and are thus “listened” by all
other stations).

In particular, and similarly to what we did in Fig. 20, we
will randomly position 10 stations in a circle of radius 50
meters with the AP at its center. However, this time the path-
loss function is such that stations that are more than 60 meters
apart are hidden from each other (although we have verified
that each station is capable of perfectly communicating with
the AP if alone, independently of its position in the circle).3

The results for both access methods (with a data modulation
fixed at 11Mbps) are shown in Fig. 25. Each point corresponds
to the throughput obtained by each station in each of the 10
simulation runs.

Results pertaining to the basic access (Fig. 25a) are in sharp
contrast with the ones we obtained when no hidden stations

3More in particular, we have used theThreeLogDistancePropagationLoss-
Model model of ns-3, with parametersDistance0, Distance1, ReferenceLoss,
Exponent0and Exponent1equal to 1,d, 2, 4.9 andα respectively (whered
varied linearly from 50 to 100 andα from 24 to 13).
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Fig. 23: Results corresponding to two stations sending UDP traffic towards the AP in saturation conditions for different
modulation rates. The case-scenario where the stations arehidden from each other and that they “see” each other are included.
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Fig. 24: Results corresponding to two stations hidden from each other sending UDP traffic towards the AP in saturation
conditions for different payload sizes. The modulation rate is fixed at 11Mbps.

were allowed (Fig. 20a). Whereas before we obtained that
most stations obtained roughly 500kbps, the level of unfairness
is now very important. Stations near the AP may lose a packet
only if their backoff counter reaches zero simultaneously with
another station. Even in such case, the AP may respond with
an ACK if the tagged station captures the channel, an event
very likely to happen if for instance the competing station is
one of the farthest away from the AP. On the other hand, those
stations far away from the AP may further lose packets because
a hidden station interrupts its transmission. This asymmetry
in packet losses results in some stations receiving almost
no throughput, whereas the other luckier stations obtain a
throughput of roughly 1200kbps.

The unfairness is still very important even when using the
RTS/CTS access mechanism (Fig. 25b). In addition to the
capture phenomena we observed and discussed before (see Fig.
20b), the presence of stations hidden from those farthest away
from the AP results in these stations obtaining a throughput
close to zero. Those close to the AP obtain a throughput of
roughly 8000kbps, smaller than the one obtained by the basic
access mostly due to its overhead.

The simulation results we just presented indicate that the
RTS/CTS mechanism is far from alleviating the performance
penalties generated by hidden stations. Let us briefly consider
the TCP case now. The same results as before, corresponding
now to this transport protocol, both for downlink as well
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(b) RTS/CTS mechanism.

Fig. 25: Individual throughput as a function of the receivedpower. Ten stations are randomly deployed in a circle of radius
50m around the AP and are sending uplink UDP traffic in saturation conditions. The data rate is fixed at 11Mbps, and stations
that are more than 60 meters apart are hidden from each other.Results correspond to ten different simulation runs.
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Fig. 27: Ten stations are randomly deployed in a circle of
radius 50m around the AP. Individual throughput as a function
of the carrier sense for all case-scenarios considered so far.
Results correspond to the median and the 0.95 and 0.05
quantiles of the individual throughput obtained by all stations.

as uplink traffic, are shown in Fig. 26 (since similar results
are obtained for the RTS/CTS mechanism, we omit them).
Moreover, we compare all the case-scenarios considered so far
in Fig. 27, which additionally shows the effect of the carrier
sense (i.e. at which distance stations are hidden from each
other), which was fixed at 60 meters up to now. More in
particular, the graph displays the median and the 0.95 and 0.05
quantiles of the individual throughput obtained by all stations.

Once again, the results for TCP are remarkably good,
specially for downlink traffic where no unfairness is visible

(Fig. 26a and the squares in Fig. 27). The reasons behind this
excellent performance are the same as before: TCP operates in
such way, that the number of stations actually competing for
the channel at any given moment are very few, and thus few
collisions occur. When the packets generated by the stations
are small TCP acknowledgements (and thus the vulnerable
period is small), collisions between hidden stations are rare.
However, when the stations send bigger data packets, the
possibility of collisions increases, and we obtain that some few
stations are starved (Fig. 26b and the diamonds in Fig. 27).
However, this is true only in the case where most stations are
hidden from each other. With a carrier sense of just 70 meters,
this negative effects are much less visible. Finally, note how
no real benefits are obtained from the RTS/CTS scheme in the
complete range of carrier sense considered.

B. Previous Studies

As we mentioned before, this case-scenario has been iden-
tified very early on as a very problematic one. In particular,
Tobagi and Kleinrock analyzed it in the context of their then
newly proposed CSMA [70]. To alleviate it, they propose
the so-calledBusy Tone Multiple-Access(BTMA) mechanism,
where whenever a station senses an ongoing transmission, it
sends a busy-tone over an independent signalling channel.

However, although unanimously recognized as grave,
BTMA was not widely adopted as the solution to the hidden
station problem. The reason being that permanently dedicating
a (however small) portion of the total channel to signalling
was considered by most as too big a waste (although further
refinements of BTMA were proposed, e.g. [71]). Instead, “in-
band” signalling was preferred as a solution to this problem.
In particular, the RTS/CTS mechanism was proposed in [72],
and further extended in [73].
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(a) Downlink TCP traffic.
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(b) Uplink TCP traffic.

Fig. 26: Individual throughput as a function of the receivedpower. Ten stations are randomly deployed in a circle of radius
50m around the AP and are sending downlink and uplink TCP traffic. The data rate is fixed at 11Mbps, and stations that are
more than 60 meters apart are hidden from each other. Resultscorrespond to ten different simulation runs.

We have already discussed some short-comings of the
RTS/CTS mechanism even in our WLAN scenario, and more
arise in the context of ad-hoc networks (specially mobile ones,
like vehicular networks). It should come as no surprise then
that several works have striven at further improving it, or
replacing it altogether (see for instance [74], [75], [76],[77]
just to name a few). Instead of modifying the MAC layer, some
works have studied methods that allow the receiver to decode
colliding frames when they arrive with a relatively significant
time offsets as in this case (e.g. [78], [79]).

An approach that has received little attention in the literature
is to force the system to operate at a regime where the effective
number of competing stations is low. This way, collisions
would be few, and the negative effects of hidden stations (as
well as all problems stemming from collisions, like captureand
wasted resources) would be minimized. We have shown how
TCP indirectly drives the system to such behaviour. Further
studies in this direction would be interesting.

We now turn our attention to modelization efforts of this
phenomena. In addition to presenting the problem, [70] also
analytically studies the performance of CSMA in the presence
of hidden terminals. To this end, they propose a graph, where
an edge between nodesi andj indicates “visibility” between
them, and its absence that they are hidden from each other.
Their analysis, and all further extensions (e.g. [80], [81]), are
however not directly applicable to our case scenario, sinceit
pertains to a general CSMA algorithm and does not consider
any of the particularities of DCF.

Anyway, a similar approach was taken by other authors
when studying 802.11 in this scenario. For instance, the
authors of [82], [83] also consider a model where stations may
“see” each other or not if they are closer than a certaincarrier
range (which may be viewed as a way of constructing the

graph we mentioned before). However, they further consider
two other ranges: the transmission and interference range.The
former is the maximum distance at which two stations can
communicate without errors in the absence of other concurrent
transmissions. The latter is the distance within which an
interfering transmitting station can jam a receiver.

Although the above model, based on one-on-one relation-
ships between nodes, simplifies the analysis and has proved
somewhat popular (see for instance [84] for a work based on
these thresholds which studies WLANs in particular), it is not
the best way to proceed. Actually, depending on the CCA
mode in use, a node may judge the channel as busy based
on thesumof all detected signals, and not on each individual
station signal. Moreover, the interference range lacks anyreal
significance, since again the interference is the sum of all
ongoing transmissions other than the one of interest. Finally,
let us highlight that, as analyzed in [85], this oversimplified
model may lead to contradictory results when compared to
more realistic ones.

Naturally, extensions to Bianchi’s model for this case-
scenario have been proposed (for instance [86], [87], [88]).
However, as discussed in [89], the variable length time-
slot, central in Bianchi’s analysis, is ambiguous in this case-
scenario, where coordination is lost between stations hidden
from each other. Moreover, the authors of [90] show that the
collision probability is not independent of the backoff stage
in this case. This invalidates the formula resulting from the
markov chain, and thus all analysis based on it. The authors
of [90] consider instead a simple case where only two stations
are present in the WLAN, construct an alternative markov
chain, and derive the total throughput. They then generalize
the model to consider an arbitrary number of stations, which
allows them to calculate the station’s individual throughput.



However, the decision of whether one station senses the
channel as idle or not in their model is based on one-on-one
relations between them.

Let us finally highlight that all these models ignore the
effects of physical capture. For instance, in the case of
RTS/CTS access, with RTS frames modulated at 2Mbps, a
difference of only 2dBm would result in one of the colliding
frames capturing the channel. To consider that the path loss
is such that two stations, which are in the range of the AP,
suffer losses of tens of dB between them, but that their signal
reaches the AP with almost exactly the same power, strikes
us as somewhat contradictory. To the best of our knowledge,
a model that considers both hidden stations and the capture
effect does not exist.

VII. H IGH THROUGHPUTWI-FI : 802.11N

In this section we discuss 802.11n in more detail. We begin
by highlighting research that the main new features included
in the standard has sparked. We then argue that the results we
had presented so far may be adapted to the new standard and
how to do this. The last subsection briefly presents the recent
amendments that would permit Gigabit WLAN.

A. New features: new research opportunities

1) 40MHz bandwidth channel:The basic idea behind dou-
bling the channel’s bandwidth is that, in principle, it results
in twice the rate (see [91] for a more precise estimation of
this gain). However, this seemingly simple method has its
associated costs. For instance, in the 2.4GHz band, where there
are only three non-overlapping 20MHz channels available
(compare this to the twelve 40MHz non-overlapping chan-
nels available in the 5.8GHz band), interference from other
WLANs is not to be neglected and may have a very important
impact on the obtained throughput [92], [93].

Moreover, receivers with twice the bandwidth also capture
twice the noise, and since the total transmitted power is still
the same, SNR is reduced by 3dB. This may be specially
important in the 2.4GHz band, which is shared with cordless
phones, microwave ovens or bluetooth.

It should be clear by now that 802.11n should be used in the
5.8GHz band, and that the decision of whether to use a 40MHz
or 20MHz channel has no simple answer. The interested reader
should consult [94], [95] for an in-depth study on this question.

2) MIMO: As for instance demonstrated in [96], MIMO
technology introduced in 802.11n is beneficial under all cir-
cumstances when compared to traditional SISO (Single Input
Single Output) used in legacy a/b/g devices. In 802.11n up
to four antennas may be used both at the transmitter and
the receiver, resulting in up to four spatial streams. However
they may be used to transmit several different streams (i.e.
spatial multiplexing) or several redundant streams (i.e. spatial
diversity). Naturally, although the former is capable of ob-
taining bigger data rates, the latter is more robust in face of
interference, and a tradeoff exists between both benefits [97].
Moreover, spatial diversity requires a propagation environment
where the samples obtained in the different space dimensions

are actually independent. This means that, even with an
excellent SINR, the biggest rates may not work [93].

It should be clear that choosing the appropriate data rate
(out of the 128 available) is no easy task. This is specially
so when one realizes that the same rate (or very similar
ones) may be obtained by more than one combination of
MCS (Modulation and Coding Scheme) and number of spatial
streams. For instance, under the 800ns GI and 40MHz channel,
108Mbps may be obtained by either using a single spatial
stream in combination with 64-QAM and a coding rate of 2/3,
or two different spatial streams with 16-QAM and a coding
rate of 1/2. Naturally, in the former case transmission will
operate under the spatial diversity regime if both receiverand
transmitter have more than one antenna.

The observation above means that smaller rates do not nec-
essarily result in more robust transmission schemes, breaking
the assumption that underlies most rate-selection algorithms
(such as ARF, which we discussed in Sec. III-B). As presented
for instance in [98], [99], a correctly designed algorithm
should explore both dimensions: MCS and number of spatial
streams.

3) Frame Aggregation:Although a simple idea, aggre-
gation poses several fundamental questions that should be
answered. For instance, the standard assumes that each sub-
frame in either an A-MPDU or A-MSDU should correspond to
a higher layer packet (e.g. TCP). Moreover a simple scheme
could be to form an A-MPDU or A-MSDU when either a
certain size is reached or a timer expires. But, are these
decisions optimal in any sense?

The authors of [100] present a very interesting study on
frame aggregation and provide answers to many of the ques-
tions we asked before. In a nutshell, they conclude that A-
MPDU is a very good aggregation strategy, mainly due to
its selective retransmission capability (an unsurprisingresult,
discussed for instance in [101]). However, they also show that
two features should be implemented in order to fully exploit
A-MPDU: a carefully designed fragmentation strategy and
the so-called zero-waiting mechanism (i.e. accumulate packets
only until the MAC obtains a transmission opportunity).

B. Extrapolating results to 802.11n

We now briefly discuss how virtually all we have presented
in previous sections, mostly pertaining to 802.11 a/b/g, is
still valid for 802.11n. To begin with, it should be clear that
Bianchi’s model is perfectly applicable to the new standard.
Relatively small modifications are necessary to include the
new MAC layer features (see for instance [100] for an exam-
ple).

The key to this simple adaptation of Bianchi’s model is that
DCF’s basic operation has not changed. This in turn means
that some of its “negativities” are still present. Notably,the
performance anomaly we discussed in Sec. III-C1, stemming
from the access opportunities fairness enforced by DCF, still
manifests itself [102]. However, the new features included
in the standard, particularly the aggregation, may be used to



control this performance degradation to some degree (see for
instance [92], [103]).

Moreover, TCP still performs very well, even more so when
aggregation is enabled both at the AP and the stations [103].
To illustrate why aggregation in both senses is necessary, let us
consider the case of a station downloading a file. If aggregation
is allowed only on the AP, the station will only be able to
answer with a single acknowledgement per access opportunity.

Naturally, both the physical layer capture (cf. Sec. V) and
the hidden station problem (cf. Sec. VI) are still present.
Regarding the latter, the large frame sizes may result in larger
vulnerable periods (and thus more collisions) if the fastest
modulation and coding schemes are not used. However, if the
colliding frame arrives to the receiver in the middle of an
A-MPDU transmission, most probably part of the A-MPDU
will be correctly received and a BlockAck acknowledging the
first sub-frames will be sent. This may be further exploited to
detect hidden stations as discussed in [104].

However, and to the best of our knowledge, a thorough study
of the benefits of the new features of 802.11n in the context of
hidden stations has not been performed. Similarly, the effects
of MIMO on the capture phenomena have not been reported
so far. Although at first glance one would tend to believe that
such high rates do not permit capture to happen, the usage of
robust coding schemes (like STBC) may prove this wrong.

C. Further rate extensions: Gigabit WLAN and beyond

With the 100 Mbps MAC level throughput objective accom-
plished, it was only natural to target the Gigabit WLAN. In
2008 two Task Groups were formed to pursuit such accom-
plishment: 802.11ac and 802.11ad, corresponding to the bands
below 6GHz and the 60GHz one respectively.

802.11ac is still not standardized, being 5.0 its latest draft
and having very recently been forwarded to sponsor ballot.
Overall, the new amendment will further transit the path of
802.11n, in the sense that the channel bandwidth may now be
as large as 80 or 160MHz, 256 QAM is now supported, as well
as 8×8 MIMO allowing up to 8 spatial streams (resulting in
a maximum throughput of 6.9Gbps).Moreover, A-MSDU and
A-MPDU are now allowed to be even larger than before [105].

However, the main novelty in this amendment is the use of
the so-called Downlink Multi-User MIMO (DL MU-MIMO).
In a nutshell, this is a technique by which different spatial
streams may be sent to different receivers. If up to eight
antennas may be present in the AP, this feature is particularly
appealing for communicating with devices that for different
reasons (e.g. cost or space) may not include so many antennas.
In such case, DL MU-MIMO allows the AP to multiplex both
spatial streams. The interested reader may consult [106] for
an introduction on the subject, or [107] for a study on the
benefits that this scheme brings to CSMA.

On the other hand, the standardization process of 802.11ad
was finished in late 2012 [108]. The basic objective of this
amendment was to take advantage of the relatively underused
and unlicensed 60GHz band. In addition to presenting little
interference, it has more bandwidth available than the 2.4GHZ

or 5.8GHz band, and thus permits much wider channels.
However, such high frequency present the disadvantage of
resulting in a much bigger path-loss (due to smaller antenna
effective area, atmospheric absorption and higher loss in
building materials), thus requiring highly directive antennas.
Such characteristics have made this band the most appealing
candidate for wireless replacement of wired digital interfaces
(e.g. HDMI). An example of industrial efforts in this sense is
the WirelessHD specification [109], whose first version was
published in 2008.

The interested reader should consult the recent survey [110]
for further references regarding these two new standards.
Finally, let us highlight that this order-of-magnitude increase
in the raw data rate has re-sparked interest in more efficient
MAC algorithms. Examples of recent articles in this sense
include [111], [112], [113], [114].

VIII. A MAC WITH QUALITY OF SERVICE: 802.11E

In this section we briefly discuss 802.11e (i.e. EDCA),
its performance and the models present in the literature.
Naturally, this scheme grasped much research attention very
early on. For instance, one of the first articles to study EDCA’s
performance was published as early as 2001 [115]. The most
natural question is how each of the “knobs” we mentioned
in Sec. II-B influences performance. The effects of a big
TXOP are relatively straightforward to understand, at least
in the saturated case-scenario. A very interesting discussion
of the effect on prioritization and overall performance of
the other two parameters is presented in [116]. The article
demonstrates the superiority of AIFS differentiation due to,
among other reasons, the important number of time-slots
wasted in collisions when several ACs with a smallWmin

contend for the channel.
Regarding the models proposed for this MAC mechanism,

extensions to Bianchi’s model were also rapidly proposed. See
for instance [117] (which reaches conclusions similar to [116]
regarding the usefulness of AIFS andWmin differentiation
mechanisms) or the extensions of [14] to this case presented
in [118].

Although the first experiments using the new standard
recognized its ability to differentiate traffic, they also identified
the need of an access control scheme if QoS was to be
guaranteed [119]. Consequently, several such schemes were
proposed in the literature, a overview of which may be
consulted in [120], [121].

There is another important aspect of EDCA that we have not
mentioned so far, which is the specific values of the AIFSN,
TXOP, Wmin and Wmax for each AC. The standard only
dictates the existence of four different ACs, and suggest default
values for each of them. However, they may be changed on the
fly, and this ability has attracted many researchers’ interest. A
recent discussion on this topic is provided in [122], [123].

However, and despite all the research effort invested in it,as
we mentioned in Sec. II-B, the implementation and usage of
EDCA has been very limited. This situation responds mostly
to three facts. Firstly, the Wi-Fi Alliance provides certification



testing of its ownWi-Fi Multimedia (WMM) specification,
based on a subset of functions from the 802.11e draft 6. In this
sense, it is interesting to highlight that, since the final version
of 802.11e and WMM differ, a Study Group was formed in
2007 so as to adapt 802.11e to WMM, which was shortly after
dissolved [124].

The second reason behind 802.11e’s (or even WMM’s)
limited usage is the decision of which frames are assigned to
each AC. This is up to the specific application, which for in-
stance may mark each packet with the pertinent IEEE 802.1D
priority tag [125], and the conversion to the corresponding
AC is defined in the 802.11e standard (or automatically
performed by WMM-enabled APs). However, such marking is
rarely performed by real multimedia applications or devices.
For instance, the interested reader may consult [126] for an
account of the frustrations of a user trying to exploit WMM
on a domestic network.

The third and last reason stems from the fact that even
certified equipment is not guaranteed to be totally interopera-
ble [127]. In such case, stations generating traffic of the same
AC may be unintentionally prioritized over each other. For
instance, the authors of [128] report on the usage of 802.11e
cards constructed by different vendors. Results indicate that
prioritization takes place (or not) depending on the card that
sends the highest priority traffic. This is in addition to the
implicit prioritization provided by the PHY layer when the
capture phenomena manifests.

IX. 802.11ON THE WILD : SOME MEASUREMENTS

STUDIES ON OPERATIVE WLAN S

We will now briefly overview one very important aspect of
WLAN’s performance: measuring operative and uncontrolled
networks. One of the first works to report such measure-
ment campaign was [129], which presented the measurement
methodology and analysis of a twelve-week trace of a WLAN
spanning a complete building (in particular, the Gates Com-
puter Science Building of the Stanford University, comprising
12 APs and 74 wireless users). The authors were particularly
interested in user behaviour and traffic characteristics. That is
to say, they studied aspects like the number of active users,
sessions’ length, users’ mobility, traffic distribution among
APs, or traffic per user and per application. All these aspects
are important and should be used as an input when planning
the deployment of a new WLAN.

Regarding the measurement methodology, the authors
of [129] used a combination of tcpdump, SNMP queries and
the WLAN’s authentication system log. These same authors
used a similar approach in [130], where they analyzed network
usage and user’s mobility in a metropolitan network by means
of analyzing the logs of the poletops (equivalent to the APs
in Metricom’s Ricochet multi-hop network).

This kind of “wired-side” analysis of the WLAN has
been carried out by several works in different contexts:
conferences [131], corporate buildings [132], universitycam-
puses [133], [134], [135], [136], metropolitan networks [137],
[138] or even restaurants [139]. The interested reader should

consult each of them for they sometimes reach contradictory
conclusions, which is natural since these studies span almost a
decade. A study of the evolution of wireless data traffic based
on some of these studies may be found in [140].

Although interesting in its own right, the measuring method
cited above is not useful if we are interested in the wireless
medium. For instance, if a station sends a packet while another
sender has already captured the AP, this event will not be
logged except by that particular station. Differently to a test-
bed, in an uncontrolled network it is not possible to perform
measurements at every station. In this context, the idea of
using severalwireless monitorsdisposed around the WLAN
emerged [141], [142], [143].

There are two main difficulties that one must overcome
when using this “wireless-side” analysis. The first one, is
that the vision of each individual monitor is intrinsically
incomplete and different from each other, as we illustrated
above. The second one, is that we would ideally want a
single view of the wireless medium (i.e. a time-line with the
events and their duration), so a method to merge all these
different views has to be devised [144]. For instance, the
authors of [141], [142] rely on the AP’s beacon packets in
order to align all traces, whereas those of [143] study the
possibility of inferring missing packets by considering the
possible frame exchanges as established by the standard (a
method later refined in [145]).

Several works have been published since that propose
different measurement techniques or software. For instance,
Jigsaw [146] is a wireless-side measurement software based
on [141], [142] that stresses scalability. More recently,
WiMed [147] and PIE [148], both designed to measure inter-
ference, have been made available. Several other tools exists,
some of which are classified and briefly discussed in [149].
Practically speaking, the most natural use for this kind of
methods is security. There are several security breaches which
cannot be detected at the wired-side of the network. Examples
of such usage are [150], [151], [152], [153].

Quiet surprisingly, the articles that focus on the actual
medium usage are relatively few. For instance, the authors
of [154] use commercial wireless sniffers to study a relatively
big WLAN (97 APs and 6775 users). However, their analysis
of the wireless side of the network is very small. An exception
are [155], [156], which provide significant insight into the
operation of DCF in real deployments. Among the conclusions
they reach are some of which we already discussed in this
article: the usage of lower rates by some stations is detrimental
to the network as a whole, the tendency of most rate control
algorithms to confuse congestion with poor propagation condi-
tions exacerbates this phenomena and should then be avoided,
and the use of RTS/CTS only increases the unfairness among
stations.

Finally, let us remark that conducting this kind of mea-
surements is not an easy task at all, even in a controlled
environment like a test-bed. To illustrate these difficulties, let
us cite the experiments reported in [157], where the author
obtain a very poor performance of 802.11g in an outdoor



scenario. This was later explained to be due to a buggy
behaviour of the driver in use [158], [159].

X. OTHER CASE-SCENARIOS

Although our survey is limited to the single AP WLAN
case-scenario, there are other equally important scenarios the
reader should be aware of, and as such we now very briefly
describe.

The most clear extension to our scenario is the multi-AP
case, where interference and handover play a major role in
the performance of the access network as a whole. Moreover,
and regarding the former, it is not rare at all for terminals
to be equipped with several radio access technologies (e.g.
most smartphones include both cellular and WiFi capabilities).
Consequently, there has been much research and industry inter-
est in enabling interworking and vertical (or inter-technology)
handover. Examples of such efforts include the Interworking
Wireless LAN (I-WLAN) [160], the Generic Access Net-
work (GAN) [161] and the Media Independent Handover
(MIH) [162] architectures. A very accessible introductionto
this standard may be consulted in [163] and an interesting
categorization of all these architectures is discussed in [164].

It is important to highlight that neither of these architectures
include definitions regarding the decision by which a specific
network is selected or when the handoff is effectively per-
formed. Naturally, several such proposals exist in the literature,
an overview of which may be found in [165], [166]. Moreover,
the interested reader should consult [167] and references
therein for analytical performance evaluation techniquesre-
garding these handoff mechanisms. Finally, it is interesting to
highlight the situation where not all these different networks
are exploited by the same operator, and the challenging
revenue sharing problem such situation poses [168].

To conclude this section, we wish to briefly comment on
the 802.11af WG, formed on 2009, and in charge of adapting
802.11 to operate in the so-called TV White Spaces (TVWS).
Since the FCC unlicensed the use of several bands correspond-
ing to TV channels in 2008 [169] much effort has been put
into designing communication systems that comply with the
stringent requirements demanded by the regulation (e.g. less
than -100dBm sensitivity in detecting primary users) [170].

As usual, the IEEE is no exception, creating the 802.11af SG
and the 802.22 WG. In particular, the former is concentrated
on wireless regional area networks (WRAN), and it has already
published its standard [171]. Arguably the main difficulty for
these systems is developing the cognitive [172] capabilities
required for their operation. In this sense, the conjunction of
cognitive networking (see for instance [173]) and the WLAN
universe we just presented promises a very interesting and
fruitful research area.

XI. CONCLUSIONS

Our survey provided what we consider a very complete view
of the current understanding of WLAN performance. From it,
we have learnt several lessons, some of which we would like
to highlight.

Firstly, and from a theoretical point of view, Bianchi’s model
was shown to be very versatile. For instance, although it
was initially conceived with the completely symmetric case-
scenario in mind, we have discussed simple extensions that
allow us to analyze different levels of asymmetry (e.g. different
rates or packet sizes among stations). Fundamental in these
extensions was the fact that all stations obtain the same
access opportunities and collision probability. If this isnot the
case (which may arise for instance if the capture phenomena
manifests) then the analysis is not so simple.

Moreover, and regarding the capture phenomena, we have
shown that ns-3 does not correctly model the receiving process
of an 802.11 card. The consequence of this oversimplistic
model is that the quantitative results we obtain from the
simulations may not be correct, and thus cannot be relied on.
Although more detailed extensions exist (e.g. PhySim [174]),
they are not widely used, and more importantly, do not scale
very well. Obtaining any of the graphs we show in this paper
may easily take a complete day if performed with PhySim on
a standard PC.

From a practical perspective we have shown some detri-
mental side-effects of RTS/CTS and multi-rate algorithms.We
believe that the optimal configuration for a WLAN is one in
which basic access is used exclusively (which is generally
the default behaviour of most cards) and that a single rate is
allowed by the AP. This rate should be set to the minimum
acceptable by the network manager, and it will operate as
an access control, allowing stations to transmit only if their
channel quality is good enough.

We have also illustrated the excellent performance attained
by TCP in most cases, effectively avoiding many of the
problematic situations we have presented. This was due to the
protocol’s ability of limiting collisions. A very interesting open
problem is designing a scheme that emulates this desirable
side-effect, without the potential unfairness issues of TCP
when, for instance, the AP’s buffer is not big enough to
accommodate all connections.

Yet another open problem is the analysis of the WLAN’s
performance when the capture effect is considered. The lackof
such model is surprising considering how easily this phenom-
ena manifests itself. An even more complex task is to analyze
the case-scenario where hidden stations and capture effectare
jointly considered.

Finally, let us remark that at least one important aspect of
WLAN’s performance was mostly left out of this overview:
security. In particular, a very interesting problem is inves-
tigating the possible performance benefits of a station that
does not respect the standard, and how to detect it (see for
instance [175]).
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