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Abstract—The study of the 802.11 standard has been very

intense for more than a decade now. Several works have striven

at understanding its performance, even in the simplest topology of

a wireless local area network (WLAN) with a single access point

(AP). The present survey is an effort to classify and present the

enormous literature on the subject into several important case-
oy —

scenarios, and summarizes the current understanding of WLAN

performance. The resulting performance and associated models .
are discussed (and sometimes extended) and simulation results ey,
are used to illustrate them. We also highlight interesting open -

research problems that we believe the community should address. g

I. INTRODUCTION

Wireless is probably today’'s most used access technol- ) ] )
ogy. Among the many possibilities, 802.11 [1] (commerqiaIIF'g'_ 1 T_he r_1etw0rk considered in the present article: all
known as WiFi) has gained the majority of the market, mainfgfations (in this case two laptops and two smartphones) com-
because of its low cost and reasonable performance. FrBnicate exclusively with the AP, which in tum may act as a
refrigerators [2] to the more traditional laptops or tabjet9ateéway to the internet or any wired infrastructure.
virtually all modern electric devices are equipped with (at
least) an 802.11 interface.

It should come at no surprise then that academia hiterature, we believe the present paper to be a very importa
invested an enormous effort on studying this kind of networkontribution and, surprisingly and to the best of our knowl-
There exist studies based on simulations or experimentatiedge, the first overview of the subject.
considering different flavors of 802.11 (e.g. a, b, g, e, n, The rest of the article is structured as follows. The next
ac); some propose improvements to the standard, while sogeetion gives a brief overview of the 802.11 standard. Wa the
propose new algorithms altogether. begin with the discussion of the considered case-scenarios

At the most basic level, there exist two kinds of networlSection Ill presents one in which all stations can “hear’rgve
configuration: WLAN (Wireless Local Area Network) and adether station, and they all have packets ready to be sent
hoc, both of them contemplated by the standard. In the fgrmeonstantly. We consider unsaturated stations in Sec. IV, in
all hosts send and receive data to and from a centralized ngaeticular when the stations are sending and receiving TCP
(known as the access point, AP). In the latter, no such nodeffic. The models and results we will present up to this last
exists, and communication may be carried between all hosggction are considering a simplistic receiver's PHY model,

The present survey is concentrated on the WLAN casehere if more than two transmissions share a (however small)
illustrated in Fig. 1. In particular, we present a summaryhef portion of time at the receiver, neither one can be correctly
current understanding of WLAN performance. To this end, weceived (i.e. nocapture effegt We dedicate Sec. V to the
discuss what we consider the most important case-scenarapture phenomena and its effects over the performance of th
and present the resulting 802.11 performance. In additien, WLAN. The infamous hidden terminal problem is discussed
present models pertinent to each case-scenario, which&ll in Sec. VI. 802.11a/b/g are still by far the most widely used
us explain some of the observed phenomena. Moreover,sesuéirsions of the standard. As such, most of the discussion up
are verified (and sometimes extended) by means of simulatitm this last section focus on them. Relatively recent veisio
although we refer to the literature for experimental cagpsai of the standard, such as 802.11e and 802.11n, are discussed
when possible. in Secs. VIII and VII. In particular we will discuss how most

Given the sheer amount of papers on the subject, oofrthe analysis we will present for 802.11a/b/g is still dali
intention is by no means to be exhaustive, but we will hightlig for 802.11n. In Sec. X we concisely comment some important
only those papers we consider to be most representativecate-scenarios out of the scope of the present overview. We
each scenario. Precisely, because of the enormous existinigfly discuss the very important and challenging problem



of metrology in an uncontrolled WLAN scenario in Sec. IXreception (although recent studies show that this is nateiyt

Finally, we conclude the article in Sec. XI. true [3]).
Although the 802.11a flavor offers bigger data rates than
II. THEIEEE 802.11 SANDARD the 802.11b counterpart, the latter is still more widelyduse

We now briefly present the 802.11 standard, whose objectf\veo stly due 1o the fact that at the moment of their release,

. . . ; only the 2.4Ghz band was unlicensed worldwide (notably in
is to specify the physical (PHY) layer and the medium acce, . .
control (MAC) mechanism for implementing a wireless Ioca%%mpe)' 802.11g was proposed S0 as 0 Ob“?"” the benefits
area network. The next two subsections are devoted to th ogégoth 80.2'11 a and b. It works_ using OFDM in the 2.4_(_5hz
e and and is backwards-compatible with 802.11b to facditat
two specifications. It should be noted however, that we wi . .
limit ourselves to those aspects that are most importamh fro market mcorporat!on. : '
a global performance perspective. For a complete desmnipti However, the ever increasing traffic demands called for even
the interested reader should consult [1] higher data rates. The answer was the 802.11n standard [4],
' whose objective was to obtain at least a 100Mbps throughput
measured at the MAC level. Multiple-Input Multiple-Output
(MIMO), and the option of operating using a channel with
Regarding the PHY layer, the standard notably specifies thice as much bandwidth as the legacy 802.11 (resulting in
working frequency bands and available modulation schemgigher 20MHz or 40MHz channels) are the key to the greater
(which in turn dictates the available data rates; e.g. DSB$ wphysical data rates in 802.11n. Further optional features a
DQPSK encoding results in a 2Mbps rate). Another importasénsidered in the standard with the objective of improving
aspect worth noting for our purposes is the presence of thgbustness and thus range. For instance, two variants of
Physical Layer Convergence Protocol (PLCP) sublayer, whigcansmit beamforming are included, as well as Space Time
is responsible of interfacing between the MAC layer and ti®lock Coding (STBC). In a nutshell, while the former adapts
“actual” PHY layer (or more correctly stated, the Physicahe spatial streams to the current MIMO channel (by means
Medium Dependent, PMD, sublayer). Its basic objective is &f the so-called steering matrix), the latter sends redunda
make the MAC layer as agnostic as possible to the differeiiformation over the available streams. When all possiédit
physical specifications we will discuss later. It should béed are considered (spatial streams, modulation method, godin
that the PLCP sublayer appends a PHY-specific preamble aggk, channel bandwidth, and guard interval), the number of
header to each packet, modulated at a specific rate, and hadsible raw data rates has enormously increased. While in
they must be taken into account in all computations and 2862.11a we had 8 different rates, the new amendment offers
not to be neglected. 128, ranging from 6.5Mbps to 600Mbps.
These PLCP preamble and header are used by the receiveras _
follows. After detecting and measuring the frame’s preambP- Medium Access Control Mechanism
power, the receiver adapts its gain to the measured power. IThis subsection describes the main MAC mechanism de-
then uses a set of training symbols included in the preantblefined by 802.11a/b/g, the so-called Distributed Coordamati
as to synchronize with the transmitter. After successfsyig- Function (DCF). It then discusses the modifications imple-
chronizing, the receiver decodes the PLCP header thatMsllomented in 802.11e and 802.11n.
(which for instance includes information on the modulation DCF is a CSMA/CA (Carrier Sense Multiple Access with
used for the payload). If the header is correctly receiveu¢wv  Collision Avoidance) mechanism, that is executed by each
is verified by a parity bit) the receiver goes to a receivingode in a distributed way. More precisely, it is a variatidn o
state and decodes the rest of the frame. To verify the corrélaé so-calledp-persistentCSMA proposed by Kleinrock and
reception of the complete frame, a CRC is appended at the dabagi in [5]. The standard also specifies a centralized MAC
of it. Such detailed description of the receiving procesd wimechanism (the Point Coordination Function, PCF). Cards
be helpful to understand the capture phenomena, discusseihiplementing it are almost nonexistent, and as such, we shal
Sec. V. not discuss PCF any further. In any case, the foremost objec-
In any case, the most important differences between 802t for a MAC mechanism is to avoid potentially interfering
flavors lies precisely in this layer. For instance, 802.1l@oncurrent transmissions to occur. In DCF this objective is
works in the 5.8Ghz frequency range with OFDM (Orthogonalchieved roughly in two steps.
Frequency Division Multiplexing), and possible data raigs, As in every CSMA protocol, in DCF the first step that a
9, 12, 18, 24, 36, 48 and 54 Mbps. On the other hand, 802.14thtion that wants to access the medium must take is to decide
operates at the 2.4 Ghz band and has three possibles physidather the channel is idle or not (i.e. perform the carrier
layers: IR (Infrared), FHSS (Frequency Hopping Spread Spesense). This task is carried out in two ways: physically and
trum) and DSSS (Direct Sequence Spread Spectrum), althowgtually. The former is a service provided by the PHY layer,
only the latter became widely implemented. The raw datad is called Clear Channel Assessment (CCA). According to
transfer rates supported by this PHY are 1, 2, 5.5 and iie standard, the CCA implementation should report a busy
Mbps. Naturally, as the rate increases, so does the Signahiedium at least for one of the following conditions. Either
Interference and Noise Ratio (SINR) required for a correethen the detected energy level is above a certain threshold,

A. Physical Layer



when a signal with the same PHY characteristics is deteoted fransmission, the frame is scheduled for retransmission.

a combination of both. The virtual carrier sensing is perfed What we just described is calleBasic AccessFigure 2

by the MAC layer, and is based on its channel reservatidiustrates the frames and times involved after two frames
capabilities. More of this will be discussed when explagnincollide. In addition to the basic access, there is a four-way
the Request To Send/Clear To Send procedure. handshaking access method calRdquest to Send/Clear to

The second step is the collision avoidance (CA) one. Thend (RTS/CTS). In this mode, when a station is granted
is implemented by the backoff mechanism, which randombccess to the channel, instead of immediately sending tiae da
delays the transmission of frames. This mechanism heljpame, it first sends a control frame called RTS. Once the
in preventing the synchronization of transmissions, sialke destination node correctly receives the RTS frame, it waits
nodes that are waiting to transmit observe the channel becanSIFS period and responds with another control frame, this
ing idle at the same time, and would collide if the CA wouldne called CTS. The transmitter station then sends the data
not be implemented. frame (after waiting for another SIFS). Both control frames

More in detall, the complete MAC mechanism is as followsarry the information of the time remaining to complete the
Assume the station has just successfully sent a packet alada exchange, including the ACK frame. The stations that
received its corresponding acknowledgement. The statien t detect either the RTS or CTS frames read this information,
senses the medium and waits until it is detected idle foraamd update their so-called Network Allocator Vector (NAV)
period longer than the so-called DCF Interframe Space (RIF&ccordingly. The NAV indicates the time periods when the
Then a random number with uniform distribution betweestation should not transmit, even if its CCA senses the ablann
(0,W — 1) is chosen. For this first transmission attenipt, as idle. During the periods the channel is reserved, and if
takes the value of,;, and it is multiplied by 2 for each the station was executing the backoff procedure, the backof
retransmission (i.e. not receiving the corresponding eekn counter is frozen. The objective of this mechanism is toeolv
edgement) up to a maximum value ., = 2"Wy,. the hidden station problem, a problem we will discuss later i
The packet will be dropped when a certain number of retrartbe article.
missions is reached. On the other hand, with each successfulo attain the 100Mbps throughput objective in 802.11n,
transmission ¥ returns to its minimum value. and for reasons that will become clear later in the article,

Once the backoff counter is selected, it is decremented byt only modifications in the physical layer were necessary,
one each time the medium is detected as idle for a periodlmft the MAC layer efficiency had to be improved. This was
aTimeSlot. If the backoff counter has not reached zero aad thchieved basically by aggregating frames. That is to say,
medium becomes busy, the station freezes its counter. Thateral higher-layer packets are sent together in a rehativ
is to say, the value of the backoff counter is saved and bgg frame. This way, new and legacy stations can co-exist,
decremented again when the channel is idle for a period fongince DCF's basic operation is still the same. The amendment
than the so-called Extended Interframe Space (EIFS) if thentemplates two different aggregation schemes, which may
station detected and synchronized to the transmissiog tisn be combined: aggregate MAC service data unit (A-MSDU)
channel, but either the PLCP header or the CRC check failehd aggregate MAC protocol data unit (A-MPDU), the last of
In any other case, it waits for a DIFS period. It is importanmt twhich includes selective acknowledgements by means of the
highlight however, that most simulators (in particularhfg]) so-called BlockAck frame. A deeper discussion on the specifi
always wait a EIFS period after a failed reception, even if @haracteristics of 802.11n and their impact on performasice
did not synchronize with the PLCP preamble. included in Sec. VII.

When the backoff reaches zero, the station will check In order to provide the MAC layer with Quality of Service
whether it has a packet waiting to be sent in its queue. (®0S), 802.11e was developed [7]. Its basic idea is to differ
such case, it will immediately send it. Else, it will wait far tiate between types of traffic at the MAC level, and to provide
packet to arrive to the queue. When a packet arrives, thestatpriorities between them. This objective is performed by the
checks whether the channel has been idle for more than DIEBhanced Distributed Channel Access (EDCA) mechanism,
or EIFS. If so, it will send the packet right away. In any othea backwards-compatible variant of DCF, of which we now
case, it will wait until the channel is idle for more than DIFSoriefly present its operation. It is important to note howeve
or EIFS, and performs again the backoff procedure (i.e. grathat usage of EDCA has been marginal, therefore its disoussi
a new backoff counter and counts down to zero). will be limited to Sec. VIII.

After the destination node receives the data frame coytectl The standard considers four traffic classes (or accessslass
it must send an acknowledgement (ACK) frame to inform iAC): voice, video, best effort and background. Each station
This is necessary since the transmitter cannot tell if s  now includes a queue for each AC, and the backoff procedure
has been correctly received by listening to the medium (asighexecuted in each queue independently. Collisions betwee
wired mediums, such as Ethernet). This control frame is sgrdackets of the same station (or virtual collisions) are lkexb
within a time called Short Interframe Space (SIFS), shortar favor of the AC with the biggest priority. Moreover, three
than both DIFS and EIFS so as to provide a higher prioritknobs” are used to differentiate between packets, as each
to the ACK frame. If the sender does not receive the ACKC now presents its own value of: (i) the amount of time
frame within a time called ACK Timeout after the originalit has to wait before resuming the backoff procedure after
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Fig. 2: Example of Basic access mechanism after two frames ballided. All stations have packets in their queue at all
times.
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MAC Header size 272 bits Propagation Delay| 7 ns
PLCP Header size 48 bits RTS rate 2Mbps
PLCP Preamble size 144 bits ACK rate 1 Mbps
ACK size 112 bits CTS rate 1 Mbps
CTS size 112 bits Data rate 11Mbps
RTS size 160 bits Data payload 988 Bytes
aSlotTime 20ps
SIFS T0us TABLE II: Other parameters used
DIFS 50us
EIFS 364us
PLCP header and preamble ratel Mbps .
Wi P 31p way that the CCA of any node always returns busy if any other
Wnax 1023 node is transmitting. In the literature this is typicallypegssed
TABLE I: Parameters of 802.11b Standard as “every station can hear every other station in the nefivork

or simply that there are no hidden stations. Moreover, this
case-scenario further assumes that there does not existthe
czlled channel capture effect. That is to say, no receiver is

g]lism::éugllgéﬁjsz;iﬁg rilsa)l?*eurﬁjzxﬂgar:?i/niassé)itgilt?fn pable of decoding a packet if there is any other concurrent
' transmission, even if the former and the latter share a very

window; (iii) the maximum amount of time gach AC mayﬁma" portion of air-time. Such event is calledllision.
use the channel during each access opportunity (the sedcal

Transmission Opportunity, TXOP). A. Bianchi’'s Model

The simulation results we will present were obtained by e first articles that analyzed this case scenario focused
means of the ns-3 simulator version 3.14, using its defaWfimarily on estimating thesaturation throughputThat is to
parameters except when specifically stated. In particulr, ¢ . calculating the per-station or the system’s totaltthhput
have used the 802.11b standard, the parameters’ value,plo, g stations always have a packet ready to be sent (which
which are shown in Table _l' Morepver, in Table Il we ShoV}‘nay be the case if all stations send UDP flows with a high
other parameters we used in our simulations that are 'mnort%nough rate). This is a very important performance indicato

in the computations. Of these, some were our choice (like thg o it may be proved that for certain systems, stability of

cpntrol rate) and ot_her were automatically set by the sitoula o queues is guaranteed as long as new packets are generated
(like the rate at which the ACK frames are sent). at a rate that is less than the saturation throughput (see for
instance [8], or [9] for a result pertaining wireless netksor
specifically).
In this subsection we discuss the simplest case-scenario. AAmong these early works, we may cite the simulation
fixed numbem of stations are disposed around the AP in suadampaign carried out in [10] or the analytical studies ofl[11
[12]. However, it was not until Bianchi's seminal paper [13]

IMore precisely, for all practical purposes DIFS is replabgdhe Arbitra- that the study of 802.11 rea”y took off. We briefly discusis th
tion Interframe Space (AIFS), the value of which depends enAG as fol-

lows: AIFS[AC] = AIFSN[AC] x aSlotTimet-aSIFSTime, where AIFSN[AC] NOW classic model next. _ o
is an integer. Similarly, EIFS is now “replaced” by EIFDIFS+ AIFS[AC]. In order to estimate the saturation throughput Bianchi reake

Il. FuLL CONNECTIVITY CASE-SCENARIO



a number of assumptions. In addition to the ones mentione

above, we may also enumerate assuming a perfect chanr
(i.e. no losses due to noise in the channel), symmetry (i.e. ¢ 05
stations with the same configuration), but most importahdy ~
assumes what is now known as tbecoupling assumption Zoal
In a nutshell, this means that for every station, the event c %
a transmission resulting in a collision is Bernoulli distried S 03
with probability p, independent of the history of collisions so &
far, and of the rest of the stations. Moreovers the same for 802
all stations. 8
With these assumptions he can analyze each station se 0.1 — Bianchi
arately. With this end, he constructs a discrete-time marko = Simulation Basic
. R # Simulation Rts/Cts
cham (noted {s(t),b(t)})., .where each state is a two- 0, 1 20 20 w0 50
dimensional vector containing the backoff stage and th&-bac Number of stations (n)

off time counter of the tagged station. Discrete timteand _. . - e .
t + 1 correspond to the beginning of two consecutive tim'é'g' 3: Collision probability £°) as a function of the number

o I~ . . . _Of stations: simulation and Bianchi’'s estimation. Simiglat
slots. It is important to highlight that in this model, a time .
slot is defined as the period at the end of which the statié%su'ts correspond to a data rate of 11Mbps, as all rates yiel
can modify its backoff time counter, and it is not the timetsl € same.
as defined in the standard. This means that not all time-slots

have the same duration, as for instance it may well include awith P.. P. and P. in hand. the system throughput can

packet transmission. be calculated as the ratio between the mean amount of data

Assumingp is known, he proceeds to calculate the prolgangmitted per time-slot and the slot's mean duration. The

ability of sending a packet at any given time-slot, noted ,mer is p,E, where E is the payload size. The latter is
which is simply the probability of the chain being in a state, . jated as follows. LeT’

. . . ., Ts and T, be respectively the
with the backoff ime counter at zero (i.e.= P(b(t) = 0)).  gyration of an idle time-slot, one containing a successful

Surprisingly, the resulting markov chain is amenable 10 qp,nsmission, and one containing a collision. The first ane i
explicit calculation of its steady-state distributionsuéting in: £, by the standard as aSlotTime. The other two depend
2(1 — 2p) " on the access mechr_;mi;m. For instance, qtime-slot .congaini
1= 2p)(Winin + 1) + pWiin (1 — (2p)™)’ a successful transmission under the basic access is equal to
the time it takes to send a complete packet, plus aSIFSTime,
where Wi, and m were defined in the previous sectiomplus the time it takes to transmit an acknowledgement, plus
(i.e. Wiin is the minimum contention window and’.., = aDIFSTime. On the other hand, a time-slot containing a
2" Wnin)- collision is equal to the time it takes to send a complete pack
Moreover,p may be calculated as the probability that nonplus aEIFSTime. After establishing;, 7, and T,, the slot
of the othem—1 stations transmit at the same time-slot, whichmean duration is simply,T; + P, T, + P.T,.. Thus, the system
since stations are assumed to evolve independently froim e&stal throughput results in:
other, results P.E

)nfl‘ (2) 5= PL'E + PsTs + PcTc.
Interestingly and quiet surprisingly, the predicted cidin

The unique paip* andr* that complies with Egs. (1) and probability and saturation throughput obtained with these
(2) are then used to calculate the probability of a time-slgtmplistic assumptions is remarkably precise. For insanc
containing either a successful transmissidf)( a collision in Figs. 3 and 4 we show the comparison between Bianchi’s
(P:), or simply being idle £;). This fixed-point analysis has estimation and simulations as we vary the number of stations
been further simplified and generalized in [14], where fdor both access methods and different data rates. Each point
instance the authors show that considering only the backiifthe simulation curve is the average of ten 60 second-long
time counter is enough to model the system. simulations. Unless otherwise stated, this shall be the f@s

It is important to highlight that in all the above calculat® all simulation results we show in the rest of the article.
no specific rate nor access mechanism is assumed. ThedBianchi’'s original intent was to estimate the saturation
aspects, as explained in the following paragraph, are jubtoughput. However, the reason behind the apparent salidi
considered in the calculation of the slot's mean duratiow aof the decoupling assumption, as the precision of the estima
thus in the saturation throughput computation. This meatien so testifies, has been the object of intense debate over
for instance that the ratio between the number of collisiotese last years. For instance, the authors of [15] analyze,
and transmission attempts (equalpt9 is independent of the among other, whether the sequence of successful transmsssi
chosen rate or access mechanism. and collisions form a stochastically independent sequearu

T=T(p)=(

p=p(r)=1-(1-7



the perspective of any given agent, the rest of the system is
well approximated by the fluid limit calculated in the pravso
step. This fact is called decoupling assumption, and is the
origin of the term we discussed before in the context of
Bianchi's work. The interested reader may consult [20] for
a discussion on necessary and sufficient conditions for the
decoupling assumption to hold in our particular contexteblas
on this technique.

It should be noted that all these theoretical justifications
of the decoupling assumption require infinitely many stagio
However, as it can be appreciated in Figs. 3 and 4, the
estimations obtained by Bianchi’s formula are accurateneve
‘ ‘ ‘ ‘ ‘ for a small number of them. This fact, together with its self-
0 5 10 5 20 25 30 contained nature (no input are required, except for theasper

Number of stations (n) i L. . .
tive parameters, such as the minimum contention windovg), ha
Fig. 4: Saturation throughput as a function of the numbé&hade this model very popular, and several subsequent studie
of stations: simulation and Bianchi’s estimation. Simigiat are based on its ideas.
r_esults are s_hown with marks, and_Bianchi’s estimation with In any case, there are certain qualitative aspects to be
ltlci)qeRs'I.'SS/(()Zh'(l'jS“nes correspond to basic access, and dasfed 9Barnt from Bianchi’s model and Fig. 4. Firstly,

Saturation Throughput (bps)

as congasti
increases, the smaller time wasted on collisions obtained
by the RTS/CTS scheme (a RTS packet and a whole data
packet are wasted during a collision in RTS/CTS and basic
if this sequence is identically distributed and independ®#n zccess respectively) compensates the time spent on channel
the collision history. To this end they conduct a simulaavel reservation. This results in a relatively constant saiomat
experimental campaign, and conclude that both are reaonaroughput for RTS/CTS as the number of stations increases,
correct in this scenario. whereas the basic access presents a decreasing one. Mpreove

There are other, somewhat more theoretical, studies ipongestion is high, it may be the case that the RTS/CTS
this hypothesis. Among them, we may highlight [16], whiclaccess obtains better results than the basic one. This is-an i
studies a markov chain where each state ig-dimensional teresting side-effect of a scheme that was originally civece
vector indicating the number of stations at each backoffesta to mitigate the hidden terminal problem (more on this issue
The authors then prove that as time goes to infinity, the Byst&uill be discussed later in this article).

remains close to a typical (or equilibrium) state, the mare s

as the number of stations increases. As a consequence, eaépcondly, since the collision probability"() and the attempt

station will “see” the rest of the stations as if they were ifate (") of all nodes is the same, we may conclude that 802.11

this typical state, thus proving the validity of the decougl fallirly.distributes resources in this scenario. It is impottt.o
assumption. highlight that this is only true on the long run. That is to

This last paper uses ideas drawn from the so-caflieid say, as time goes to infinity, the ratio between the number of

limits (see for instance [17], [18]). Instead of studying %ackets successfully sent by each station and time tends to

complex stochastic process directly, the basic idea behiggk € the tsame for d".‘” Siﬁt'onﬁ ) It—l?wevir, ;he_ mOd?I tErOV'dis no
techniques is to study an appropriately scaled version. ¢ff it guarantee regarding the short-term behaviour of the pobtoc

some technical conditions are met, this process will C(gwerln fact, as studied for instance in [21], DCF presents steort

t0 a limit, typically the solution to a differential equatioln unfairness, specially so as the number of stations incsease

the particular example we just discussed, the process Iisdsca;r he mte_rested_ reader may al_so refer to .[22]’ [23] for some
I;:ent discussion regarding fairness and its definition.

on the number of stations. However, the scaling may be oVé
other parameters, such as time or the intensity of the inputLastly, the efficiency of the control access (defined as the
process. ratio between the saturation throughput and the nominal max

There is a related technique, which is used to study compliexum throughput) decreases as the modulation rate ingease
stochastic systems resulting from the interaction of (itdly) For instance, for 2Mbps the efficiency is roughly 0.8, wherea
many agents, which is calletiean field approximationgsee for 11Mbps it is 0.4. This is due to timing aspects that do
for instance [19]). This involves basically two steps. #jts not change with the data rate. As we discussed before, dontro
the calculation of the asymptotic proportion of individsial packets (such as ACK or RTS) are always transmitted at the
in each state (what is known as the occupation measwame rate, generally either 1 or 2 Mbps. Moreover, stations
limit). One may think as this step as a fluid limit, where thalways wait the same amount of time for events. For instance,
scaling is on the number of agents. Secondly, proving thatslot-time has always the same duration independentlyeof th
all agents behave independently from each other and, fratata rate.



B. Multi-Rate x 10°

. . o Baéic (Simulétion)
In the last section we assumed a perfect channel with n — Basic (Analysis)
hidden stations. Additionally, we implicitly assumed tiage 5 * RTS/CTS (Simulation),
- --RTSICTS (Analysis)

multi-rate feature is disabled in all stations. The aldworit
used by stations to choose the rate at which to send i
packets is not specified in the standard, and as such, is le
vendor specific. The objective of such algorithm is rather
straightforward: operate at the maximum possible rategrgiv
the current interference and noise levels.

One of the first such algorithms to be publishedigo Rate

Satuaration Throughput (bps)
w

Fallback (ARF) [24], first proposed in the context of Wavelan- 1t |
II, a compatible alternative to 802.11. The idea is simple = HT
and easy to implement, which is the reason behind its wid 0

adoption by WiFi manufacturers. If after sending a data pack 0 5 Number of Stations () 25 30
an ACK is not received, a loss event occurs. Else, a success

event occurs. When the number of consecutive loss evehkig. 5: Saturation throughput as a function of the number of
reaches a certain threshold (say 3), the station falls to thi@tions for the ARF multi-rate algorithm.

rate immediately below the current one (if any). Conversely

when the number of successive success events reachesrano’’

threshold (say 10) or a timer expires, the station sendseke n
packet at the rate immediately above the current one (if.ahy)
the ACK corresponding to this packet is not correctly reedjv 0.5
it falls back to the original rate, else it stays. g
In the scenario we are now considering, where no losse EO""’
are due to noise or interference, but only to collisions, ¢ g
well designed rate-adaptation algorithm should operataeat £09
maximum possible rate. However, in the ARF algorithm, §
all ACK timeouts are assumed to be due to interference §0'2
and as such, collisions may also trigger a downgrade in th 0l — T~
rate. It should come as no surprise then that as congestic ' o Basic (Simulation)
reaches a moderate level, the saturation throughput degea 0 ‘ * Ris/Cts (Simulation)|
rapidly under ARF in the basic access. On the other hanc 0 10 Num2§er of Staﬁgr?s (n) 40 50

the RTS/CTS scheme is almost not affected by ARF since
collision do not trigger an ACK timeout, but rather a CTJig. 6: Collision probability $*) as a function of the number
timeout. of stations for ARF: Bianchi’s model and simulations.
Figure 5 precisely illustrates this fact. In it, we compdre t
saturation throughput for ARF, under both basic and RTS/CTS
access, for the same scenario as before (i.e. UDP trafiempared to most data frames, thus the collision probapbilit
saturating the uplink in all stations). Note how, under thsib of RTS frames is much lowerAlthough, as shown in Figs. 4
access, when the number of stations is 20, ARF uses almgstl 5, in some scenarios RTS/CTS leads to more throughput
exclusively the 1Mbps rate. than its basic counterpart, the ratio between collisiond an
This steep throughput degradation for basic access (whittansmission attempts is the same with or without RTS/CTS.
to the best of our knowledge, was first thoroughly studrhis fact, which as we discussed was already proved by
ied in [25]) and the qualitatevly different behaviour of thdBianchi, is illustrated in Fig. 6, where we show this ratio
RTS/CTS counterpart has confused some researchers. féorthe simulations corresponding to Fig. 5. Please notg tha
instance, the authors of [26] carried out an experimenta$ expected, it is exactly the same as Fig. 3. Actually, the
campaign where they measured the total throughput ofddference between the basic access and RTS/CTS under ARF
802.11b WLAN. For example, they concluded that throughpig that (as observed and further exploited in [28]) the loss
under the scenario considered so far is fairly distributedrag counter is incremented only when an ACK timeout occurs
stations. However, they report a saturation throughpueafly (which may only happen if a data packet was sent) and
1Mbps for as little as 14 stations, wrongfully blaming DCHot after a CTS timeout. This is yet another unforeseen
for this performance degradation. consequence and benefit of the RTS/CTS four-way handshake.
Another example is the more recent paper [27], which We now briefly discuss how to predict the saturation
studies precisely this effect (which they calte avalanchg In  throughput in this case. It should be clear from the discussi
it, the authors claim thatdecause RTS frame is much shortgpresented in the last paragraph that Bianchi’'s analysisbean



extended to this case. Picking up the notation of Sec. lll-Aate selection algorithms is generally not a good idea. Ext n
we may safely assume that even under ARF (or any other ratetion shows more arguments in this sense for UDP traffic,
selection algorithm)p* andr* are the ones calculated by Egsand Sec. IV-Al for TCP traffic.
1 and 2. Then, the probability that a given time-slot corﬂam
a collision (P.), a successful transmissioR,), or is idle (&;), C: Asymmetry: Performance Anomaly
are the same as in Sec. IlI-A. The only quantities we need toUntil now we have considered perfect symmetry among sta-
calculate in this case are then the duration of each of tha@gms. That is to say, the generated traffic, the DCF parasete
time-slots (i.e.T,, T, T;). the multi-rate algorithm, and the propagation conditicen®
An idle time-slot always lasts aSlotTime, independently dhe same for all stations. However, we have also discussed
the modulation rate (i.el;=aSlotTime). Moreover, the control that in order to calculate the probability that a taggedictat
rate is not modified by ARF, so the duration of ACKs, RT&ittempts a transmission at any given time-slot (i:€), and
and CTS packets are the same as before too. The same dbesprobability that such transmission collides (&), we
for aDIFSTime, aSIFSTime and aEIFSTime. The only aspettay use Eqgs. 1 and 2, independently of the duration of the
of the calculation ofl; and 7. that has to be modified from slots. This means that these values will be the same whatever
the one carried out in Sec. IlI-A is the time it takes to senithe packet size or modulation rates chosen by stations,ieven
a complete packet, both under a successful transmission dhey are different between stations. Bianchi's model allas
collision. then to analyze asymmetric situations, that although sdraew
If, given the packet loss probability (in this cagé), it limited, are nevertheless very interesting as we shall now
was possible to calculate the mean of the inverse of théscuss.
modulation rate chosen by the algorithm for each packetl) Different Rates:Let us first consider a case-scenario
transmission€{1/R}), the time it takes to send a completevhere stations transmit at fixed, but different modulatiaies.
packet may be calculated as the physical preamble and heddeparticular, all stations will transmit at a high modudati
plus (Hmac+ E)E{1/R} (where Hnyc is the size of the MAC rate (R, which may for instance be 11Mbps), except for one
header and recall thaf is the payload size). which transmits at a low rate-(e.g. 2Mbps). Such situation
The calculation of the mean duration of a complete packetay arise when a SNR-based multi-rate algorithm is enabled,
under a collision requires more information. Indeed, the dand one of the stations is exposed to an important level of
ration of such time-slot is dictated by the station using theterference or the path-loss between this particulariostat
least rate. LetN(¢) be a random variable indicating theand the AP is much bigger than for the rest. Moreover, we
number of stations attempting to transmit at time-gléEhen, will assume that, at least on the long-run, transmissiorg on
E{1/R% 1}, the mean of the inverse of the minimum ratdail due to collisions (meaning that the multi-rate algomit is
among thisN (¢) colliding stations, is: “perfect” in the sense that it finds a suitable rate consiggri
only noise levels).
e, 1 ‘N(t) 22} — To calculate the saturation throughput in this case we
N“ ) By, proceed analogously to the previous section. Thus, we only

B(y/rz) —E{, )
P(N(t) =1) need to calculate the mean of the time it takes to send a
ZE max — p—————=. : .
{ T Rk} P(N(t) > 2) complete packet, both during a successful transmission and
a collision (only required for the basic access, since under
Please note thalv(t) is a random variable that follows RTS/CTS no packet is sent during a collision). To this end,
a binomial distribution with parameters and 7*. If the we will calculate the mean of the inverse of the smallest rate
distribution of the rate chosen by each colliding statioonder both scenarios. The mean of the time it takes to send a
(i.e. Ry, which is distributed asR) is known, it is then packet is then the physical preamble and header, plus tee siz
straightforward to calculate the mean of the maximum insid# the packet payload times this mean.
the addition, and thu&{1/R% }. Finally, the time it takes  Since all stations transmit equiprobably, the inverse of
to transmit a complete packet under a collision results the mean rate under a successful transmission is equal to
(Hmac+ E)E{1/R } plus the physical preamble and headel./rn + (n— 1)/Rn. The mean of the inverse of the minimum
In the case of ARF, since packets collide with probabilityate among colliding stations may be calculated as in the las
p*, we may model its behaviour with a markov chain, angection as follows:
we may thus calculate the distribution of the chosen rate at

any given time-slot. The interested reader may consult [29] E{1/R® Z]E{ max 1} PN =7) _

for the details, although it is important to highlight théet = "7 iRy ] P(N(t) 22)

model does not consider the timer used to probe higher rates, " /i1l i\ 1\ P(N(t) =1)

nor our simulations, even if its impact is not significant tt a Z (nr < - > R) P(N(t) > 2)

The result of the analysis we just described applied to ARF is i=2 -

shown in Fig. 5. Please note that we obtain remarkably goodThe comparison between the simulations and our analysis is
predictions. shown in Fig. 7. Again, the estimation obtained with the nsean

All in all, unless very carefully designed, using automatidescribed before is very accurate. In addition to comparing



55X 10 ation is very common, specially with multimedia applicato
o as \VolIP, where using the maximum possible payload is not
P always possible. In particular, we will consider two oppesi
457 - case-scenarios. In both, all stations except for one trdnsm
4 using a payload equal to 988 bytes. However, in the first case-
£3s5 scenario, the last station uses a payload of size 2028 bytes,
lé 3 o A STA Thr. @11Mbps(Simulation) and in the second one, the station uses a payload of size 328
§>2 5L d¥ V STA Thr. @2Mbps (Simulation) bytes,
8 |« = Sat. Thr. - Simulation - Basic In order to predict the saturation throughput in this case, w
,E 2r * Sat. Thr. - Simulation - RTS/CTS .. . . . .
15 — Sat. Thr. - Analysis — Basic may proceed similarly to Bianchi and the previous subsastio
Sle 11| = = - Sat. Thr. - Analysis — RTS/CTS except for some necessary modifications. Firstly, the mean
1F .e. - = All @11Mbps (Sat. Thr. — Analysis; fd . | . h f h
N . Al @2Mbps (Sat, Thr. - Analysis) amount of data sent per time-s ot#% times the mean of the
0.5 ¥ 5 4 1 transmitted payload size. We have already mentioned that al
o 1 ! ;(‘) f(‘) pA involved probabilities (i.ePs, P. and P;) are again calculated

Number of Stations ) with Egs. (1) and (2), since they do not depend on the duration
. . . . of the slots, and are thus independent of the packet size. The
Fig. 7: Modulation rate asymmetry case-scenario. All 8t 041 of the transmitted payload size (which we shall note as
transmit at a rate of 11Mbps, except one that does it at ZMb%S{-E}) is simply E' /n + E"~(n — 1)/n, since all stations

still have the same access opportunities (whgte! = 9888

and E' = 2028B or 328B).
simulation to analysis, we have also included the analytica The time consumed by an idle time-slot is still aSlotTime.
results obtained when all stations transmit at either 113Mbghe mean of the time consumed by a successfully sent packet
or 2Mbps. It should be clear that asincreases the resultsis now T, = Hya/ R+ (E' /n+E" ' (n—1)/n)/R, plus the

tend to be the same under this scenario and when all statigi§sical preamble and header. The mean of the time it takes
transmit at 11Mbps. The graph also displays the throughpdtsend a complete packet under a collision is the mean of the
obtained by an arbitrary station at 11Mbps, and the stationrgaximum packet size among the colliding stations, dividgd b
2Mbps. Please note that, as expected, both throughputberete rate. Proceeding very similarly to the previous sestiore
same. may calculate this mean as:

This particular case-scenario, first studied by [30], has ol 1
gained much attention in the last years, being termqabé®r- E{ ma"} = E{ max Ek‘N(t) > 2} =
mance anomalin the literature. This anomaly is the important R . R lk=1N )
performance degradation that occurs due to a single station 1 ZE{ max E } PN(t) =1) _
choosing a very small modulation rate, as illustrated in Fig R k=1, b P(N(t) >2)
For instance, at 10 stations, the saturation throughpaiiredd no,. . ;
when one station uses the 2Mbps modulation is 20% smallér <Z max{E', E"1} 4 (1 — Z) E"1> m
than when all stations use the 11Mbps one. The reason behff 2 \" n P(N(t) = 2)
this degradation is simply the fairness imposed by DCF underNote that we have omitted the MAC header for the sake of
this scenario, i.e. all stations have roughly the same numbgarity of the presentation, as it simply adds a constanhén t
of transmission attempts. Consequently, alternative-teng above calculation. We now turn our attention to calculating
fairness objectives have been proposed in the literat@iagb the throughput each of the stations obtain out of this toté.
time-basedfairness the most prominent one [31], [32]. Thahlready know that the number of successful transmissions is
is to say, all stations having roughly the same time usage @lghly the same for each station. However, the “lonely” sta
the channel. Methods to achieve this fairness without @rastion will transmit £ bytes during each of these transmissions,
changes to DCF are for instance discussed in [33]. whereas the rest of the stations shall transhfit L. It is then

The general conclusion of this case-scenario is similar &raightforward to see that the ratio between the throughpu
the one we made in Sec. IlI-B. It is generally a good idea tbhtained by the “lonely” station and the one obtained by any
avoid the co-existence of several different modulatioresatother one isE'/E" 1.
in the same WLAN. Unless forced to (if for instance the A comparison between simulation and analysis is shown in
coexistence of 802.11g and b stations is necessary), dyobabig. 8. Again, the predictions yielded by the analysis pievi
the best way to proceed is to choose a single modulation rajery accurate results. It should also be noted that a station
and those stations whose channel conditions are such tat thsing big packets may obtain a very important advantage over
cannot communicate with the AP, should not be allowed the rest of the stations. There is thus an incentive forastatio
the WLAN (effectively using the chosen rate as an admissi@ae the biggest possible packets. On the other hand, when one
control mechanism). of the stations uses a small packet size, the overall thymutgh
2) Different Packet SizesWe now discuss a case-scenariglecreases, just like in the case of a station using a smatker r
where stations transmit payloads of different sizes. Sitch s However, there are two very important differences. Firstly




The first articles to discuss the performance of TCP over

o wireless networks (and over 802.11 in particular), werbamat
pessimistic [34], [35]. Indeed, at the time the wireless imed
sl was considered to be imperfect and prone to errors. Morgover
since TCP throughput depends on the packet loss probability
[ roughly like 1/(RTT,/p) [36] (where RTT is the round-
< | trip time of the flow), it was only natural to assume (and
_éfg A Z :1:1:1 gggg:g ;jg;ﬁ;zgi) measurements so indicated) that TCP performance would_ be
g ! o satThr - Simulation very poor. However, we have so far assumed the opposite;
Fal vy - - - STA Thr. @988B/p (Analysis) | i.e. that the wireless channel is perfect and no packets are
Vo _:r:::_@::;jip (Analysis) lost due to path-loss or interference. These assumptiolus ho
1+ ‘\7\ AL L Al @988B/p (Sat, Thr. - Analysis| for instance in an indoor scenario where the AP is close to
‘*v._:,’f;;_-_é ________ o the stations, and if the AP is relatively close to other APs,
0 1 20 '"'”3% """" ﬁ‘)""“"w they choose different channels (a feature present in most AP
Number of Stations (n) where the least congested channel is chosen periodically).
10° However, noise and path-loss are not the only possible rea-
‘ ‘ ‘ son behind TCP'’s throughput degradation. As Fig. 3 illussa
61 the probability that a transmitted packet collides with theo
concurrent transmission is not negligible (at least in thdink
5 saturated case-scenario). The resulting re-transmissionld
247 mean bigger delays and thus bigger round-trip times.
Ke)
E_ v STA Thr. @988B/p (Simulation) A. Down-link Transfers
23 Y £ STn Thr @3268lp (Smlaton Let us first consider the down-link traffic case-scenaria@tTh
£ Al : - - - STA Thr. @988B/p (Analysis) is to say,n stations are each downloading a file of infinite size
V\‘ e e from a server behind the AP. We will further assume that all
A% 1 All @988BI/p (Sat. Thr. - Analysis stations use the same TCP flavor (in particular, we h_ave used
8, g NewReno [37]), and that SACK or delayed ACK are disabled.
0 A S el kRt TR SR § Moreover, we will also assume that no packets are dropped
0 10 20 30 40 50 of the AP’s buffer. This holds for instance if the AP’s buffer

Number of Stations (n) . . . : :
) ' size is bigger than the sum of the maximum TCP window of

Fig. 8: Different packet size asymmetry case-scenario. Adll concurrent connections.
stations transmit a payload of size 988 bytes, except orte thaSince all data packets are transferred from the AP to the
does it either at 2028 bytes (above) or 328 bytes (below). stations, a hasty analysis may lead us to conclude that no
collisions occur because the AP competes only with itself.
However, although small in size, stations do send a TCP
the difference in the system throughput between this amgknowledgement for every data packet they receive. We have
the completely symmetric case decreases very rapidly as ¢hgcussed in previous sections how packet collisions di&pen
number of stations increases. Secondly, the rest of thierssat exclusively on timing, rather than size. Moreover, even if
do not see their performance hindered by the presence of this packets are lost, numerous collisions will result in kigg
station (actually, they obtain a small improvement). delays, which negatively impact TCP performance too.
Let us then make a careful qualitative analysis of this case-
IV. UNSATURATED STATIONS: TCPOVERWLAN 'S scenario. Firstly, if no packets are lost in the AP’s bufterd

We have so far considered saturated stations; i.e. a caagsuming that the probability of a station reaching the MAC
scenario where stations always have packets to send to the i8Ry limit for any given packet is very small (as we have done
Although as we discussed before, it is interesting in its owso far), we can safely assume that the AP always has a packet
right, the saturated condition somewhat simplifies theymisl ready to be sent, and constantly contends for the channel.
in the sense that traffic is readily modelled. The questia thSecondly, the buffer of any given station only increasesrwhe
arises when studying the unsaturated case-scenario is thaeceives a data packet (since it has to answer with a TCP
what traffic should the stations inject to the network. acknowledgement). That is to say, when the AP gains access

A very interesting case is TCP. Although real-time traffito the channel and does not collide with any other station.
over UDP has increased its presence in the last years, TE&Ww, let us assume that several stations have acknowledge-
is yet by far the predominant transport layer protocol iments ready to be sent. Since DCF fairly distributes access
any network, and WLANs are no exception. Consequentiypportunities, the probability that specifically the AP d&n
academia has studied its performance over wireless neswork new data packet (and potentially increases the number of
and in particular over 802.11. “active” stations) is very low. Thus, the system will have a
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Fig. 9: Ratio between the successful transmissions and thig. 10: Total throughput when stations are downloading an
transmissions attemps for the stations (i.e. TCP acknaeled infinitely long file from the same server for different valuefs
ments packest) and the AP (i.e. data packets). Transmsssitire (fixed) modulation rate used by all stations.
are modulated at 11Mbps (similar results are obtained fogrot
modulation rates).
lytical model @ la Bianchi) by the same authors was presented
in [29], although in a more general setting than in our case.

very strong drift towards decrementing the number of statioAn alternative analysis is presented in [41], that uses tive n
that contend for the channel. classic network utility maximization framework [42] to jliet

The above analysis (which, to the best of our knowledgeCP throughput in this case. This allows the proposed model
was first presented in [25]) leads us to conclude that theahcttp be very flexible, and for instance can accommodate diitere
number of stations contending for the channel remains vdtgvours of TCP or connections with different round-trip ¢isn
low. This will in turn result in a relatively high throughpand ~ Here we will limit ourselves to presenting a very simple
very few collisions. This analysis is validated by the siatidn analysis, although it will help explaining certain imparta
results we show in Figs. 9 and 10. The former shows ti&spects of TCP performance. As we mentioned before, for
ratio between the number of successful transmissions aal t@very data packet sent by the AP, there is a corresponding TCP
transmission attemps, for each individual station and tRe Aacknowledgement, so the total time to transmit the payload
as the number of stations varies. The latter shows the megultmust consider both packets. Since the AP always has a packet
throughput, measured as the ratio between the number of byeady to be sent, it will run the backoff mechanism for every
successfully received by all stations (including TCP and I¢hata packet it sends. Assuming no collisions, the mean time
headers, and a payload of 1460 bytes) and the total simalatgpent in backoff will be approximatelyiV..;, — 1)/2 slots.
time. Due to the symmetry of the considered case-scenario, the

Interestingly enough, not only do collisions and throughp@lestination of this data packet may be any of the stations,
remain very low and relatively high respectively, even whewith equal probability. As we discussed before, the numliber o
the number of stations is high, but they remain roughitations that are contending for the channel (i.e. “acjive”
constant. This means that TCP over WLANSs scales very w&Rry small. This means that the probability that the recgvi
with the number of stations (more precisely, the per-statigtation performs the backoff mechanism before sending the
throughput scales al/n, very much like in wired mediums). corresponding TCP acknowledgement is very small. This
Moreover, the very low collision rate results in ARF havingesults in the following estimation of the system throughpu
little or no effect in this case-scenario. Finally, note ttha E
the stations and the AP obtain roughly the same collision S =
probability. We could not observe the unfairness discussed
in [38], which reports that in this same case-scenario thehereTya,m and Ticp-ack IS the time it takes to send a complete
proportion of collided packets are more than twice for theacket (data and TCP acknowledgement respectively),dnclu
stations than for the AP. ing the MAC acknowledgement, and is calculated as in Sec.

Predicting the performance of this case-scenario is not HRA.
easy task. As we mentioned before, [25] has been one of th&he prediction obtained by this analysis is compared agains
first studies to highlight and explain quantitatevly the wersimulations in Fig. 10. It should be clear that Eq. (3) con-
graceful performance of TCP over WLANs (although priostitutes an upper bound to the system throughput. However,
reports of such behaviour exist, such as [39], [40]). An an#tie gap between analysis and simulation is remarkably small

- , 3
aslotTimex (Wyin — 1)/2 + Tyata+ Ticp-ack 3)



x 10° in spirit to the one we discussed in Sec. IlI-C1. Another
possibility is presented in [41], which as we mentioned befo

4.5 uses the network utility framework and allows to study this
4 ! case-scenario.
3.5l 1 We will again limit ourselves to presenting a very simple

model, which will nevertheless serve for illustrative posps.
Let R; be the modulation rate used by statiofi = 1, ..., n).
Then,S;, the throughput statiohwould obtain if it was alone,
may be calculated as:

Vv ST. @1Mbps Throughput
A ST. @11Mbps Throughput | |
o Total Throughput — Sim.

Throughput (bps)
&

1.5r — Total Throughput — Analysis| ] S — E
1t ---All ST. @11Mbps - Analysis | "7 aSlotTimex (Winin — 1)/2 + Tgatd Ri) + Ticp-acl Ri)’
o5t “E g = 1 whereTya R;) and Ticp-acd R;) are defined as before, except
0 ‘ ‘ x b ‘ X that the dependence on the used rate is made explicit. Then
0 s Number of Stations () 25 0 the total system’s throughput will be:
1
Fig. 11: System and stations throughput for the TCP downlink S = ST I7)g, (4)
1=1n T

case-scenario. Modulation rate is controlled by ARF, are th i . o
channel conditions are such that all stations transmit ljnost That is to say, the packet size divided by the mean amount

at 11Mbps, except for one that transmits mostly at 1Mbps.°f time it takes to send a complete packet. Since, as observed
all stations have the same access opportunities and there ar

negligible collisions, this is simply the mean of the ineef

Moreover, Eqg. (3) highlights the influence of TCP acknowlt-he Si (i.e. the harmonic mean of th). Again, although an

edgement packets on the total throughput. For instance, Hprper-bound, EQ. (4) is a very tight one, as shown in Fig. 11.
11Mbps, Tyata is approximately 1.7ms, wheredbcp.ack IS B. Up-Link Transfers

0.6ms. In order to improve the obtained performance, some| et us now turn our attention to the up-link case-scenario.
works have proposed TCP variants tailored for wireless netnat is to sayp stations are transferring an infinitely long file
works [43], [44], where the receiver does not answer each dg} 5 server behind the AP. In this case then, the AP sends TCP
packet with an acknowledgement, but rather delays it unfitknowledgements, and stations send data packets. If we mak
receiving a certain number of data packets (a scheme knoya same assumptions as before, the analysis we performed is
as delayed ackalready present, although in a simpler formgtj|| valid in this case. A station is allowed to send a newadat
in the original RFC [435]). packet only after having received a TCP acknowledgement,
1) TCP's Performance Anomalyfo conclude the downlink which may happen only if the AP successfully gains access to
case-scenario we will discuss the performance anomaly pfee channel and the particular acknowledgement has it as its
sented in Sec. 1II-C1 in this case. We let the stations and thestination. Thus, the strong drift towards few “activeitiins
AP use ARF to control the modulation rate used for eag§ still valid, and we obtain the same results as before, gs Fi
transmission. All stations count with excellent propagati 12 so shows.
conditions towards (and from) the AP, except for one, whoseFrom all the assumptions we made before, there is one in
path-loss from the AP is such that only packets modulated grticular that has received much attention from the acaem
1Mbps are correctly received. Due to the very few collisionge infinitely big AP buffer. Let us consider for instance a@a
that TCP over WLAN experiences, this scenario will result igcenario with 10 stations, and an AP with a buffer capacity of
all stations using (most of the time) the 11Mbps modulatiognly 20 packets. Figure 13 shows the throughput obtained by
rate, except for one which will (again, most of the time) usgach station for a particular simulation run. The unfaisnies
the 1Mbps one. this case is remarkable, as the number of articles refetang
Simulation results for this case-scenario are presentedtlis situation ([46], [47], [48], [49] just to name a few).
Fig. 11. We have also included, as a reference, the results offhe reason behind this unfairness lies on the asymmetry
the analysis we discussed before for the case where abiissatiof the path from the stations to the server. Whereas a data
modulate at 11Mbps. The performance penalty when a singlacket is rarely dropped (the only possibility of such event
station is modulating at a lower rate than the others is vetigcurrence is that the maximum MAC retry limit is reached
significant, even more than in the UDP case considered in Spg.the station), acknowledgements that transit the revemtie
[1I-C1. Moreover, it should be noted that all stations reeei are more frequently dropped by the AP due to its limited buffe
the same throughput, and as before this fairness is therreasnd saturated condition. Persistent loss of TCP acknowledg
behind the performance degradation. ments hinder the performance of TCP flows and result in such
Regarding analytical means to predict this performanae, thnfairness phenomena, an effect previously studied foedvir
original paper that coined the terperformance anomalf80] networks (see for instance [50], [51]). A qualitative expla
included an analysis of both the TCP and UDP case, similaation is the following. TCP flows with a small congestion
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Fig. 12: Total throughput when stations are uploading anFig. 14: Throughput obtained by each station. Down-link and
infinitely long file to the same server for different values ofip-link TCP traffic, AP’s buffer size equal to 20000 packets.
the (fixed) modulation rate used by all stations. The total number of stations is 20, and we vary the number of
up-link stations from 0 to 20. The lower indexes correspond
to these stations.

If we still assume no losses in the AP’s buffer, then we will
obtain fairness between flows, since both uplink and downlin
stations have to receive a packet from the AP in order to send
a new one themselves. That is to say, uplink stations wiklsen
a new data packet when they receive a TCP acknowledgement,
and downlink stations will send a TCP acknowledgement when
they receive a data packet.

This fairness is illustrated by Fig. 14. In it we have fixed
the number of stations to 20, and have varied the number of
up-link stations from 0 to 20. The graph shows the individual
o throughput obtai_ned by each station in a single simL_l_Iation,

Station Number where the lower indexes correspond to the up-link statidns (
any). Note that all stations, independently of being up-lin
Fig. 13: Throughput obtained by each station. Up-link TCBy down-link, obtain roughly the same throughput, and that i
traffic, AP’s buffer size equal to 20 packets. does not depend on the amount of up-link flows neither.
However, if the AP were to have a small buffer, then the
same unfairness we observed before would occur. In addition
window (le that have recently started or suffered a tlm])EOLto a few up||nk flows Capturing most of the channel (for
may only send very few packets. Thus, acknowledgement® same reasons we discussed before), downlink flows are
corresponding to these flows being dropped by the AP Wilimost starved, a phenomenon we now qualitatively explain.
most probably result in time-outs. On the other hand, theesaimirstly, it should be noted that uplink flows may only loose
number of losses for a flow with a big congestion windowcknowledgement packets. If one such packet is lost, but an-
(i.,e. many packets in flight) will most probably result in gther one reaches the sender fast enough, it will acknowledg
triple-ACK event, and will have a much smaller impact oRy| previous data packets. However, downlink flows are prone
the flow’s throughput. This situation is only exacerbated i |oosing data packets. Such event will trigger either pidri
time, resulting in a few lucky flows capturing the channel forcK event or a time out, both of which result in a drop in the
themselves. congestion window and consequently in the flow's throughput
Thus, packets discards at the AP are much more serious for
down-link flows than up-link ones.

The next case-scenario we will consider is a mix of the Figure 15 is an example of such situation. In this case, the
previous two. From a total of stations,n,, are transferring AP’s buffer is equal to only 20 packets, and there are a tdtal o
an infinitely long file to a server behind the AP, whereas tH0 stations, 10 of which are generating up-link TCP traffic] a
rest is downloading an infinitely long file from the same servethe rest down-link. Figure 15 shows the throughput obtained

Throughput (bps)

C. Up-Link and Down-Link Transfers
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Fig. 15: Throughput obtained by each station. Down-link arfeig. 16: Throughput when ten stations are downloading an

up-link TCP traffic, AP’s buffer size equal to 20 packets. Thifinitely long file from a server behind the AP, and,,

total number of stations is 20. The first 10 indexes corredpostations are sending UDP traffic in saturation conditions.

to up-link stations. Results for the case when no TCP flows are present are
included as a reference.

by each flow, where the first 10 indexes correspond to th

up-link ones. Note how four flows obtain all of the system’s 0P
throughput, whereas the rest are totally starved. A UDP up-link

Several papers discuss this unfairness issue, of which w  * Y oop downink (analysis) L
have already cited a very small list [46], [47], [48], [49 | o5 Y Y 3 DDDDDAAiA_A_Af
addition to presenting the problem, they also propose isolsit > unnzzzzﬂﬂﬁfi I ’
other than augmenting the AP’s buffer, which does not scall Z g4 ook ffA,,—"'
and may be unfeasible for low-end equipment. For instance § Zgzéé—”
[46] proposes a mechanisms where the AP manipulates tt 503 ngﬂ%/
receiver window of all ongoing flows, so as to throttle the up- £ ot STeToY WV vy Y
link flows’ throughput. Since per-packet header parsing ani © 02/ g2 vavvvvvvvv
modification may be prohibitively costly or simply not pdssi RVGVVVV
(for instance, if end-to-end encryption is used), the atgtho 01gv.
of [49] propose a rate limiting scheme at the AP based ol (;' ;

token buckets. A somewhat simpler alternative is propose 0 19 UDP up-iirdstations (n 10 40
in [47], [48], whose authors use the QoS differentiation P
provided by 802.11e in order to guarantee unrestrictedsacc€ig. 17: Collision probability when ten stations are dovade

to the medium for TCP acknowledgement packets. ing an infinitely long file from a server behind the AP, and
. nyp Stations are sending UDP traffic in saturation conditions.
D. TCP and UDP traffic Results for the case when no TCP flows are present are

To finish this section we briefly discuss the performance #icluded as a reference.
co-existing TCP and UDP flows in a WLAN. The first thing
that should be clear is that down-link UDP flows are perceived
as a single flow by DCF due to the per-station fairness AtP. Figures 16 and 17 show the results obtained for ten TCP
enforces. We will then only consider that there are either ostations andh,, stations sending UDP traffic (withy, varying
or no down-link UDP flows. Moreover, it should be clear thafrom 0 to 40).
as long as no packets are dropped at the AP, up-link and downAs expected, the throughput obtained by the TCP flows
link TCP flows are equivalent. We shall then only considafecreases drastically with the presence of UDP flows. As we
down-link TCP flows. mentioned before, due to the DCF per-station fairness, fhe A
1) No down-link UDP flows:Let us first consider the casehas to share the channel fairly with all the other competing
with no down-link UDP flows. In particular, we will study thestations. Thus, in this case it will obtain a fraction smalle
interaction between a fixed number of stations downloadirigan 1/(n,, + 1) of the total channel access opportunities
an infinitely long file from a server behind the AP, and afsince stations downloading the file also compete for the
increasing number of stations sending UDP traffic towards tbhannel when they respond with a TCP acknowledgement



the actual fraction will be smaller). It is logical then thatanother packet immediately, and that this transmissiohnetl
asnyp increases, the throughput obtained by the UDP statioosllide?. This is not the case for the AP, for which drawing
approaches the one obtained when no TCP stations are presetviackoff counter of zero after a successful transmissidin wi
On the other hand, the results corresponding to the callisimost probably result in a collision due to the receiver respo
probability are surprising. We have computed the ratio betw ing with a TCP acknowledgement. This in turn explains the
the number of collisions and transmission attempts, bogtight difference between the collision probability of tA@
for the stations and the AP. Moreover, in the former wand the UDP stations.
have distinguished between TCP stations (that transmit TCPRegarding more quantitative analysis of this case-scenari
acknowledgements) and UDP stations. Figure 17 shows tioethe best of our knowledge there does not exist a model to
simulations results, in addition to the results obtainecenvh predict the results obtained in this case. Such model should
no TCP station is present, which we will use as a referencee carefully constructed to consider the details we diguiss
Firstly, it should be noted that the presence of the TObefore, which result in the invalidity of one of the most
stations increases the UDP stations’ collision probabditly important hypothesis in all the analysis we have carried out
slightly. The explanation for this is the same as in the pmgsi until now.
section. TCP stations only become active (i.e. compete for2) One down-link UDP flow:Let us now consider the
the channel) when they receive a data packet from the Afdme case-scenario, but with the addition of a station that
Since there are 10 TCP stations, then there will an importéatreceiving an UDP stream from a server behind the AP.
drift towards few active TCP stations. Thus, the UDP statioThe presence of such flow will result in an increase in the
will compete mostly only with the AP (and naturally amonglrop rate at the AP’s buffer, whose terrible effects on TCP’s
themselves too). performance we have already discussed. We will consider an
The second interesting thing to note is that, differentlihi®s extreme case here, where the down-link UDP flow has the
results we obtained until now, not all stations obtain thmea same rate as the up-link ones (i.e. if alone, it would satutzs
collision probability. In particular, the AP obtains a $lity AP). It should come at no surprise that the resulting through
(but persistently) bigger collision probability than theDB distribution is such that TCP flows are starved, and the UDP
stations, whereas TCP stations obtain a much smaller onaes obtain a throughput similar to the one they would obtain
The reason behind these differences is subtle but importahTCP flows were not present. Figure 18 shows the throughput
Let us consider a time-slot where the AP gains access dbtained by each flow (in a single simulation run) in the case
the channel. The data packet may be destined to a statarl0 TCP flows, 3 up-link UDP flows, and a single down-link
that is either waiting to send a previous acknowledgemedDP flow (indexes in the abscissa correspond to this order).
(i.e. already executing the backoff mechanism) or not. b tiNote how the results are similar to the case where only four
latter case, immediately after having received the datkgiacUDP up-link flows are present and saturating the channel.
from the MAC layer, the TCP layer of the tagged station will Although somewhat extreme, we have included these exam-
send in return the TCP acknowledgement to the MAC laygrles of UDP and TCP co-existence in a WLAN to illustrate on
Since only one out of ten AP transmission are data packé® unfairness the flows are prone to suffer. In the case where
destined to the tagged station, it is not improbable that theUDP flow exists in the down-link direction, the situation is
latter’s backoff counter has already expired (the more so @ast very different from the wired case, and a single UDP flow
congestion and retransmissions increase, as it takes immee tcan starve all TCP flows. However, if UDP flows only exist
to the AP to send each data packet). In such case, the statiorthe up-link direction, then they share the channel access
senses the channel for a DIFS period, and if idle, sends th@portunities fairly with the AP. Although TCP flows stillar
TCP acknowledgement. It is precisely at this moment that alignificantly affected in their performance, they are ndalty
other stations are allowed to “defreeze” their backoff deun starved.
or draw a new one in the case of the AP. Now, the backoff
counter of all other stations must be bigger than zero (else,
they would have collided with the AP in the first place) and Up to this point, we have considered a very simple model
thus will not transmit until after the TCP acknowledgemerfer the physical layer. In particular, the receiving statsoPHY
is sent. However, if the AP draws a backoff equal to zero, fas been abstracted to two cases. Either a single transmitte
will transmit at the same moment than the tagged station, a#ges the channel, in which case the frame is correctly redeiv
their packets will collide. or more than one transmitter use the channel, in which case
All in all, TCP stations may, in most of the cases, onl@ll frames are incorrectly received.
collide with AP, and this will happen with a probability of Although simple, this model has allowed us to gain much
1/Wmin (.. when the drawn backoff counter is equal to zerojsight of DCF. However, the real receiving process is much
If the data packet was destined for a station that is alreafiipre complicated. In particular, it is not difficult to imaegi
contending for the channel, it will obtain the same collisio@ situation in which a station has a path-loss to the AP that
probability as the UDP stations. Moreover, it should be rclea ,, T _ o
Please note that such situation is not considered in Bianchiginal

by now that any station that draws a backoff counter equgbgel. The interested reader is referred to [52] for detailiow to include
to zero after a successful transmission will be able to senéh the model.

V. A MORE REALISTICPHY: PHYSICAL CAPTURE



x° o These earlier models have been used to expand Bianchi's
model so that it considers this phenomena. For instance,
the authors of [56] re-calculates the probability that aegiv
time-slot contains a successful transmission by includirey
probability that, although more than one station trangditt
the tagged station’s frame captured the channel (i.e. the AP
receives the tagged station’s transmission with a poweln suc
that its division by the total power of all other concurrent
transmissions is bigger than a certain threshold).

However, and somewhat in parallel with these theoretical
developments, some of the first experimental campaigns were
showing an unfair behaviour of DCF. For instance, the one
reported in [57] showed that when two stations transmitting

Ty s A s 6 T s o 101112 13 14 to the AP do not sense each other, a difference of a few
Flow Index dB in their received power will result in the specific station
i , i _capturing the channel when their transmissions collidel an
Fig. 18: Throughput obtained by each station. 10 down-lingq iy gifferent successful probability for the two stato
TCP flows, 3 up-link UDP flows and 1 down-link UDPrpis \youiq fimit the applicability of Bianchi's model (and
flow. AP’s buffer_3|ze equal to 20000 packets. Flow mdexqﬁost extensions based on it), since a difference of a few
correspond to this order. dB in path-loss is not rare and would break its symmetric
assumption.

. ) ] ] ) One could argue that two stations hidden from each other
is much bigger than the rest. If this station transmits at thess out of Bianchi's model hypothesis from the start. How-

same time as any other one, the AP may be able to correciyer, the experiments conducted in [58] extended thesétsesu
decode the other transmission, as the tagged station'sisigy; showing that it was not the fact that the stations wereénidd
will appear to the AP receiver as weak noise. from each other that generated the unfairness, but thaethe f
The situation we just described, where even if more thajg in receiving power were enough to generate this imbalance
one station transmits, the receiver may still decode tlumger Two very important observation are made on reference [58].
frame, is called thd>hysical Layer Captureor channel cap- Firstly, that even if the stronger frame arrives second élile
ture, or simply capture. This problem is particularly sa6n 5 capture the channel. However, if the receiver was able to
multiple access mechanisms based on spread-spectrune wigfrectly detect and synchronize to the physical preamble o
it is called thenear-far problem[53]. In such systems, wherene first weaker frame, the second stronger frame is dropped.
all stations share both time and frequency, a single stati@y secondly, they observed that the propagation delay does not
effectively capture the channel for itself if its transniiss gjictate the order of arrival of the two frames at the receiver
power is high enough, making power-control a necessity. eyen if they are sent at the same time. Actually, they observe
In DCF, and in every other CSMA/CA system, the capturgme differences of several microseconds between two fsame
phenomena may manifest itself only when collisions ocdur.\yhere the arrival order is random and is influenced by clock
is important to highlight that the term collision now refées  gesynchronizations, RX/TX turnaround times or processing
the event of two or more transmissions overlapping in tim@mes in the stations.
This may lead to the receiver dropping all frames, or colyect Tg date, and to the best of our knowledge, the most complete
decoding one. In the latter case we will say that the framgg detailed measurement and analysis of the capture effect
captured the channel. In the following subsections we Wihr 802.11 is carried out by the authors of [59], later exthd
discuss under which conditions capture is possible in 802.{, [60], the results of which we now briefly discuss. Capture
systems, and what are its effects on the upper layers.  gcenarios are classified in three categories dependingeon th
timing between the frame of interest (Fol) and an interfgrin
frame: either the Fol arrives first, or second and the receive
We now briefly discuss how to model the capture phenomwas already receiving the interfering frame, or second but
ena; i.e. under which conditions a frame is correctly dedodéhe receiver was not receiving the interfering frame (ibe t
even if it overlaps with one or more concurrent transmissiorreceiver has not detected nor synchronized to the intageri
Most of the earlier works on the subject are based onfame’s preamble).
so called capture ratio. That is to say, a specific frame will The Signal to Interference Ratio (SIR, in this case defined
be correctly decoded at the receiver if its power divideds the difference between the Fol's and the interferer fiame
by the sum of all other concurrent transmissions is biggpower at the receiver) necessary for the Fol to capture the
than a certain threshold (see for instance [54]). Other workhannel with a big probability (say, more than 0.9) is very di
additionally considered that it was enough for this cowoditi ferent in the three scenarios. In the first one, it furthereteis
to hold during a (capture) time window [55]. on the precise timing between frames. If the interferingniea

Flow’s Throughput (bps)

A. Modelling Physical Capture in 802.11 Systems



arrives before the receiver has synchronized to the preambl Let us first consider a scenario with only two stations, whose
of the Fol, the necessary SIR is approximately 4dB. Aftatistance to the AP is the same. One of these stations (which we
having synchronized, it is as little as 1dB. In the secona@-caswill note asn,) transmits at a fixed power (10dBm) while the
scenario, where the Fol arrives after the interfering frathe other one 4.) transmits at different power levels, simulating
former captures the channel as long as the SIR is more tredifference in the propagation conditions towards the Ae. W
roughly 10dB. Naturally, this threshold is bigger than i thshow the results for each of these levels in Fig. 19. More in
previous scenario. Moreover, and differently to [58], itswaparticular, both stations are transmitting up-link UDPffica
noted that the chipset used in their experiments was ableirisaturation conditions using the 2Mbps modulation rate, a
capture the Fol even if it arrived after the interfering feden we present the results corresponding to both access methods
preamble. The last scenario’s results are similar to the oA#though somewhat simple, the example will nevertheless
where the interfering frame arrives within the Fol preambldlustrate some interesting aspects of the effects of captn
It is important to highlight that all these results were aiead DCF.
when using the 6Mbps modulation rate in 802.11a. Naturally, Figure 19a shows the ACK-timeout probability for each
as the modulation rate used to transmit the Fol increases,ssation. That is to say, the ratio between the number ofdaile
does the SIR required to capture it. According to the resulimnsmissions and the total transmission attempts. Nbtura
presented in [60], this growth is roughly linear. when the power of both stations is the same, their results are

Most simulators do not consider these three possible captafso the same. However, note the important difference leatwe
scenarios and their different SIR thresholds. In particultee the access methods. Whereas under the basic access both
ns-3 reception procedure is as follows [61], [62]. The PH¥tations obtain an ACK-timeout probability of roughly 0,05
layer can be in three possible states: transmitting, rewpiv under RTS/CTS they obtain a very small 0.015. This happens
or idle. If the first bit of a new packet is received whiledespite the fact that both methods use the same modulat®n ra
the PHY is not in the idle state, it is immediately droppedn this scenario. The reason behind the difference actlialy
Otherwise, and if the frame’s power is higher than a certaom the packet size. Naturally, the longer a packet, the bigge
sensitivity threshold, the PHY switches to the receivirgfest the probability of it being dropped due to interference, and
and schedules an event at the moment the last bit of the padkethis case in particular, of not capturing the channel.iAll
is expected to arrive. To decide whether or not the frame al, the capture phenomena, and its associated unfairigess,
correctly received, a random uniform number is drawn areXacerbated by the RTS/CTS mechanism due to the combined
compared to a packet error rate. The latter is calculateddbagffects of a (generally) lower modulation rate and smaller
on the bit error rate of each received bit, which in turn dejsenpackets involved in the collisions.
on the modulation used and possible interfering frames. TheAs we mentioned before, ns-3 may only simulate a bound
most important consequence of this simplified PHY model @n the capture effect. Indeed, as the transmit power0f
that the simulations will show less capture events thantyeal increases, the ACK-timeout probability does not goes to zer
More precisely, of the three possible scenarios discussslexpected [58], but converges to a fixed value. However, we
before, a ns-3 simulation may only include the first and thinshay still observe important differences in throughput lesw
one, and in a relatively simple form. The simulation resulisoth stations (see Fig. 19b). In addition to most collisions
shown hereafter will then be presented from a qualitatilieing resolved to its favour, and precisely due to this fagt,
perspective, and should only be considered as a conservatiill operate most of the time with a contention window equal
bound on the effects of physical capture. to Whin, resulting in more frequent transmission attempts than

It is important to highlight that the results shown up to this;. We have thus two levels of unfairness at two different lay-
point had the capture effect disabled. This was achieved bss: the physical layer capture which arbitrates mostsiotiis
artificially increasing the packet error probability to 1evha favourably tons, and a resulting bigger contention window
collision was detected. Such simple modification is not onip the MAC layer of n; which diminishes its transmission
the result of a well-designed software, but also of its opeattempt rate.
source nature. To finish the analysis of the MAC layer we will discuss

) a somewhat more realistic case-scenario. Let us consider te

B. Effects of the Physical Capture on the Upper Layers  giations randomly distributed inside a circle of radius 50m

1) MAC layer: We will now discuss the effects of thisaround the AP, where each of them saturates the channel
physical capture on the layers above, in particular the MA®ith UDP traffic, all transmitting at the same power and with
and transport layers. Let us first consider DCF only (and thtlee same modulation rate (in this case 11Mbps). Figure 20
use UDP at the transport layer). As we mentioned before, thleows the individual throughput obtained by each station as
capture phenomena will result in unfairness among statioasunction of their mean received power at the AP for both
with different propagation conditions towards the AP. lade access methods. Please note that the results obtained by eac
in the event of a collision, the frame that is received wita thstation in each of the 10 simulation runs are displayed.
highest power may still be correctly decoded, the probigili It is important to highlight that we have verified that a
which depends on the timing between frames, the modulatistation alone obtains the same throughput independenttg of
in use, and the received power of all the frames involved. distance to the AP (the verification was made up to 100m, the



0.06F "~

S/ S N N A mmmeeeeem e A
0.0555?\' 1
AN, ~ Rts/Cts (@10dBm)
o 0.05 M N, ~ Ris/Cts
20.045F ". - A- N, - Basic (@10dBm)
5 \ _w- N, — Basic
£ o004} © V-
[ \
o
§ 0.035¢ “7\‘
@ )
E 003 A e i
i 0.025} k- Sutelutuiin Zetieiuteetai ettt 2ttty Y
5 i
< o002t A
A
0-015T gV \ AR v v

003

5 20 25
n, TX Power (dBm)

(a) ACK-timeout probability $*)

B EERbL EEEEPEEEEEE e EEEE v
84r o “A. N, - Ris/Cts (@10dBm)
!
/ 7 N, Rts/Cts
8-2’,’ -A-n, - Basic (@10dBm)
<>’ _n_-— Basic
o * V-2
g 9
= AcoB-Aooo /N Y N A
2
738
35
2
o
=76 v B4 v
v
A
7.47 9
A
7.2+ A Y \

10

15 20 25
n, TX Power (dBm)

(b) Individual throughput

Fig. 19: ACK-timeout probability and individual throughpwhen two stations are at the same distance of the AP, one
transmitting with a power of 10dBm and the other with the powelicated at the x-axis. Traffic is saturating UDP up-Ilink,
modulation rate is 2Mbps, and results for both access msthog shown.
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Fig. 20: Individual throughput as a function of the receiypetver. Ten stations are randomly deployed in a circle ofus80m
around the AP and are sending uplink UDP traffic in saturatimmditions. The data rate is fixed at 11Mbps, and transnmissio
power is also fixed. Results correspond to ten different Etimn runs.

maximum distance between any two stations in this case3. Ttie basic access, most of the stations obtain a throughput of
means that the difference in the station’s individual tigtmput  roughly 500kbps, similar to the results we showed in the case
in this case-scenario is due only to channel capture (andafhno capture (cf. Fig. 4). This similarity is because at 11glb
particular, not due to hidden stations). the difference in power necessary to capture the channehys v

important and capture events are fewer. On the other hand, in

N_aturally, as the received power increases, so does thetf?e' case of RTS/CTS access, the results are very differamt fr
sultllng.through.pgt, as those stations capture the chanaed my, 400kbps we obtained before (again, see Fig. 4). This, as
easily in a collision. Furthermore, the difference betwésn we mentioned before, is due to the tendency that the (small

mif“”_‘“m an_d the maximum throughput can be very importargnd modulated at lower rates) RTS packets have to capture the
This is specially so for the RTS/CTS access, where some f‘EWanneI

lucky stations may receive more than three times throughput
than the (not so few) unlucky ones. Finally, note that for
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only work that explicitly considers different receivingvers

and is interested in estimating the unfairness among statio

) ) is [66]. However, this estimation is provided indirectly by
2) Transport layer (TCP).We will now discuss the effects \nat they call the average inter-success backoff delaytties

of the capture phenomena over TCP. As we showed in Sggean number of slots between two successful transmissions)

IV, if all stations are using TCP as their transport protoc@yoreover, the effects of channel capture are blurred by the

(either downlink or uplink) the number of “active” stat|0nspresence of multiple rates (and an unspecified rate adaptati

(i.e. those with a packet in their buffer waiting to be serit) &gorithm). All in all, a model to analyze this case-scevari

any given time is generally very small. This in turn results itnat for instance considers a realistic capture model ssch a

a very small collision probability. It is then to be expectidt ihe one proposed in [60], is still a challenging open problem

under this scenario the capture phenomena is not influentialyy finish this section, let us remark that there exist some

since it simply does not manifest itself. ~works that strive at minimizing this potential unfairnessr
Figure 21 verifies the above analysis. It shows the indilidugstance, the authors of [67] study the usefulness of severa

throughput of each station corresponding to the same S0engfiac and PHY layer parameters, such as thé,,, to

as Fig. 20; i.e. 10 stations randomly deployed in a circle @fitigate the difference in individual throughput. A moreeat

radius 50m around the AP. Note how the results are almost §igicle has extended this work and proposes a mechanism

same as when no capture was allowed to take place (cf. Rig-adapt these parameters on the fly based on some local
10). This is a good example that illustrates that extrap@at measurements [68].

results from different case-scenarios is not necessauilyect.
In this case, an unforeseen behaviour of the upper layers
negates a potentially harmful effect of the lower ones, otith
necessarily violating the layering principle. We will now discuss one of the most “popular” problems in
Naturally, several models to predict the resulting thrqugh CSMA: the hidden station. It should be clear that CSMA relies
considering the capture effects have been proposed inténe liheavily on the ability of each station to sense the transoniss
ature, specially for the UDP saturated case. We have alreadyevery other station. However, it is easy to imagine a
cited [56], that corrects the success and failure prolasli situation where this assumption does not hold. Figure 22
of Bianchi's model to include the possibility of a captureillustrates such case-scenario. Two stations are tratisqit
Other works exists in this same line with different levels dfo a single AP, but a wall between them, opaque to the RF
complexity (see for instance [63], [64], [65]). However, sho signals, results in neither stations sensing the otherthgmo
of them assume that stations may control their transmissioase scenario is one where stations are disposed around the
power so that the received power at the AP is the same for AP, all being able to communicate with the AP, but those
of them. Then, based on assumptions on fading calculate 8tations far away from each other do not sense each other.
probability of a given station to capture the channel. Pow&uch situation may arise for instance in a residence with a
control is not a common feature in standard 802.11 cards, aidgle AP, where the signal of those stations far away fraen th
even if implemented, the transmitting power may be chosé&®P has to traverse several walls in order to reach the station
from a discrete set of values. To the best of our knowledge, tht the other end of the building.

VI. THE HIDDEN STATION PROBLEM



Let us now define more formally this case-scenario. Sevesdlow the ratio between the number of transmission and ACK-
stations are disposed around the AP, and the signal from dimeout events. Note that as the modulation rate increases,
to it is excellent (i.e. no losses due to errors in the chaarel this ratio decreases. This is despite the fact that capture
experienced in the exchanges with the AP). We will say thahenomena becomes rarer as the rate increases. The second
stationj is hidden from station when a transmission from aspect in play here is the fact that the overhead produced by
stationj reaches stationwith a power such that the former'sthe RTS/CTS handshake becomes relatively more important
CCA will respond with idle. In the symmetric scenario weas the modulation rate increases. This overhead is such that
were considering so far (i.e. all stations have equivaleatthough the ACK-timeout probability is almost twice forth
equipment and apply the same algorithms), if statjoiis basic access than for RTS/CTS, the throughput in both cases
hidden from stationi, then the reciprocal is also true (i.eis very similar.
station: is hidden from statiory). We have mentioned the vulnerable period as a very im-
portant factor in this case-scenario, and how the RTS/CTS
access mechanism strives at minimizing it. Figure 24 furthe

The most important consequence for a station that is hidd#élostrates this point. In it, we show the results obtained i
from other stations is that its transmission is simply igbr the same case-scenario as before (i.e. two stations hidden
by the latter. Up to this point, collisions could only occufrom each other sending up-link UDP traffic in saturation
when the backoff counter of more than one station reacheonditions), although in this case we vary the payload size
zero at the same time-slot. However, under this scenarigsed by both stations.
collisions may occur in the middle of a transmission, beeaus As we discussed in Sec. 11I-C2, in Bianchi’'s context, where
the tagged station’s frame took so long to be transmitteat, thstations were not hidden from each other and frames were not
the backoff counter of one of its hidden stations reached zeaost except for collisions, throughput was a linear funetio
before it could end the transmission. In fact, if all stationof the payload size used by all stations, and the collision
are hidden from each other, then CSMA behaves similarly fpobability was independent of the payload size. This is
a simple Aloha [69], where stations transmit without segsirprecisely the case for the RTS/CTS access method even in
the channel first, and if the packet is not acknowledgemettiis case, because its vulnerable period is independerfteof t
they re-transmit it a random time later. payload size. On the other hand, for the basic access the

Figure 23 shows the results corresponding to the simplesiinerable period is almost proportional (albeit the heade
case-scenario: only two stations are sending traffic to tRe Avhich are fixed) to the payload size. As shown in Fig. 24b,
Different modulation rates and access methods are comsigdethis results in an ACK-timeout probability that increasehw
as well as whether the stations are hidden from each othké¢ payload size, and a saturation throughput that is niotlgtr
or not. It is important to highlight that all simulations weincreasing with the payload size.
show from now on allow channel capture. We believe it To finish this subsection, we will consider a case-scenario
contradictory to consider a more complete PHY model thathere some stations are hidden from each other, whereas some
includes the possibility of hidden stations but ignoresnete.  other are visible to all. As we mentioned before, such Sitnat
capture, which as we discussed before requires much smafiety arise in an indoor scenario, with very poor propagation
power differences in order to manifest itself. conditions, where those stations far away from the AP may

The first thing that should be noted in Fig. 23a is thaje hidden from each other, but those close to the AP can
naturally the system throughput is always smaller when thigsten” to all transmissions (and are thus “listened” by al
stations are hidden from each other than otherwise. Howeusther stations).
note that the impact is much smaller with RTS/CTS accessIn particular, and similarly to what we did in Fig. 20, we
than with its basic counterpart. This is precisely the gdal @ill randomly position 10 stations in a circle of radius 50
this access method. The basic idea is to decrease the durafiters with the AP at its center. However, this time the path-
over which a hidden station may inadvertently interfere thess function is such that stations that are more than 60rmete
tagged station’s ongoing transmission (the so-calléderable apart are hidden from each other (although we have verified
period [5]). The RTS packet is small in size, and the CT$hat each station is capable of perfectly communicatind wit
packet signals all stations in the AP’s range (in this cale, ghe AP if alone, independently of its position in the circle)
stations) of the impending transmission, as well as itstira The results for both access methods (with a data modulation
The (generally) longer packet transmission may then ocdisted at 11Mbps) are shown in Fig. 25. Each point corresponds
without collisions. to the throughput obtained by each station in each of the 10

The second aspect that deserves attention is the fact #iatulation runs.
as the modulation rate increases, the saturation throtigiipu  Results pertaining to the basic access (Fig. 25a) are ipshar

the RTS/CTS access method becomes comparable to the @metrast with the ones we obtained when no hidden stations
obtained by the basic one. Two elements act in conjunction

here. Firstly as the modulation rate increases. the valier SMore in particular, we have used tAdreelogDistancePropagationLoss-
iod f th basi d . th,' th Model model of ns-3, with parameteBistance( Distancel ReferencelLoss
period for the basic access decreases (in this case the @l[)'onenthnd Exponentlequal to 1,d, 2, 4.9 anda respectively (wherel

time of a frame). This is very clear in Fig. 23b, where wearied linearly from 50 to 100 and from 24 to 13).

A. Performance Penalties
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Fig. 24: Results corresponding to two stations hidden fraoheother sending UDP traffic towards the AP in saturation
conditions for different payload sizes. The modulatiore rigt fixed at 11Mbps.

were allowed (Fig. 20a). Whereas before we obtained thatThe unfairness is still very important even when using the
most stations obtained roughly 500kbps, the level of unégis RTS/CTS access mechanism (Fig. 25b). In addition to the
is now very important. Stations near the AP may lose a paclapture phenomena we observed and discussed before (see Fig
only if their backoff counter reaches zero simultaneousiihw 20b), the presence of stations hidden from those farthesy aw
another station. Even in such case, the AP may respond witbm the AP results in these stations obtaining a throughput
an ACK if the tagged station captures the channel, an evabse to zero. Those close to the AP obtain a throughput of
very likely to happen if for instance the competing statisn iroughly 8000kbps, smaller than the one obtained by the basic
one of the farthest away from the AP. On the other hand, thosecess mostly due to its overhead.

stations far away from the AP may further lose packets becaus

a hidden station interrupts its transmission. This asymmet Tsh/% _?'SmUIat'ﬁn .resu!ts fWGfJUSt pljes.en.ted |r:1d|cat(: that the
in packet losses results in some stations receiving aIm(l)-"s-E mechanism is far from alleviating the performance

no throughput, whereas the other luckier stations obtainP§alties generated by hidden stations. Let us briefly densi
throughput of roughly 1200kbps the TCP case now. The same results as before, corresponding

now to this transport protocol, both for downlink as well



12

;
e+ + + +
+H+ t+ 4
10r +

— +
g +
& ol + * ++
< 8 s+ F
o +
£ .4t
=1 + "1-+++
o 6 ++ +
e
£
w
c
'g 4 ++ +
o]
<] +y
n

ol

2t + F
]
+
Hhe
L g +

So

-60

-50 -40 =30 -20
RX Power (dBm)

(a) Basic access.

-10

x 10
12
+
101 +
+
m +
z . “ ‘
= +
- 8 oo *t +
3 + o+
5 oot *
g 6 + +H e+
c
+
o Lt
= +.F
S a4+ FE
o) +
2 4—+-"-"-|1-*
£
20 T
+§ +
et +,

-50 -40 - -20 -10
RX Power (dBm)

(b) RTS/CTS mechanism.

Fig. 25: Individual throughput as a function of the receiyemver. Ten stations are randomly deployed in a circle ofusdi
50m around the AP and are sending uplink UDP traffic in satumatonditions. The data rate is fixed at 11Mbps, and stations
that are more than 60 meters apart are hidden from each &bsults correspond to ten different simulation runs.
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(Fig. 26a and the squares in Fig. 27). The reasons behind this
excellent performance are the same as before: TCP openates i
such way, that the number of stations actually competing for
the channel at any given moment are very few, and thus few
collisions occur. When the packets generated by the stations
are small TCP acknowledgements (and thus the vulnerable
period is small), collisions between hidden stations are.ra
However, when the stations send bigger data packets, the
possibility of collisions increases, and we obtain that sdew
stations are starved (Fig. 26b and the diamonds in Fig. 27).
However, this is true only in the case where most stations are
hidden from each other. With a carrier sense of just 70 meters
this negative effects are much less visible. Finally, nates h

no real benefits are obtained from the RTS/CTS scheme in the
complete range of carrier sense considered.

@. Previous Studies

radius 50m around the AP. Individual throughput as a fumctio ) ) _ )
of the carrier sense for all case-scenarios consideredrso faAS We mentioned before, this case-scenario has been iden-

Results correspond to the median and the 0.95 and 0fffied very early on as a very problematic one. In particular,
quantiles of the individual throughput obtained by all istas. Tobagi and Kleinrock analyzed it in the context of their then

newly proposed CSMA [70]. To alleviate it, they propose
the so-calledBusy Tone Multiple-Acce$BTMA) mechanism,
where whenever a station senses an ongoing transmission, it

as uplink traffic, are shown in Fig. 26 (since similar resultsends a busy-tone over an independent signalling channel.
are obtained for the RTS/CTS mechanism, we omit them). yowever, although unanimously recognized as grave,
Moreover, we compare all the case-scenarios considereat SOHTMA was not widely adopted as the solution to the hidden
in Fig. 27, which additionally shows the effect of the carriestation problem. The reason being that permanently déxdicat
sense (i.e. at which distance stations are hidden from eachnowever small) portion of the total channel to signalling
other), which was fixed at 60 meters up to now. More ijas considered by most as too big a waste (although further
particular, the graph displays the median and the 0.95 &%l Orefinements of BTMA were proposed, e.g. [71]). Instead, “in-
quantiles of the individual throughput obtained by allistas. pand” signalling was preferred as a solution to this problem

Once again, the results for TCP are remarkably goobh particular, the RTS/CTS mechanism was proposed in [72],
specially for downlink traffic where no unfairness is visibl and further extended in [73].
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Fig. 26: Individual throughput as a function of the receiyemver. Ten stations are randomly deployed in a circle ofusdi
50m around the AP and are sending downlink and uplink TCRidrafhe data rate is fixed at 11Mbps, and stations that are
more than 60 meters apart are hidden from each other. Resuttisspond to ten different simulation runs.

We have already discussed some short-comings of theph we mentioned before). However, they further consider
RTS/CTS mechanism even in our WLAN scenario, and moteo other ranges: the transmission and interference rarge.
arise in the context of ad-hoc networks (specially mobilesgn former is the maximum distance at which two stations can
like vehicular networks). It should come as no surprise th@@mmunicate without errors in the absence of other congtirre
that several works have striven at further improving it, dransmissions. The latter is the distance within which an
replacing it altogether (see for instance [74], [75], [76]7] interfering transmitting station can jam a receiver.
just to name a few). Instead of modifying the MAC layer, some ajthough the above model, based on one-on-one relation-
works have studied methods that allow the receiver to decogrﬂpS between nodes, simplifies the analysis and has proved
colliding frames when they arrive with a relatively signéit  somewhat popular (see for instance [84] for a work based on
time offsets as in this case (e.g. [78], [79]). these thresholds which studies WLANSs in particular), it i$ no

An approach that has received little attention in the liier@ the best way to proceed. Actually, depending on the CCA
is to force the system to operate at a regime where the eféectinode in use, a node may judge the channel as busy based
number of competing stations is low. This way, collisionsn thesumof all detected signals, and not on each individual
would be few, and the negative effects of hidden stations (ggtion signal. Moreover, the interference range lacksraay
well as all problems stemming from collisions, like captarel significance, since again the interference is the sum of all
wasted resources) would be minimized. We have shown h@ngoing transmissions other than the one of interest. lginal
TCP indirectly drives the system to such behaviour. Furthit us highlight that, as analyzed in [85], this oversimpitifi
studies in this direction would be interesting. model may lead to contradictory results when compared to

We now turn our attention to modelization efforts of thignore realistic ones.
phenomena. In addition to presenting the problem, [70] alsoNaturally, extensions to Bianchi's model for this case-
analytically studies the performance of CSMA in the presengcenario have been proposed (for instance [86], [87], [88])
of hidden terminals. To this end, they propose a graph, whe#gwever, as discussed in [89], the variable length time-
an edge between nodésnd j indicates “visibility” between sjot, central in Bianchi’'s analysis, is ambiguous in thisesa
them, and its absence that they are hidden from each otkgfenario, where coordination is lost between stationsemdd
Their analysis, and all further extensions (e.g. [80], [8&fe from each other. Moreover, the authors of [90] show that the
however not directly applicable to our case scenario, sihcecollision probability is not independent of the backoff geta
pertains to a general CSMA algorithm and does not considfrthis case. This invalidates the formula resulting frore th
any of the particularities of DCF. markov chain, and thus all analysis based on it. The authors

Anyway, a similar approach was taken by other authoos [90] consider instead a simple case where only two station
when studying 802.11 in this scenario. For instance, tlage present in the WLAN, construct an alternative markov
authors of [82], [83] also consider a model where stationg mahain, and derive the total throughput. They then generaliz
“see” each other or not if they are closer than a certaimier the model to consider an arbitrary number of stations, which
range (which may be viewed as a way of constructing thallows them to calculate the station’s individual throughp



However, the decision of whether one station senses the actually independent. This means that, even with an
channel as idle or not in their model is based on one-on-oeecellent SINR, the biggest rates may not work [93].
relations between them. It should be clear that choosing the appropriate data rate
Let us finally highlight that all these models ignore th¢out of the 128 available) is no easy task. This is specially
effects of physical capture. For instance, in the case €6 when one realizes that the same rate (or very similar
RTS/CTS access, with RTS frames modulated at 2Mbps,oaes) may be obtained by more than one combination of
difference of only 2dBm would result in one of the collidinglCS (Modulation and Coding Scheme) and number of spatial
frames capturing the channel. To consider that the path lasseams. For instance, under the 800ns Gl and 40MHz channel,
is such that two stations, which are in the range of the APD8Mbps may be obtained by either using a single spatial
suffer losses of tens of dB between them, but that their Sigr®tream in combination with 64-QAM and a coding rate of 2/3,
reaches the AP with almost exactly the same power, strikestwo different spatial streams with 16-QAM and a coding
us as somewhat contradictory. To the best of our knowledgeate of 1/2. Naturally, in the former case transmission will
a model that considers both hidden stations and the captoprate under the spatial diversity regime if both recearat
effect does not exist. transmitter have more than one antenna.
The observation above means that smaller rates do not nec-
VIl HIGH THROUGHPUTWI-FI: 802. 1N essarily result in more robust transmission schemes, imgak
In this section we discuss 802.11n in more detail. We begiRe assumption that underlies most rate-selection algost
by highlighting research that the main new features indudgsuch as ARF, which we discussed in Sec. I1I-B). As presented
in the standard has sparked. We then argue that the resultsfgreinstance in [98], [99], a correctly designed algorithm
had presented so far may be adapted to the new standard &slild explore both dimensions: MCS and number of spatial
how to do this. The last subsection briefly presents the teceffeams.
amendments that would permit Gigabit WLAN. 3) Frame Aggregation: Although a simple idea, aggre-
gation poses several fundamental questions that should be
i o . answered. For instance, the standard assumes that each sub-
1) 40MHz bandwidth channelThe basic idea behind dou-frame in either an A-MPDU or A-MSDU should correspond to
bling the channel's bandwidth is that, in principle, it rissu 5 higher layer packet (e.g. TCP). Moreover a simple scheme
in twice the rate (see [91] for a more precise estimation @f,id pe to form an A-MPDU or A-MSDU when either a
this gain). However, this seemingly simple method has itgtain size is reached or a timer expires. But, are these
associated costs. For instance, in the 2.4GHz band, where thyacisions optimal in any sense?
are only thrge non-overlapping 20MHz channels' available e authors of [100] present a very interesting study on
(compare this to the twelve 40MHz non-overlapping chafzs e aggregation and provide answers to many of the ques-
nels available in the 5.8GHz band), interference from Othﬁ{)ns we asked before. In a nutshell, they conclude that A-
WLANs is not to be_ neglected and may have a very importagfppy is a very good aggregation strategy, mainly due to
impact on the obtained throughput [92], [93]. its selective retransmission capability (an unsurprisiesplt,
Moreover, receivers with twice the bandwidth also captuigscyssed for instance in [101]). However, they also sha th
twice the noise, and since the total transmitted power I S{lyq features should be implemented in order to fully exploit
the same, SNR is reduced by 3dB. This may be speciaflypppy: a carefully designed fragmentation strategy and
important in the 2.4GHz band, which is shared with cordle%sre so-called zero-waiting mechanism (i.e. accumulatégiac

phones, microwave ovens or bluetooth. _only until the MAC obtains a transmission opportunity).
It should be clear by now that 802.11n should be used in the

5.8GHz band, and that the decision of whether to use a 40Mgz .
or 20MHz channel has no simple answer. The interested rea érExtrapolatmg results to 802.11n
should consult [94], [95] for an in-depth study on this gimst ~ We now briefly discuss how virtually all we have presented
2) MIMO: As for instance demonstrated in [96], MIMOin previous sections, mostly pertaining to 802.11 a/b/g, is
technology introduced in 802.11n is beneficial under al cistill valid for 802.11n. To begin with, it should be clear tha
cumstances when compared to traditional SISO (Single In@ianchi's model is perfectly applicable to the new standard
Single Output) used in legacy a/b/g devices. In 802.11n elatively small modifications are necessary to include the
to four antennas may be used both at the transmitter amelv MAC layer features (see for instance [100] for an exam-
the receiver, resulting in up to four spatial streams. Hawevple).
they may be used to transmit several different streams (i.e.The key to this simple adaptation of Bianchi's model is that
spatial multiplexing) or several redundant streams (patial DCF's basic operation has not changed. This in turn means
diversity). Naturally, although the former is capable of- obthat some of its “negativities” are still present. Notakilye
taining bigger data rates, the latter is more robust in fdce performance anomaly we discussed in Sec. IlI-C1, stemming
interference, and a tradeoff exists between both benefifs [9from the access opportunities fairness enforced by DCIF, sti
Moreover, spatial diversity requires a propagation emritent manifests itself [102]. However, the new features included
where the samples obtained in the different space dimessiam the standard, particularly the aggregation, may be used t

A. New features: new research opportunities



control this performance degradation to some degree (seedo 5.8GHz band, and thus permits much wider channels.
instance [92], [103]). However, such high frequency present the disadvantage of
Moreover, TCP still performs very well, even more so wheresulting in a much bigger path-loss (due to smaller antenna
aggregation is enabled both at the AP and the stations [108fective area, atmospheric absorption and higher loss in
To illustrate why aggregation in both senses is necessnys| building materials), thus requiring highly directive amtas.
consider the case of a station downloading a file. If aggiegat Such characteristics have made this band the most appealing
is allowed only on the AP, the station will only be able ta@andidate for wireless replacement of wired digital irdegs
answer with a single acknowledgement per access oppartunfe.g. HDMI). An example of industrial efforts in this sense i
Naturally, both the physical layer capture (cf. Sec. V) anithe WirelessHD specification [109], whose first version was
the hidden station problem (cf. Sec. VI) are still presenpublished in 2008.
Regarding the latter, the large frame sizes may result getar The interested reader should consult the recent survey [110
vulnerable periods (and thus more collisions) if the fastefor further references regarding these two new standards.
modulation and coding schemes are not used. However, if fRi@ally, let us highlight that this order-of-magnitude fiease
colliding frame arrives to the receiver in the middle of ain the raw data rate has re-sparked interest in more efficient
A-MPDU transmission, most probably part of the A-MPDUMAC algorithms. Examples of recent articles in this sense
will be correctly received and a BlockAck acknowledging thénclude [111], [112], [113], [114].
first sub-frames will be sent. This may be further exploited t
detect hidden stations as discussed in [104]. VII. AMAC wITH QUALITY OF SERVICE: 802.1F
However, and to the best of our knowledge, a thorough studyln this section we briefly discuss 802.11e (i.e. EDCA),
of the benefits of the new features of 802.11n in the contextits performance and the models present in the literature.
hidden stations has not been performed. Similarly, thectffe Naturally, this scheme grasped much research attention ver
of MIMO on the capture phenomena have not been reportedrly on. For instance, one of the first articles to study EBCA
so far. Although at first glance one would tend to believe thaerformance was published as early as 2001 [115]. The most
such high rates do not permit capture to happen, the usagenafural question is how each of the “knobs” we mentioned
robust coding schemes (like STBC) may prove this wrong.in Sec. II-B influences performance. The effects of a big
) o TXOP are relatively straightforward to understand, at tleas
C. Further rate extensions: Gigabit WLAN and beyond i, the saturated case-scenario. A very interesting digmuss
With the 100 Mbps MAC level throughput objective accomef the effect on prioritization and overall performance of
plished, it was only natural to target the Gigabit WLAN. Irthe other two parameters is presented in [116]. The article
2008 two Task Groups were formed to pursuit such accomiemonstrates the superiority of AIFS differentiation doe t
plishment: 802.11ac and 802.11ad, corresponding to theésbaamong other reasons, the important number of time-slots
below 6GHz and the 60GHz one respectively. wasted in collisions when several ACs with a sméll,;,
802.11ac is still not standardized, being 5.0 its latesft dr&ontend for the channel.
and having very recently been forwarded to sponsor ballot.Regarding the models proposed for this MAC mechanism,
Overall, the new amendment will further transit the path axtensions to Bianchi’'s model were also rapidly proposee. S
802.11n, in the sense that the channel bandwidth may nowfbeinstance [117] (which reaches conclusions similar tbg]1
as large as 80 or 160MHz, 256 QAM is now supported, as wedgarding the usefulness of AIFS anll,;, differentiation
as 88 MIMO allowing up to 8 spatial streams (resulting inmechanisms) or the extensions of [14] to this case presented
a maximum throughput of 6.9Gbps).Moreover, A-MSDU anih [118].
A-MPDU are now allowed to be even larger than before [105]. Although the first experiments using the new standard
However, the main novelty in this amendment is the use t#cognized its ability to differentiate traffic, they alstentified
the so-called Downlink Multi-User MIMO (DL MU-MIMO). the need of an access control scheme if QoS was to be
In a nutshell, this is a technique by which different spatiguaranteed [119]. Consequently, several such schemes were
streams may be sent to different receivers. If up to eigphtoposed in the literature, a overview of which may be
antennas may be present in the AP, this feature is partigulaconsulted in [120], [121].
appealing for communicating with devices that for diffaren There is another important aspect of EDCA that we have not
reasons (e.g. cost or space) may not include so many antennantioned so far, which is the specific values of the AIFSN,
In such case, DL MU-MIMO allows the AP to multiplex bothTXOP, W,,;» and W,,.. for each AC. The standard only
spatial streams. The interested reader may consult [106] fictates the existence of four different ACs, and suggdsiLdte
an introduction on the subject, or [107] for a study on thealues for each of them. However, they may be changed on the
benefits that this scheme brings to CSMA. fly, and this ability has attracted many researchers’ ister®
On the other hand, the standardization process of 802.1%adent discussion on this topic is provided in [122], [123].
was finished in late 2012 [108]. The basic objective of this However, and despite all the research effort invested arsit,
amendment was to take advantage of the relatively underusesl mentioned in Sec. II-B, the implementation and usage of
and unlicensed 60GHz band. In addition to presenting littEDCA has been very limited. This situation responds mostly
interference, it has more bandwidth available than the B4G to three facts. Firstly, the Wi-Fi Alliance provides cedition



testing of its ownWi-F Multimedia (WMM) specification, consult each of them for they sometimes reach contradictory
based on a subset of functions from the 802.11e draft 6. $n tlsibnclusions, which is natural since these studies spansalano
sense, it is interesting to highlight that, since the finabien decade. A study of the evolution of wireless data traffic Hase
of 802.11e and WMM differ, a Study Group was formed imn some of these studies may be found in [140].

2007 so as to adapt 802.11e to WMM, which was shortly after Although interesting in its own right, the measuring method
dissolved [124]. cited above is not useful if we are interested in the wireless
The second reason behind 802.11e’s (or even WMM’'s)edium. For instance, if a station sends a packet while anoth
limited usage is the decision of which frames are assignedgender has already captured the AP, this event will not be

each AC. This is up to the specific application, which for infogged except by that particular station. Differently toeatt
stance may mark each packet with the pertinent IEEE 802.1@d, in an uncontrolled network it is not possible to perform
priority tag [125], and the conversion to the correspondingeasurements at every station. In this context, the idea of
AC is defined in the 802.11e standard (or automaticallysing severalvireless monitorsdisposed around the WLAN
performed by WMM-enabled APs). However, such marking smerged [141], [142], [143].

rarely performed by real multimedia applications or desice There are two main difficulties that one must overcome
For instance, the interested reader may consult [126] for aten using this “wireless-side” analysis. The first one, is
account of the frustrations of a user trying to exploit WMMhat the vision of each individual monitor is intrinsically
on a domestic network. incomplete and different from each other, as we illustrated

The third and last reason stems from the fact that evebove. The second one, is that we would ideally want a
certified equipment is not guaranteed to be totally inter@pe single view of the wireless medium (i.e. a time-line with the
ble [127]. In such case, stations generating traffic of theesa events and their duration), so a method to merge all these
AC may be unintentionally prioritized over each other. Fadifferent views has to be devised [144]. For instance, the
instance, the authors of [128] report on the usage of 802.1dethors of [141], [142] rely on the AP’s beacon packets in
cards constructed by different vendors. Results indicla#e torder to align all traces, whereas those of [143] study the
prioritization takes place (or not) depending on the camt thpossibility of inferring missing packets by consideringe th
sends the highest priority traffic. This is in addition to thg@ossible frame exchanges as established by the standard (a
implicit prioritization provided by the PHY layer when themethod later refined in [145]).
capture phenomena manifests. Several works have been published since that propose
different measurement techniques or software. For instanc
Jigsaw [146] is a wireless-side measurement software based
on [141], [142] that stresses scalability. More recently,

We will now briefly overview one very important aspect ofViMed [147] and PIE [148], both designed to measure inter-
WLAN's performance: measuring operative and uncontrollédrence, have been made available. Several other tools exis
networks. One of the first works to report such measurseme of which are classified and briefly discussed in [149].
ment campaign was [129], which presented the measuremBractically speaking, the most natural use for this kind of
methodology and analysis of a twelve-week trace of a WLARethods is security. There are several security breachiehwh
spanning a complete building (in particular, the Gates Coraannot be detected at the wired-side of the network. Example
puter Science Building of the Stanford University, comimgs of such usage are [150], [151], [152], [153].

12 APs and 74 wireless users). The authors were particularlyQuiet surprisingly, the articles that focus on the actual
interested in user behaviour and traffic characteristibsit IS medium usage are relatively few. For instance, the authors
to say, they studied aspects like the number of active user§[154] use commercial wireless sniffers to study a reédyiv
sessions’ length, users’ mobility, traffic distribution ang big WLAN (97 APs and 6775 users). However, their analysis
APs, or traffic per user and per application. All these aspedf the wireless side of the network is very small. An excaptio
are important and should be used as an input when plannarg [155], [156], which provide significant insight into the
the deployment of a new WLAN. operation of DCF in real deployments. Among the conclusions

Regarding the measurement methodology, the authdingy reach are some of which we already discussed in this
of [129] used a combination of tcpdump, SNMP queries aratticle: the usage of lower rates by some stations is defiahe
the WLAN’s authentication system log. These same authdrsthe network as a whole, the tendency of most rate control
used a similar approach in [130], where they analyzed n&twalgorithms to confuse congestion with poor propagatiordeon
usage and user’s mobility in a metropolitan network by meatisns exacerbates this phenomena and should then be ayoided
of analyzing the logs of the poletops (equivalent to the ARsd the use of RTS/CTS only increases the unfairness among
in Metricom’s Ricochet multi-hop network). stations.

This kind of “wired-side” analysis of the WLAN has Finally, let us remark that conducting this kind of mea-
been carried out by several works in different contextsurements is not an easy task at all, even in a controlled
conferences [131], corporate buildings [132], universign- environment like a test-bed. To illustrate these diffiasdfilet
puses [133], [134], [135], [136], metropolitan network8T], us cite the experiments reported in [157], where the author
[138] or even restaurants [139]. The interested readerldhoobtain a very poor performance of 802.11g in an outdoor

IX. 802.110N THEWILD: SOME MEASUREMENTS
STUDIES ON OPERATIVE WLAN S



scenario. This was later explained to be due to a buggyFirstly, and from a theoretical point of view, Bianchi’s medd
behaviour of the driver in use [158], [159]. was shown to be very versatile. For instance, although it
was initially conceived with the completely symmetric case
scenario in mind, we have discussed simple extensions that

Although our survey is limited to the single AP WLAN allow us to analyze different levels of asymmetry (e.g.aliht
case-scenario, there are other equally important scenth@® rates or packet sizes among stations). Fundamental in these
reader should be aware of, and as such we now very briefiytensions was the fact that all stations obtain the same
describe. access opportunities and collision probability. If thisiit the

The most clear extension to our scenario is the multi-A€ase (which may arise for instance if the capture phenomena
case, where interference and handover play a major rolenmanifests) then the analysis is not so simple.
the performance of the access network as a whole. MoreoverMoreover, and regarding the capture phenomena, we have
and regarding the former, it is not rare at all for terminalshown that ns-3 does not correctly model the receiving moce
to be equipped with several radio access technologies (&f.an 802.11 card. The consequence of this oversimplistic
most smartphones include both cellular and WiFi capagd)ti model is that the quantitative results we obtain from the
Consequently, there has been much research and induglry inéimulations may not be correct, and thus cannot be relied on.
est in enabling interworking and vertical (or inter-teclugy)  Although more detailed extensions exist (e.g. PhySim [,74]
handover. Examples of such efforts include the Interwakinthey are not widely used, and more importantly, do not scale
Wireless LAN (I-WLAN) [160], the Generic Access Net-very well. Obtaining any of the graphs we show in this paper
work (GAN) [161] and the Media Independent Handovemay easily take a complete day if performed with PhySim on
(MIH) [162] architectures. A very accessible introductitthn g standard PC.
this standard may be consulted in [163] and an interestingrrom a practical perspective we have shown some detri-
categorization of all these architectures is discussed6d]l mental side-effects of RTS/CTS and multi-rate algorithivs.

Itis important to highlight that neither of these architées pelieve that the optimal configuration for a WLAN is one in
include definitions regarding the decision by which a specifiyhich basic access is used exclusively (which is generally
network is selected or when the handoff is effectively pefhe default behaviour of most cards) and that a single rate is
formed. Naturally, several such proposals exist in theditee, ajlowed by the AP. This rate should be set to the minimum
an overview of which may be found in [165], [166]. Moreovergcceptable by the network manager, and it will operate as

the interested reader should consult [167] and referenggs access control, allowing stations to transmit only ifithe
therein for analytical performance evaluation techniqu®s channel quality is good enough.

garding these handoff mechanisms. Finally, it is inter@std  \ye have also illustrated the excellent performance atthine
highlight the situation where not all these different netkgo by TCP in most cases, effectively avoiding many of the
are exploited by the same operator, and the challengigghpiematic situations we have presented. This was dueeto th
revenue sharing problem such situation poses [168]. protocol’s ability of limiting collisions. A very interestg open

To conclude this section, we wish to briefly comment 0B,ophjem is designing a scheme that emulates this desirable

the 802.11af WG, formed on 2009, and in charge of adaptidgye effect, without the potential unfaimess issues ofPTC
802.11 to operate in the so-called TV White Spaces (TVW%en, for instance, the AP’s buffer is not big enough to
Since the FCC unlicensed the use of several bands correspapd o mmodate all connections.

ing to TV channels in 2008 [169] much effort has been put
into designing communication systems that comply with t
stringent requirements demanded by the regulation (esg. |
than -100dBm sensitivity in detecting primary users) [170]
As usual, the IEEE is no exception, creating the 802.11af

and the 802.22 WG. In particular, the former is concentrate
on wireless regional area networks (WRAN), and it has alreai
published its standard [171]. Arguably the main difficuloy f

these systems is developing the cognitive [172] capadsliti

required for their operation. In this sense, the conjumct ,{]igating the possible performance benefits of a station that

nitive networkin for instance [17 nd the WLA .
cognhitive: hetworking (see for ins ance [L73]) a_d e d%es not respect the standard, and how to detect it (see for
universe we just presented promises a very interesting an

fruitful research area. instance [175]).

X. OTHER CASESCENARIOS

Yet another open problem is the analysis of the WLAN'’s
erformance when the capture effect is considered. Thedfack
uch model is surprising considering how easily this phenom

ena manifests itself. An even more complex task is to analyze
e case-scenario where hidden stations and capture affect
ntly considered.

yFinaIIy, let us remark that at least one important aspect of

WLAN'’s performance was mostly left out of this overview:

security. In particular, a very interesting problem is iswve
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