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Abstract—Face recognition systems (FRS) have been widely
studied and the performances reported are very high in the
standard databases used for comparison. In this work we present
a FRS that achieves state of the art results in these databases
and show its performance’s variation when tested in a field trial
using a citizen identification database. To accomplish this, a set
of experiments are proposed. These include increasing the size of
the database, using subsets that include a time difference of one
to ten years between the query samples and those enrolled in the
system and finally using different subsets of the same database.
Discussion on these experiments and conclusions are presented.

I. INTRODUCTION

Face recognition systems (FRS) have achieved very high
rates of success, with several methods reporting recognition
rates of 98% and more [3], [15], [19], [20], [21]. These results
were achieved using datasets in which images are acquired in
controlled conditions such as FERET [14]. Such conditions
are usually not met in real life situations, e.g. checkpoints at
airports, where FRS are used for identification or authentica-
tion of identities. This fosters a great interest in understanding
how big changes in illumination and pose as well as those
introduced by the aging process affects the performance of
FRS. Both issues have been addressed in the literature, a
complete review of how aging affects the performance of a
FRS and different approaches used in order to model the aging
process can be found in [12]. Performance degradation due to
changes in illumination, pose and occlusions is currently being
tackled by using the Labeled Faces in the Wild (LFW) [7]
database. In [5] the authors provide a good comparison of the
performance obtained using both FERET and LFW databases.

In this work we present a FRS that achieves state of the art
recognition rate on a controlled database as FERET, and we
analyze its performance when faced against a more complex
database. This database was obtained from a passport and iden-
tity card system; therefore factors such as pose, illumination,
database size, small samples per class and aging come into
play. We refer the reader to [10] and [13] for previous studies
that performed a systematic evaluation of a verification system
using a real dataset obtained from a passport system.

Considering the database properties is not possible to use
statistical methods that need several samples per class. Thus,

we focus our attention in methods that rely on only one sample
per class. A vast number of techniques [3], [15], [19], [20],
[21] have been presented based on one sample per class.
These have proven to achieve recognition rates in the range
of 97 — 99%, using small datasets with photos acquired under
controlled conditions (as the FERET database). For example
using micro patterns techniques [3] a recognition rate of 97%
was achieved using the FERET fb probe set. Adding Gabor
wavelets as part of the feature extraction procedure [21] has
increased the recognition rate up to 98%. Later, a recognition
rate of 99% has been achieved using a combination of local and
global features for the face representation [15]. When faced
to the aging problem, we found that there is not a definitive
solution presented in the literature for methods based on one
sample per class. The techniques [12], [17] are the ones that
obtain the best results, and both create an aging model for each
individual. These models are practically impossible to conceive
in citizen identification because in these kind of databases
there are usually no more than a couple of photos per person.
Recently, big efforts are being done to overcome this difficulty
and simulate the aging process by using a unique image of the
subject in the gallery. A good example of such approach can
be found in [8]. However, the proposed solution has not been
tested yet on an automatic FRS.

The rest of the paper is organized as follows. In Section II
we present the goals of the present work and in Section III the
developed framework. In Sections IV and V we present the
proposed experiments and the results, respectively. Finally, in
Section VI we highlight the conclusions and propose directions
for future work.

II. GOAL OF THIS WORK

The main goal of this work is to analyze how the perfor-
mance of an automatic FRS is affected when using a dataset
obtained from a real passport/ID issuance office.

In order to achieve this goal we first need a testing FRS.
We develop a FRS by using state of the art techniques in each
of the stages involved in the recognition task. Then, we study
the performance of the constructed system in a well controlled
conditions database (FERET). We continue with the evaluation
of the performance of the FRS using the real passport/ID



database. This dataset presents several features introduced
before: changes in illumination, gesture and expression, few
number of samples per class, big size of the dataset and age
difference between samples. We outline a set of experiments
to investigate each one of the variables that affects a FRS.

III. DEVELOPED FRAMEWORK

As in many other biometric and pattern recognition systems
we divided the FRS into three modules: preprocessing, feature
extraction and matching. This framework design permitted us
to focus on each module individually and easily change the
used algorithms in each stage seeking for the best performance
in each particular task.

1) Preprocessing module: The preprocessing module auto-
matically validates the face in an input image, discards all
unnecessary information, and transforms the face image in
order to comply with a predefined standard. This standard
was defined by fixing the size of the face and the eyes
positions. The preprocessing module is very important in an
automatic FRS, since it is the one that can estimate the
quality of the captured face image. Based on the quality of
the face image the system could ask for a new acquisition
of the face or mark the final result as not totally reliable.
This approximation is used in [5], where a “sample pose
quality index” and “sample illumination quality index” are
computed and used in the process of evaluation of sample
distortion and normalization. Additionally, the performance
of the preprocessing stage affects the final result when local
features are used, since the more accurate the eyes localization
is, the better the registration of the face in the input image will
be.

Different approaches could be used in order to automat-
ically find eyes positions. Some techniques act locally by
searching for the eyes in a moving window over the image. A
good example is the implementation of the eye detector in the
OpenCV library [2] based in the work [16].

Local methods are not well suited in the case one or both
eyes are closed or missing in the face in the input image.
This situation is very rare in a testing database as FERET, but
feasible in a citizens database. A solution to this problem is
to use a global approach that returns the eyes positions as
well as others landmarks in the face. A popular technique
in this category is Active Shape Models (ASM) [4]. There
are several open source implementations of the ASM method:
OpenASM [1], ASMLibrary [18] and STASM [11]. We choose
STASM because it is easy to integrate, already includes a
trained model and performs better than OpenASM and ASM-
Library (a comparison between different implementations of
ASM is performed in [5]).

Once the eyes positions are determined, the image is
normalized using a transformation that takes the eyes to the
predefined positions. Fig. 1 shows an example of the input
image and the resultant image.

2) Feature extraction module: The feature extraction mo-
dule receives a normalized and preprocessed image and returns
a feature vector. This feature vector would, ideally, uniquely
represent the person in the input image.

We used the method presented on the article [3] for various
reasons: it is very simple to implement, fast in processing an
input image, and provides very good results. Additionally, it
does not require a statistical training, making it suitable to
the case in which we have only few (or even one) sample
per person in the gallery dataset. A complete review of more
complex LBP based techniques can be found in [6].

In this approach, the face image is divided into several
regions from which the LBP feature histograms are extracted
and concatenated as shown in Fig. 2. For a more detailed
description of its operation we refer the reader to the original
article [3].

3) Matching module: The matching module receives a
feature vector, compares it against the feature vectors of the
enrolled subjects, and returns an identity. As a consequence of
the selected feature extraction technique, the feature vectors
are composed by the concatenation of several histograms
where each histogram corresponds to a particular face region.
Therefore, it is possible to use any distance between histograms
to perform the comparison. We used the Chi-Square distance,
since it has been widely used when working with LBP his-
tograms. Given a face ¢; in the input image and a face g;
in the gallery dataset, the distance D(g;, g;) between them is
computed as shown in Equation 1
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Where N, is the number of bins each histogram has, N, is
the number of patches (or histograms) each picture has, and
wy, is the weight we give to each patch.

Since each patch represents a region of the face, we can
assign a high weight to those which play a more important
role in face recognition, and a small weight to those which
do not. Fig. 3 shows an example of these weights, where the
darkest the region, the lowest the weight. Once the distances
between the extracted features of the query face image and all
the features vectors in the gallery are computed, the matching

Fig. 1.

Original and normalized images
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Fig. 2. LBP processed image (top) and generated histograms (bottom).

is done using a nearest neighbor approach. The query subject
is assigned the identity of the enrolled person with the lowest
distance to the person in the input image.

IV. EXPERIMENTAL SETUP

One of the main goals of the present work is to analyze
the degradation on performance of the presented algorithms
when faced to a citizen passports/[Ds database. In this section
we introduce the performed experiments using the framework
presented in Section III. These experiments can be grouped
into two different categories:

e  Experiments on standard databases. A set of experi-

ments were performed on the Color FERET dataset
using the query dataset f, to recognize the identities
enrolled in the gallery f,. This first experiment allows
us to validate the proposed framework, showing that
it achieves state-of-the-art results when working under
controlled conditions.
In these datasets the eyes positions were manually
marked and coordinates are provided. Therefore, this
first test also allows us to measure the degradation
of the performance due to errors on face registration
when using an automatic eyes finder.

e  Experiments on DNIC dataset. This is the core of
the present work. In this set of experiments, we

Fig. 3.

Example of weights assigned to the face patches

study how the performance of the proposed FRS is
degraded when faced to a dataset obtained from an in-
production database containing citizens passports and
IDs.

A. Used databases

1) FERET: The FERET database was created as part of the
program Face Recognition Technology carried on in the years
1993 — 1997 [14]. This database has become very popular
in the area of face recognition and is commonly used as a
benchmark. It contains a gallery f, containing 1010 people
and four standards test sets: fp, f., dup; and dups. In this
work we use the f;, set that includes images taken on the
same day that the ones taken for the gallery including only
differences in expression.

2) DNIC: DNIC (Direccion Nacional de Identificacion
Civil) is the Uruguayan government organization responsible
for the emission of ID cards and passports. It has a civil
identification system, and a database with more than 3 million
identities '. The images have some desired properties as neutral
pose, neutral background and no lens among others. Despite
this, large variations in illumination and expressions as well
as aging are to be expected considering the huge amount of
images acquired each day in the different offices throughout
the country.

B. Proposed evaluations

In this work we perform a closed-set identification; for each
sample in the query database there is only one correspoding
sample in the gallery and viceversa. The performance is
measured as follows [9]: for each sample in the query set g;
we compute its distance to each of the samples in the gallery
and sort them from lowest to highest. Let g be the sample
from the gallery that has the same identity as g;. The probe
¢; has rank n if D(g;, i) is the n'" smallest distance. The
recognition rate for rank n is the fraction of query samples
that have rank n or lower. When the rank is not specified, the
reader should assume that it is rank 1.

In order to evaluate the performance of the system using
the presented datasets we propose four different experiments:

e Impact of production environment: comparison be-
tween FERET and DNIC. We study the performance
of the presented FRS with both FERET and a subset of
the DNIC database. Both databases contain the same
amount of people in gallery and query sets and no
time difference between samples. The main difference
between the FERET and DNIC dataset is that the
latter is obtained from an on-production environment
where the acquisition is not strictly supervised as in a
lab acquisition scenario. This implies that the images
may have changes in illumination and face expressions
among others.

e  Variability of the results. In this experiment we an-
alyze the variance in the performance of the system
as different datasets are used. Generally this type of

Because of the local laws that protect privacy, samples of this database
cannot be shown in this work.



analysis is not done when reporting the performance
of a FRS. We use ten query and gallery datasets,
each one containing one thousand people with no time
difference between them.

e Impact of dataset size. In this experiment we test how
the dataset’s size affects the performance of the FRS.
To accomplish this, we use a subset of the DNIC
database containing ten thousand people with no time
difference between samples in gallery and query sets.
As detailed previously, conditions as illumination,
pose and face expressions are semi-controlled.

e Impact of age between samples. With this experiment
we not only try to analyze the impact of aging in the
FRS performance, but also its variations across the
time difference gap. We use ten query and gallery
datasets, each one containing two hundred people
over 18 years. These sets contain face images with
difference of one to ten years with respect to the ones
in the gallery.

V. EXPERIMENTAL RESULTS
A. Comparison with a standard dataset

We start our set of experiments on FERET dataset. Most of
the work presented in the literature use preprocessed images
with manual eye localization. Nevertheless, in most practical
situations, like in the DNIC dataset, it is not feasible to mark
eye positions manually. To analyze the effect of automatic
detection of eye positions in the performance of the system
we compute the results using both manual, and automatic eye
detection. Obtained results are shown in Fig. 4. It can be seen
that even under this well controlled situation the accuracy of
the method drops down as far as 3%, which leads us to our first
preliminary conclusion: eye localization has a direct impact
on the overall performance. This can be explained because
the eyes positions are the used reference when the image is
normalized. Additionally, when using features like LBP the
normalized image is divided in fixed patches. Thus, differences
in the localization of eyes positions affects the registration and
extracted features of the face.

B. Application to the DNIC dataset

1) Comparison with FERET dataset: We start our exper-
iments on DNIC dataset with a subset selection as similar
as possible to the FERET fb probe set used on the previous
experiment. This first subset is composed of a gallery and a
query dataset of 1000 images taken on the same day, with
people over 18 years old. The results are shown on Fig. 5.
The main difference between this dataset and the FERET, is
the production environment conditions in which the former was
acquired. It can be seen in the figure that the system behaves
similarly on both databases, but with a 5% drop on the DNIC
database. Even though it is very difficult to find the specific
cause of this degradation, we believe it should be attributed to
the variations on pose, illumination or expressions present in
the DNIC database.

2) Consistency between databases: In this experiment,
we discuss a generally underestimated issue when reporting
biometrics results. It is usual when testing a biometric system,
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to have access to a bounded and unique database or a set
of databases very dissimilar from each other. This prevents
us from performing a statistical study of how the FRS will
perform under different scenarios. By working with the DNIC
database we have access to different subsets of the same
database, thereby allowing us to study the variance in per-
formance as we vary the dataset.

To conduct this experiment, we used a gallery and query
set of 10.000 people. We then splitted them in 10 different
query sets and gallery, so each query set has its corresponding
gallery, and compute the performance of the system with each
of them. In Fig. 6 the obtained recognition rate mean and
20 confidence interval are shown in solid and dotted lines
respectively. We can see that the confidence interval is around
2%, and therefore a positive variation of the recognition rate
of £2% should not be reported as an improvement since it
would be on the variance range of the results.

3) Large dataset: In this experiment we analyze the perfor-
mance of the system when faced with a large database. There-
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Fig. 7. RR vs Rank, comparison between DNIC datasets containing 1k and
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fore we use the gallery and query set of 10.000 faces, instead
of 1000. The results are reported using the same methods and
configurations as before and are shown on Fig. 7. As expected,
when we increase the number of people in the database,
since we are including more people that might present similar
features in their faces, we increase the probability of finding
missmatches. However we were surprised to find that there
was no major decrease in the performance, but only a 3%.
This result is very promising when analyzing the possibility
of using a FRS in a passports/IDs issuance office where they
handle a large number of people. It would be interesting to see
if the same drop in the performance is obtained with a ten-fold
increase in the number of people in the database.

4) Aging: It is well known that one of the problems
that affects more the performance of FRS is aging. In this
final experiment we will examine the relation between age
difference between images and the overall performance of
the system. To accomplish this, we use 10 sets of images
that have age difference with respect to the images in gallery

Recognition Rate vs Rank
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Fig. 8. RR vs Rank in DNIC database, time difference between images.
Each color represents the years between samples. It is clear the performance
degradation.

ranging from 1 to 10 years. Each of these sets contains 200
people older than 18 years. Fig. 8 shows the results obtained in
this experiment. These do not show the same behavior as the
ones obtained on [10], since they report a stabilization on the
performance starting at a gap of 4 years and the results on this
experiment shows that the performance continue to degrade
along the years. Further experiments must be carried out to
confirm or reject this hypothesis.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we present an analysis of the performance
variation of a FRS when faced to a real database composed by
passports/IDs images. We have highlighted most of the well
known problems in face recognition and we have analyzed
their impact on the performance of a state-of-the-art FRS.

We first showed that eye localization has a direct impact
on the performance of the system when local features are
used. This is an important result since many work is devoted
to obtain better facial recognition methods using manually
marked eyes positions, when it is clear that this approach is
not valid in real applications where eyes coordinates are not
provided. Secondly, we showed that when we tested our FRS
with a dataset obtained in an on-production environment, the
performance drops dramatically compared with a controlled
dataset. Clearly, work must be done to understand the differ-
ences between both datasets in order to propose systems with
better performance on real databases. We also showed that
a FRS performance’s drops when we use a larger database,
but not too much. To better validate this, further experiments
should be conducted using higher orders of magnitudes, e.g.
100.000 people.

One of the main contributions of the present work is that
we analyze what is the variance of the results when we perform
several independent statistical experiments. For our FRS, we
conclude that the confidence interval is around 2%.

Regarding the aging process, we conclude that it remains
as one of the biggest problem that FRS faces. Our evaluation



shows that the proposed framework, that achieves a high
performance when used with images taken in the same day,
is highly degraded when age difference is present between the
images in the query and gallery sets. Additionally we found
that when the time difference gap is bigger than three years the
identification task becomes very hard. We should obtain better
results with methods that build an aging model of each subject,
but these methods are not applicable when using a dataset
like the DNIC database in which there are a few samples per
person. Last but not least, we should look for a better set
of weights in the matching module, that would enhance our
system’s performance. This could be done using FLD as in
[15].
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