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In this work several lagrangian methods were used to analyze the mixing processes in an experimental model of a
constricted artery under a pulsatile flow. Upstream Reynolds number Re was changed between 1187 and 1999, while
the pulsatile period T was kept fixed at 0.96s. Velocity fields were acquired using Digital Particle Image Velocimetry
(DPIV) for a region of interest (ROI) located downstream of the constriction. The flow is composed of a central jet
and a recirculation region near the wall where vortex forms and sheds. To study the mixing processes, finite time
Lyapunov exponents (FTLE) fields and concentration maps were computed. Two lagrangian coherent structures (LCS)
responsible for mixing and transporting fluid were found from FTLE ridges. A first LCS delimits the trailing edge of the
vortex, separating the flow that enters the ROI between successive periods. A second LCS delimits the leading edge of
the vortex. This LCS concentrates the highest particle agglomeration, as verified by the concentration maps. Moreover,
from the particle residence time maps (RT) the probability for a fluid particle of leaving the ROI before one cycle was
measured. As Re increases, the probability of leaving the ROI increases from 0.6 to 0.95. Final position maps r f were
introduced to evaluate the flow mixing between different subregions of the ROI. These maps allowed us to compute an
exchange index between subregions, EI, which shows the main region responsible for the mixing increase with Re.

Finally by integrating the results of the different lagrangian methods (FTLE, Concentration maps, RT and r f maps),
a comprehensive description of the mixing and transport of the flow was provided.

I. INTRODUCTION

Hemodynamics is a very important research topic for its
implications in cardiovascular diseases1,2. One of the most
dangerous diseases in arteries is atherosclerosis3, character-
ized by the aggregation of fat and cholesterol which leads to a
partial obstruction of the arterial lumen. An accurate descrip-
tion of blood flow under these conditions has become key to
understand the initiation and progression of such diseases. In
this context, mixing among regions within the artery is known
to play a major role because of its dependence to disturbances
in blood flow4,5.

The mechanisms that govern the mixing processes are com-
plex and diverse, including advection, diffusion, and turbu-
lence. Since the early works of Winter and Nerem6, several
authors7–10 have studied the transition to turbulence. For in-
stance, the works of Jain11,12 serve as a benchmark in study-
ing the transition to turbulence in an oscillatory flow through
a rigid pipe with stenosis. These works showed, among other
things, that the pulsatile frequency variation does not modify
the critical Reynolds for transition. However, mixing occurs
in a non-turbulent regime, and a comprehensive description of
it is still missing.

Lagrangian methods are based on particle tracking and they
provide more insight into the flow topology than other widely
used Eulerian fields. Therefore, they offer a framework to
understand mixing processes and are essential in quantifying
mixing and other features of pulsatile flows5. Particularly,
finite-time Lyapunov exponents (FTLE)13–16 are used to iden-
tify Lagrangian coherent structures (LCS) that act as material
barriers organizing the flow.

FTLE have been successfully applied in hemodynamic
models to study steady and pulsatile flows5,17,18. Vétel et al.19

studied the flow near the bifurcation of a carotid artery, iden-
tifying the formation of structures, such as vortices, through
FTLE fields. Espa et al.20 have applied these techniques to
study the flow within the left ventricle. Similarly, Arzani
and Shadden17 calculated FTLE fields from numerical data to
study the transport of vortices, determining the areas in which
vortices are detached, and characterizing the mixing in aortic
aneurysms. However, the description of how mixing occurs
could be complemented by other tools such as concentration
maps. The combination of these lagrangian techniques would
enable the measurement of fluid from each structure taking
part in the mixing.

Another widely-used Lagrangian method is the distribution
of residence time (RT) and RT maps21–24, which represent the
time a given particle remains in a specific region. Several
authors have used RT to study blood-flow mixing in the left
ventricle18,25–27. Di Labbio et al.27 studied an experimental
model of a left ventricle with regurgitation. The authors ob-
served that this condition increases the RT of the flow inside
the ventricle, with the potential risk of suffering from arrhyth-
mia or other cardiovascular diseases. Other studies have re-
ported that RT maps can be used to analyze how long platelets
remains in a specific region24,28.

Particle residence time (PRT) is a path-dependent metric
which quantifies the time a fluid parcel spends in a region of
interest29,30. However, PRT differs from RT since it tracks
fluid tracers experimentally while RT is based on advecting
particles from the eulerian velocity field. The work of Jeron-
imo et al.29 studied PRT of a flow in a model of stenosed
artery. This allowed the identification of particles initial re-
gion and subsequent trajectory, categorizing the flow in re-
verse flow, jet, recirculating flow and others. However, a map
showing the exact final positions of particles would allow a
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more accurate description of the mixing.
In the present work, Lagrangian methods were used to

study the mixing of a pulsatile flow in an experimental model
of an artery with stenosis. The study focused on the region
downstream of the constriction, analyzing the mixing pro-
cesses by means of FTLE fields and concentration maps. The
FTLE fields allowed the identification of the LCS that delim-
its two regions with well-differentiated dynamics: the vortices
against the wall and the central jet. Overall, we explained the
characteristics of the flow and the mechanism of mixing using
FTLE fields and Concentration maps. Quantitative analysis
of mixing is not easy since it usually depends on each specific
application; however, in this work, we present Lagrangian de-
scriptors capable of measuring mixing. The final state of the
mixing was analyzed through RT maps and r f maps, which
show the final position of the particles. Two relevant parame-
ters were computed from these maps: the probability of flow
leaving the ROI and the EI index, which measures flow ex-
change between subregions within the ROI. Finally, a detailed
discussion is given on the results obtained from the FTLE
fields, C maps, RT, and r f and how they complement each
other.

The work is organized as follows. In sec. II we describe the
experimental setup and the computation of aforementioned la-
grangian methods. In sec. III we briefly show the results ob-
tained by each lagrangian method and in sec. IV we discuss
the results altogether. Finally, in sec. V we present the con-
clusions.

II. MATERIALS AND METHODS

A. Experimental setup

The experimental set up is shown in fig. 1. Pulsatile flow
generated by a programmable pump (PP) was led into a con-
stricted tube (CT). This constricted tube consisted of a trans-
parent acrylic tube of diameter D = 2.6±0.1 cm containing a
hollow, cylindrical annular constriction with an internal diam-
eter d0 = 1.6±0.1 cm, which reduced the area by a factor of
39%31.

A flow development section (FDS) was connected up-
stream CT to ensure developed flow31. The region of in-
terest, ROI, was defined as -0.5< r/D <0.5, 0< z/D <1.5,
see fig1(b). Digital Particle Image Velocimetry (DPIV) tech-
nique was used to acquire the velocity fields32. Distilled wa-
ter was seeded with neutrally buoyant 50µm particles. A 1 W
Nd:YAG laser was used to illuminate a 2 mm-thick section of
the tube. Sixteen pulsatile cycles were acquired at a frame rate
of 180Hz using a CMOS camera (Pixelink, PL-B776F). The
velocity field was finally computed using PIVlab software33

with 32× 32 pixel2 windows and an overlap of 8 pixels in
both directions.

Upstream Reynolds number was defined as Re = Dvu/ν ,
where vu is the upstream peak velocity at the centerline (r = 0)
and ν is the kinematic viscosity of water (ν= 1.0×10−6m2/s
). Four experiments were performed with Reynolds values
Re=[1187, 1427, 1625, 1999] and T =0.96s for all cases. Axial

velocity at z = 0 and r = 0 as function of time (fig. 1(c)) was
used as time reference for all experiments. The decelerating
phase was defined as 0 < t < 0.5T , whereas the accelerating
phase was defined as 0.5T < t < T .

B. Lagrangian Coherent Structures detection

LCS are defined as manifolds that act as flow separatrices,
i.e. material barriers13,14, and they correspond to the ridges
of the FTLE fields16,34. The FTLE fields measure the expo-
nential separation between initially adjacent particles during a
finite time interval (t0, t0 + τ)13,35. This means that, if ‖δx0‖
is the initial separation between two fluid particles, the maxi-
mum separation will be given by

‖δx‖max = e‖τ‖Λ ‖δx0‖ (1)

where Λ is the FTLE field calculated in the (t0, t0 + τ) time
interval. To compute FTLE fields, particles trajectories x(t)
were computed by numerically solving ẋ(t) = v(x, t).

To this end, the numerical procedure sub-divides the grid
of the two-dimensional velocity field and seeds 3×3 artificial
particles in each of its cells. For simplicity, artificial parti-
cles will be named particles throughout this work. Particles
were then advected following a 4th order Runge-Kutta method
and a cubic interpolation. Further refinement of the grid pro-
duced negligible changes in the results. The FTLE fields are
then calculated based on the Cauchy-Green tensor (CG), given
that ‖δx‖max is aligned with the eigenvector with maximum
eigenvalue, λmax(CG), of the CG tensor. This means that
‖δx‖max =

√
λmax(CG)‖δx0‖. The FTLE fields is calculated

as

Λ =
1
‖τ‖

ln(
√

λmax(CG)) (2)

Trajectories can be integrated forward or backward in
time. If τ > 0, FTLE fields measure separation forward
in time whereas if τ < 0 FTLE fields measure separation
backward in time. These FTLE fields were named Λ+ and
Λ− and they highlight the repelling and attracting manifolds
respectively35,36.

The integration time τ was determined based on experimen-
tal data such as the time it takes for a particle located in the
vortex boundary to go through half of that boundary contour,
yielding a value of τ= 0.25T . To identify the ridges associ-
ated to LCS, all FTLE values below a threshold of 50% of the
maximum FTLE value were discarded.

C. Concentration, Residence time and final position maps

For this study, the Péclet number Pe = vuD/d, which com-
pares advection and diffusion, is of the order of Pe >1×106,
where d is the mass diffusivity (10−9m2/s for distilled water).
Consequently, the mixing and transport are primarily due to
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FIG. 1. (a) Experimental setup. FDS: Flow development section PP: Programmable pump; R: Reservoir; LS: Laser sheet; CT: constricted
tube; C: camera. (b) Cross-sectional view of a tube of diameter D = 2.6±0.1 cm and an annular constriction of diameter d0 = 1.6±0.1cm;
(c) Vz at the inlet and r = 0 for Re =1187. Red circles indicates selected time locations.

advection. Therefore, we calculated concentration maps C,
residence time maps RT and final position maps of particles
r f .

Instantaneous concentration maps C were calculated from
particle trajectories computed in section II B. To this end, we
get the exact particles coordinates in each timestep and assign
its location to its corresponding DPIV cell. Finally, we count
the number of particles in each DPIV cell37.

1. Residence Time maps and probability of a particle leaving
the ROI

For the RT maps, particles were initially distributed uni-
formly throughout the ROI with the same spatial resolution
used to compute the FTLE fields. Then, particles were ad-
vected from an initial time t0 during a timespan of two pul-
satile cycles. Each pixel of the RT map corresponds to the
fluid particle initial position and the pixel value (i.e. color
scale) is given by the time spent by this particle within the
ROI. With this computation already used in18, the RT map
will depend on the initial time t0. To make this dependence
explicit, RT maps will be denoted RT(t0).

We computed RT by averaging over t0 in the time interval
(0,T ). The RT map gives the mean residence time for any
point of the ROI regardless of the initial time t0. Finally, the
proportion of particles which leave the ROI before a pulsatile
cycle, P

(
RT < T

)
, is computed by counting the particles with

RT smaller than a pulsatile period22,38.

2. Final position maps and particle exchange index between
regions

The first step to evaluate the mixing inside the ROI was to
compute the final position maps (r f ) where each pixel corre-
sponds to the fluid particle initial position and the color value
will be given by its final position in r. Since particles left the
ROI through the boundary at z/D = 1.5, we considered its fi-
nal positions only in r coordinate. In this work we divided the
whole ROI in two subregions R1 and R2 in order to measure
the particle exchange between these subregions.

Thus, we evaluate the particles which leave through a spe-
cific subregion. For instance, considering a time interval
(t0, t0 + t f ), the total number of particles leaving the ROI
through R1 is N

t f
1 and can be written as N

t f
1 = N

to→t f
1 +N

to→t f
2→1 .

Where N
to→t f
1 is the number of particles in R1 at t = t0 which

left the ROI through R1 and N
to→t f
2→1 is the number of particles

in R2 at t = t0 which left the ROI through R1. Normalization

by N
t f
1 yields 1 = EI1 +

N
to→t f
2→1

N
t f
1

, where

EI1 =
N

to→t f
1

N
t f
1

(3)

is defined as an index which measures the proportion of
particles initially in R1 to all particles leaving the ROI through

R1. Analogously, we get EI2 =
N

to→t f
2

N
t f
2

for subregion R2.

If EI1 < 1, it means that R1 received particles from R2 while
EI2 < 1 means that R2 received particles from R1. Finally,
in order to get a mean rate of exchange for any time of the
pulsatile cycle, we defined EI j as the mean of EI j over all the
initial conditions t0 for j = 1,2.
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III. RESULTS

Figure 2 shows streamlines for Re =1187 at t = 0.25T ,
t = 0.5T , t = 0.6T and t = 0.9T . This flow is axisymmet-
ric, as reported in previous studies31,39–41. We observed two
different structures: a high-velocity jet in the central region,
and a recirculation region between the jet and the walls. This
recirculation region is where the vortices form and shed. Dur-
ing the deceleration phase, the recirculation near the constric-
tion generates a new vortex40,41, while the vortex generated
the previous period continues travelling until it finally dissi-
pates. This flow structure was consistent throughout all the
experiments. A complete description of the flow structure for
these experiments was previously reported in31.

According to previous studies8,42–45, there is no transition
to turbulence for the parameters used in our work. In such

a comparison, Reynolds and Womersley
(

α = D
2

√
2π

T ν

)
di-

mensionless numbers must be taken into consideration. For
instance, the works of Cassanova & Giddens43 and later con-
firmation made by Varghese44 do not find transition to turbu-
lence for an axisymmetric constriction of 75%, peak Re=2240,
and α=15.6 in the immediate downstream region. Although
α=33.6 in our work, other studies8,42,45 indicate that for α >
12, transition to turbulence is independent of α .

A. Lagrangian Coherent Structures

Figure 3 shows vorticity field, Λ+ and Λ− fields, for
Re=1187. Similar results were obtained for the other exper-
iments (shown in appendix A). Figure 3 (a) shows four snap-
shots of the vorticity field ω(s−1) for 0.25T , 0.5T , 0.75T and
T . The vortex is already formed at t =0.25T and its center is
located approximately at z=0.5D. At t=0.75T a second vor-
tex starts to form near the constriction, while at t = T the first
vortex is close to the edge of the ROI.

Figures 3 (b) and (c) show the ridges of Λ+ field and Λ−

field, which represent the repelling and attracting LCS, re-
spectively. In fig. 3 (b) a ridge of the Λ+ field delimits the
trailing edge of the vortex whereas in fig. 3 (c) a ridge of
the Λ− field delimits the leading edge of the vortex. This set
of ridges move together with the vortex. Moreover, figs. 3
(b) and (c) show ridges parallel to the wall that separates the
vortex from the central jet. Analogue LCS representing the
leading edge and the trailing edge of the vortex were found
for the other experiments (see appendix A).

B. Concentration maps

Figure 4 shows the concentration maps of particles C
normalized by the number of particles at each time t, for
Re =1187. During the pulsatile cycle, the concentration in
the leading edge of the vortex becomes larger. By comparing
figures 4 and 3(c), large concentration values correspond to
the Λ− ridge of the FTLE fields.

C. Residence time maps

Figure 5 shows the RT maps for all the experiments, where
t0 = 0 is the initial time. The color scale of the RT map cor-
responds to the residence time normalized by the pulsatile pe-
riod. Figure 5 shows that the central jet presents lower res-
idence times compared to the recirculation region for all ex-
periments carried out in this work. For example, for Re=1999
(fig. 5(d)), RT<0.3T in the central jet while in the recircu-
lation region RT>0.7T . Moreover, figure 5(a) shows the tra-
jectory of a particle located in the center of the vortex (lower
wall) and in the vortex periphery (upper wall), evidencing two
different dynamics within the vortex. Finally, fig. 5(e) shows
that the proportion of particles that leave the ROI before a pe-
riod T increases with Re. For Re = 1187, 60% of particles left
the region, while 95% of particles left for Re = 1999.

D. Final position maps

Figure 6 shows the r f maps for the initial time t0 =0. Based
on the r f maps for all the initial conditions, we found that
there is no flow exchange between the two halves of the ROI
delimited by r =0. Therefore, the number of particles in each
region does not change substantially. The vortex is the main
structure transporting particles in the radial direction. Conse-
quently, we chose the two subregions R1 and R2 delimited by
a line that runs through the center of the vortex and parallel to
the wall of the tube, see Figs. 6 (a)-(d).

Figures 6 (a)-(d), show that most of the flow initially in
either the jet or the recirculation region, remains in the same
region. However, the mixing occurs within the vortex. For
instance, particles initially in the centre of the vortex have final
positions close to the jet i.e. subregion R2. While particles
initially close to the periphery of the vortex present layers of
different r f values, meaning that its final position is close to
the walls.

Figure 6(e) shows that as Re increases, EI1 decreases while
EI2 increases. Therefore, R1 receives more particles from
R2, while R2 receives less particles from R1. This constitutes
R1 as the main region responsible for increasing the mixing.
These parameters can be used as an indicator to quantify the
mixing and complete the description made with the RT maps,
r f maps, concentration maps and Λ− fields.

IV. DISCUSSION

This work studies the mixing of a pulsatile flow in a tube
with axisymmetric constriction. To achieve this, we used
Lagrangian-based methods to describe mixing processes, the
final state of the mixing, and also quantify the mixing. Specif-
ically, we calculated the FTLE fields, concentration maps C,
and RT maps, and in order to include a spatial description of
the particle exchange, we introduced the final position maps
r f .

We found that the ridges of Λ+ and Λ− fields organize the
flow, as they delimit the vortices and divide the ROI into two
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FIG. 2. Streamlines for Re = 1187 at t=[0.25 0.5 0.6 0.9]T . Black dashed line indicates the vortex centre.

distinct regions16,19,20,37. In particular, Λ+ ridges, delimit the
trailing edge while Λ− ridge delimits the leading edge of the
vortex. The flow entering the ROI does not cross the Λ+

ridge, separating the flow between successive periods. Sim-
ilar results were obtained by Shadden et al.34 and Shadden
and Taylor46 where LCS predicts the vortex boundaries which
organize the flow that enters and leaves the vortex.

By comparing figures 3(c) and 4 , we established the con-
nection between the Λ− ridges and the C maps. High concen-
tration values correspond with the Λ− ridge because it is the
attractive LCS. At t =0.25T of fig. 4, particles at z < 0.7D
correspond to particles upstream the leading edge of the vor-
tex (see Λ− ridge in figure 3(c)). As the flow evolves, these
particles move towards this edge. However, particles initially
located at z >0.7D show different behaviors: particles close
to the vortex are attracted by its leading edge, while the oth-
ers leave the ROI. Finally, the large difference in concen-
tration near the front suggests that an intense mixing occurs
locally37,47.

FTLE fields and C maps give an insight into how the mixing
occurs, however they do not give the final state of the mixing
or provide quantitative information on mixing. To overcome
this issue, we complete this information with RT and r f maps.

A comparison of the RT maps (fig. 5) with the FTLE fields
(fig. 3) shows that regions with different dynamics also have
different residence times. For instance, the residence times
in the centerline are approximately RT=[0.8, 0.8, 0.5, 0.3]T
for Re=[1187, 1427, 1625, 1999], respectively. We observed
that the mean RT in the recirculation region is approximately
2 times larger than the RT in the centerline. Moreover, we
observed that this ratio does not change with Re. This leads
to the accumulation of low velocity flow in the recirculation
region and close to the constriction. Jeronimo et al.29,30 ob-

served analogous qualitative behavior, although RT values are
not comparable due to differences between the Re values and
the geometries used.

RT maps also highlighted regions with different dynamics
within the vortex. Figure 5(a) shows that in the center of the
vortex, approximately at z=0.25D and | r |=0.4D, residence
times are lower than in the rest of the vortex. In order to study
this difference in detail, we show the trajectories of represen-
tative particles initially at the center of the vortex (see fig. 5(a)
against the lower wall) and from the edge of the vortex (see
fig. 5(a) against the upper wall). We observed that the parti-
cles initially in the center of the vortex move together with the
vortex and leave the ROI before the particles initially in the
edge, which move towards the walls.

In blood flows, the information given by RT maps can be
related to flow stagnation. Previous works48 show that flow
stagnation is given by high residence time. This can lead to the
aggregation of platelets and blood cells, and a low transport of
inhibitors, leading to the formation of thrombosis.

Previous works describe the final position of particles by
lagrangian techniques27,29,49. Usually final position maps are
represented by color-coded subregions of the ROI. However,
in this work we used r f maps which show the exact particle
final position in r coordinate. These maps are more appropri-
ate for our purposes since the r coordinate is normal to the
boundary between the main structures of the flow: vortex and
jet. Then, r f maps are a reliable representation of the final
state of the mixing between these structures.

These maps combined with RT maps, give the spatial
and temporal final state of the flow. For instance, we ana-
lyze spatio-temporal final state for particles initially close to
z=0.25D and | r |=0.4D, by comparing figs. 5 and 6. These
results show that those particles which remain less time in the
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FIG. 3. For Re=1187, at t=[0.25 0.5 0.75 1]T (a) vorticity field ω (s−1). Positive vorticity region(counterclockwise) against the upper wall
and negative vorticity region (clockwise) against the lower wall; (b) positive FTLE fields Λ+ (s−1); (c) negative FTLE fields Λ− (s−1). Both
FTLE fields were computed with τ=0.25T . Colorbars on the head of the figure.

ROI, have final positions either within the center of the vor-
tex or the central jet (approximately -0.2D< r <0.2D). On the
other hand, the particles that were initially at the edge of the
vortex show the highest residence time (see fig. 5) and its fi-
nal positions are close to the walls (see fig. 6). We conclude
that for all the values of Re, the r f and RT maps delimit the
same regions within the ROI. The regions with higher resi-
dence time have a final position close to the walls, whereas
the regions with lower residence time have r f in the central
jet.

By calculating the P(RT < T ) and EI parameters, we were
able to quantify the mixing as Re increases. Figure 5(e)
showed that residence times decrease as Re increases, which
means that mixing is increased with Re.

Although this is an expected result, the incidence of each
structure in mixing is not self-evident, considering that the
flow is not turbulent. However, further analysis of EI gives
an insight on the incidence of the vortex in the mixing. For
instance, fig. 6(e) shows that EI1 decreases and EI2 increases
with Re. This means that R1 receives more particles from R2
as Re increases. Since R1 is within the vortex region, these

results shows that the vortex is the main structure responsible
for the mixing between regions.

Based on previous works31,50, we suggest this mixing be-
haviour is due to circulation implications on vortex shedding.
In a flow being pushed through a constriction, vortex shedding
occurs after reaching a specific value of circulation, while any
excess of circulation goes to a trail of vorticity. This mecha-
nism explains that as Re is increased, vortex area is enlarged.
Therefore, the increment of Re increases the proportion of par-
ticles that attach to the vortex finally leading to an increment
of particles in R1. Noteworthy, the introduction of EI j pa-
rameter provides a direct and quantitative measurement of the
effects caused by the aforementioned mechanism.

Overall, we used LCS and Concentration maps to explain
the behavior of the main flow structures -i.e., Vortex and cen-
tral jet – and the mechanism underlying mixing. However,
these Lagrangian-based methods do not provide quantitative
information on mixing. Since mixing is an emergent spa-
tiotemporal phenomenon, it is difficult to quantify and de-
pends on each application. We consider that in this work,
a step was made in giving a comprehensive description and
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FIG. 4. Instantaneous normalized particle concentration maps C for t =0.25T , 0.5T , 0.75T and T for Re=1187.

quantification of mixing in our specific system. Specifically,
the introduction of r f maps and its combination with RT maps
and P(RT < T ) and EI j parameters provide a set of descrip-
tors to study and measure mixing as a function of Reynolds
number.

Future studies should focus on applying these methods in
more specific hematological situations. For instance, a pos-
sible application of the P(RT < T ) parameter is to measure
the time of a process of interest. Previous works specify the
relevance of thrombi transport times24, or the residence time
of a flow in a region in pathological conditions27,51. Thus, RT
maps, and particularly P(RT < T ), can be used to measure
the time of such processes. Similarly, the combination of RT
maps and r f can be useful in applications involving, for ex-
ample, the transport of blood particles or drug delivery. These
problems require identifying specific particles, finding stag-
nation points, computing particle concentration in different
regions, and exchanging particles between specific regions.

V. CONCLUSIONS

In this work, we used FTLE fields, concentration maps, RT
residence time maps, and r f final position maps as tools to
describe the mixing of a pulsatile flow in a tube with an ax-
isymmetric constriction. The evolution of how mixing occurs
was given by the evolution of FTLE fields and C maps. The
FTLE fields identified a set of LCS that separates the vortex
from the central jet and separates the flow between succes-

sive periods and sates the vortex leading edge as the structure
where particles agglomerate the most.

We get an insight into the final state of the mixing through
RT and r f maps. These maps are scalar fields computed from
particle trajectories and capable of giving information about
the topology and mixing of the flow. Based on them, we calcu-
lated the P(RT < T ) and EI j parameters to quantify the mix-
ing with Re. These parameters confirmed that the mixing in-
creases as Re increases and provided an interpretation of how
this occurs. For instance, an analysis of EI j, RT, and r f maps
showed that the vortex is the main responsible in mixing pro-
cess and gives the basis to suggest a mechanism behind this
behavior. Finally, we conclude that by cross-referencing the
information obtained by each of these tools, we accomplished
a better understanding of the mixing processes.

VI. ACKNOWLEDGEMENTS

N.B. acknowledges the funds granted by ANII (Agencia
Nacional de Investigación e Innovación, Uruguay) as part of
the Doctoral scholarship POSNAC-2015-1-109843. This re-
search was supported by CSIC (Comisión Sectorial de Inves-
tigación Científica (CSIC), Uruguay), through the 2016 I+D
project “Estudio dinámico de un flujo pulsátil y sus implica-
ciones hemodinámicas vasculares” and CSIC’s group grant
“CSIC2018 - FID13 - grupo ID 722” and by PEDECIBA,
Uruguay.



8

FIG. 5. Residence time maps, RT(t0=0), for (a) Re=1187, (b) Re=1427, (c) Re=1625 and (d) Re=1999. Each pixel represents the fluid particle
initial position and the color value represents the time spent by the particle within the ROI normalized by T . In (a) particles trajectories
corresponding to particles initial positions in the center of the vortex and in the edge of the vortex are shown near the lower and upper wall
respectively. (e) Proportion of particles which leave the ROI before a cycle is finished P(RT < T ) as function of Re.

FIG. 6. Final position maps, r f (t0 = 0), for (a) Re=1187, (b) Re=1427, (c) Re=1625 and (d) Re=1999. Each pixel represents the fluid particle
initial position and the color value represents its final position in r. Subregions R1 and R2 are delimited by a dotted line that runs through the
center of the vortex. In (e), flow exchange between subregions is measured by EI1 (solid line) and EI2 (dashed line) as a function of Re.
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Appendix A: Additional results

Figures 7, 8 and 9 show the vorticity fields, Λ+ and Λ− for
Re=1427, Re=1625 and Re=1999, respectively. In all cases,
we observed structures analogous to those in fig. 3, with Λ+

and Λ− ridges which delimit the boundaries of the vortex. As
Re increases, the flow becomes disorganized, particularly in
the deceleration phase, and the propagation velocity of the
flow increases31. For Re =1999 (fig.9), the phases of the vor-
tex are represented by t =0.25T , t =0.53T , t =0.85T , and
t = T . At t=0.53T we observed disorganized patterns in the
vorticity field and the Λ− field due to the vortex tail that had
previously left the ROI. Compared with lower Re, the ridges
of the Λ− field were more filamentous. For t=0.85T , on the
other hand, a new vortex that had not yet detached started to
form, hence only the boundary delimited by the ridges of the
Λ+ field appeared.
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FIG. 7. For Re=1427, at t=[0.25 0.5 0.75 1]T (a) vorticity field ω (s−1); (b) positive FTLE fields Λ+ (s−1); (c) negative FTLE fields Λ− (s−1).
Both FTLE fields were computed with τ=0.25T .

FIG. 8. For Re=1625, at t=[0.25 0.5 0.75 1]T (a) vorticity field ω (s−1); (b) positive FTLE fields Λ+ (s−1); (c) negative FTLE fields Λ− (s−1).
Both FTLE fields were computed with τ=0.25T .
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FIG. 9. For Re=1999, at t=[0.25 0.53 0.85 1]T (a) vorticity field ω (s−1); (b) positive FTLE fields Λ+ (s−1); (c) negative FTLE fields Λ− (s−1).
Both FTLE fields were computed with τ=0.25T .
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