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Abstract 

 
Selective attentional biases arising from one sensory modality may manifest in another. The effects of 

visuospatial attention, often considered a foundation for visual object perception, are unclear in the 

auditory domain during audiovisual (AV) scene processing. This study investigates temporal and spatial 5 

factors that facilitate such cross-modal bias transfer at the neural level. Auditory encoding of random 

tone pips in AV scenes was investigated via a temporal response function model (TRF) of the 

participants’ electroencephalogram (N=30). The spatially uninformative pips were associated with 

spatially distributed visual contrast reversals (‘flips’) through asynchronous, probabilistic AV temporal 

onset distributions. Participants deployed visuospatial selection on these AV stimuli to perform a task. 10 

A late (~300 ms) cross-modal transfer of the unimodal attentional bias was found on the neural 

representation of pips. Transfer depended on the selected visual input being (i) presented during or 

shortly after a related sound in a relatively limited temporal window (<165 ms); and (ii) positioned 

across limited (1:4) visual foreground to background ratios. In addition, the magnitude of attentional 

enhancement was proportional to the proximity of flips to the foreground area. The results indicate that 15 

ongoing neural representations of sounds can incorporate relevant visuospatial attributes for auditory 

stream segregation.  
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1. Introduction 

 

 

To parse scenes adequately, one must shift focus from one place to another as the relative importance 

of locations may change over time. Prevalent visuospatial coding in the human brain frames domains 5 

across and beyond vision (Groen et al., 2021). In human attentional systems, it is unclear how 

visuospatial biases transfer efficiently into sensory modalities such as hearing. The capacity of transfer 

has been addressed in the last decade with a focus on stimulus features (Koelewijn et al., 2010; 

Santangelo & Macaluso, 2012), especially by consistent observations of audiovisual (AV) integration 

(Busse et al., 2008; Degerman et al., 2007; Spence & Squire, 2003; Holmes & Spence, 2005; 10 

Roseboom et al., 2009). In the most prominent examples, driven by AV temporal proximity, 

ambiguous yet identical speech sounds bias a listener according to matching visual face displays. The 

examples include the ventriloquist illusion, by apparent spatial location shifts, and in the McGurk effect 

by changes to inferred speech utterances (Andersen et al., 2009; McGurk & MacDonald, 1976; Miller 

& D’Esposito, 2005; van Atteveldt et al., 2007).  15 

 

What stimulus features determine the ability for visuospatial biases to influence auditory scene 

processing? Clearly among them is timing, i.e. the temporal coherence across the individual dynamics 

of both visual and auditory unimodal streams (Bizley et al., 2016; Spence & Frings, 2020; Talsma et 

al., 2010). Segregation of two simultaneous auditory streams can be promoted when only one is 20 

coherent with the visual scene dynamics (Maddox et al., 2015). Early facilitatory mechanisms include 

cortico-cortical cross-sensory interactions, some of which are independent of attention (Atilgan et al., 

2018; Talsma & Woldorff, 2005). A second candidate appears to be spatial alignment between the 

auditory and visual streams (Fleming et al., 2020). Such factor appears less optimal to favor 
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integration, however (Noesselt et al., 2005). For example, a light flash intermittent sound beep alarm 

may require additional time to be recognized as one same source, if poorly coordinated. Importantly, as 

vision dominates human spatial perception while hearing may do so for time (Burr et al., 2009), it is 

necessary to address the role of unimodal visuospatial factors alone for optimal cross-modal transfer. In 

the alarm example, given that the signals are well-aligned spatially, the most efficient search strategy 5 

may be to initially constrain the visual space of plausible locations. Foreground size is a determinant 

feature of visuospatial selection, yet it is still unknown how it contributes to the cross-modal transfer of 

visual biases onto the neural encoding of sound.  

 

In addition, naturalistic conditions promoting robust multimodal perception often involve integration 10 

windows rather that temporally aligned signals (van Wassenhove et al., 2007). Importantly, 

asynchronous input implies that events from one modality may lead or lag those in another. Since 

bimodal asynchrony entails temporal order differences across unimodal events, this leads to precedence 

as a third basic factor to consider in the effective transfer of unimodal visuospatial biases. The first 

alternative set by this factor is that visual input best influences processing of subsequent auditory input 15 

through visually cued auditory selection (visual priming). The other alternative is that any auditory 

input establishes a temporal window, and visuospatially biased signals emerging within are most 

optimally incorporated into the course of such auditory processes (visual updating). 

 

We investigate the hypothesis that precedence, and temporal and spatial window factors interact in the 20 

cross-modal transfer of visuospatial biases that promote cortical segregation of auditory streams. Here, 

diverse synthetic visual ‘dartboard’ stimuli featured a sequence of spatially distributed, local contrast 

reversals (‘flips’) at random times. The accompanying audio streams were composed of pure tones 

asynchronously paired one-to-one with a flip in the sequence. In any stimulus, individual pips 
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randomly led or lagged flips in equal proportions (precedence), and its probabilistic asynchrony 

distribution was controlled (AV temporal window). To perform the task, human participants followed 

events across the full dartboard, or alternatively across half or quarter sectors of it, thereby attending to 

foregrounds of controlled size (visuospatial window). Using electroencephalographic (EEG) 

recordings, subjects’ auditory processing was then addressed via the temporal response function (TRF) 5 

model (Crosse et al., 2016; David et al., 2007). The auditory TRF represents the linear mapping 

between the temporal dynamics of sound input and that of the unfolding neural response time series. It 

has been related to the receptive field in neural populations given its ability to map rapid cortical 

encoding dynamics (Gaucher et al., 2012; Gourévitch et al., 2009). In attentional manipulations, TRFs 

estimated from foreground- versus background-related auditory input are often contrasted to measure 10 

selective enhancement/attenuation effects. Attentional effects measured by means of this technique are 

often observed in the relative changes to TRF peaks associated to each of the competing auditory 

source (Brodbeck et al., 2020; Ding & Simon, 2012; O’Sullivan et al., 2015). Here, we hypothesize the 

emergence of attentional effects subject to auditory encoding peak modulations, and the intervention of 

spatiotemporal distributional properties of stimulus input. For this, first we localized the presence of an 15 

attentional effect, and subsequently examined its relation to the interaction between precedence and 

temporal/spatial window conditions, thus promoting the neural segregation of auditory input by 

spatially selected visual input.  

 

 20 
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2. Method 

 

 

2.1 Subjects 

 5 

Thirty subjects (21 female; mean age 23.9 ± 4.0 SD) with no history of neurological or psychiatric 

disorder voluntarily participated in the study. All provided formal written informed consent. They 

reported normal hearing and normal or corrected to normal visual acuity. All experiments were 

performed in accordance with the WMA Declaration of Helsinki (World Medical Association, 2009) 

guidelines. The School of Psychology Research Ethics Committee at Universidad de la República 10 

approved the experimental procedures.  

 
2.2 Setup and stimuli 

 

2.2.1 Visual stream. The visual part of the AV stimulus consisted of a sequence of non-simultaneous 15 

visual transients (Van der Burg et al., 2010) presented across a black and white dartboard-like disc 

display with black background. The disc subtended a radius of 23 degrees of visual angle and was 

segmented into a checkerboard pattern of 20 equally spaced concentric and 48 angular divisions. As in 

Capilla et al. (2016), the divisions were grouped into sectors defined by 4-by-4 checkerboard element 

divisions. The resulting 60 sectors were distributed over 5 eccentricity levels and 12 angular sections 20 

(Figure 1A). After 1 s, a single sector may undergo one instantaneous polarity reversal across all its 

internal element divisions, here termed a ‘flip’. Flips remained static unless stimulated again later, and 

their locations were uniformly balanced across eccentricities and disc quadrants. The time between 

flips ranged from 100 to 900 ms (see Supplementary Method for the distribution), and the final 
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configuration was kept fixed for 0.5 s. The number of flips in a given video sequence depended on 

attentional condition (see 2.2.4 Attentional conditions, below). Visual stimuli were constructed with the 

MATLAB® software package (Natick, United States), and stored in .avi format. Presentation and 

response time logging were performed with PsychoPy (Peirce, 2007). Visual displays were delivered 

over a CRT monitor (E. Systems, Inc., CA) with 40 cm size, 83 dpi resolution, and 60 Hz refresh rate. 5 

 

2.2.2 Auditory stream. The accompanying audio presentation consisted of a sequence of pure tone pip 

sounds of 100 ms duration each (Figure 1A). Pip frequencies were selected from a fixed pool of 15 

values ranging between 100 and 4846 Hz, separated by 2 equivalent rectangular bandwidth steps 

(Glasberg & Moore, 1990), and pip frequency values were equally balanced for each auditory 10 

sequence. Pips were modulated with 5 ms raised cosine on- and off-ramps. Pip amplitudes were 

calibrated according to the 60-phon normal equal-loudness-level contour (ISO 226:2003) to adjust for 

perceived relative loudness differences across frequencies. The number of pips in a given audio 

sequence equaled that of the flips in the visual stream. Each tone onset time was defined according to 

the nominal time of the corresponding flip in the visual stream plus a uniformly distributed random 15 

shift (Figure 1A, Supplementary Method). The distribution had zero mean and its bounds were 

determined by the AV precision condition for that stimulus sequence, as indicated in 2.2.3 Audiovisual 

stimuli, below. Unlike flips, pips were allowed to overlap in time. Individual pip frequencies were not 

associated with the angular position of corresponding flips (see Supplementary Method for eccentricity 

control).  All auditory stimuli were constructed with MATLAB® at a sampling rate of 22.05 KHz in 20 

.wav format. 

 

[FIGURE 1 ABOUT HERE] 
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2.2.3 Audiovisual stimuli. For each AV stimulus’ video sequence and corresponding audio stream, a 

fixed range of permitted asynchronies Δi between individual flips and pip onsets (Figure 1B) was used. 

Ten different ranges were defined as ±33 ms, ±66 ms, ±99 ms, and so forth up to ±330 ms temporal 

window asynchronies. Two hundred AV stimuli, equally distributed across the ten ranges (see below), 

were built by merging individual video and sound files into multimedia with Simulink® and 5 

transcoding into .m4v format with Video Converter (V3TApps / The HandBrake Team).  

 

2.2.4 Attentional conditions. AV stimuli were built for each attentional condition as follows: “Attend-

All” (AA)  stimuli consisted of a sequence of 15 pip-flip pairs, lasting about 4 – 5 s. These stimuli were 

intended for attending to the whole dartboard as foreground. “Attend-Half” (AH) stimuli consisted of a 10 

sequence of 30 pip-flip pairs, lasting about 7 – 8 s. These stimuli were intended for attending to either 

the upper or lower dartboard hemifield as foreground, ignoring visual events from the opposite 

hemifield. “Attend-Quarter” (AQ)  stimuli consisted of a sequence of 60 pip-flip pairs, lasting about 12 

– 15 s. These stimuli were intended for attending to either the upper-, lower-, -right or -left dartboard 

quadrant as foreground, ignoring visual events from all other three quadrants. These conditions ensured 15 

that the visuospatial windows determining foreground size consisted of 15 pip-flip pairs across all 

stimuli. The fixed pool of 200 AV stimuli was distributed as 40 AA, 80 AH and 80 AQ stimuli.  

 

2.4 Task 

 20 

The experiment was organized as a two-interval forced choice task based on a visuospatial attention 

manipulation. During initial fixation, participants were cued on which sector to attend to in the trial. 

Cues represented: AA by a full circle, or AH by an upwards/downwards triangle, or AQ by a diagonally 

tilted triangle pointing to a specific quadrant (Figure 2, inset). Two different AV stimuli from the cued 
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attentional condition were subsequently presented in series (Figure 2, Video 1). The task for 

participants was to compare between the first and second stimulus foregrounds, for their overall sense 

of AV synchronicity between presentations. Participants were thereafter prompted: “Which sequence 

was more [less] coordinated?” (Figure 2). Subjects pressed a left/right arrow button to highlight their 

choice and then hit enter to validate. A feedback cue was then presented and the experiment ended after 5 

100 trials. The full experimental sessions (Supplementary Method) lasted ~2 h. As compensation for 

their time, participants received a chocolate bar or a cinema ticket. 

 

 
[FIGURE 2 ABOUT HERE] 10 

 

 
 

2.5 Data analysis 

 15 

2.5.1 EEG collection and pre-processing. Continuous EEG recordings were performed using a 

BioSemi ActiveTwo 64-channel system (BioSemi, The Netherlands) with 10/20 layout at 2048 Hz 

digitization rate with CMS/DRL (ground). Data analysis was performed in MATLAB 2018b offline. 

EEG subject data resampled at 1024 Hz were common average-referenced to the 64 scalp channels, 

after which DC offset was removed. Signals were bandpass-filtered between 1 and 40 Hz with a 20-20 

order elliptical filter of 60 dB attenuation and 1 dB passband ripple. Trial recordings were epoched 

from -1 s to: 8 s relative to stimulus onset (AA), 11 s (AH), or 17 s (AQ). Epochs were then 

downsampled to 256 Hz and denoised (Supplementary Method). To improve SNR of data reflecting 

reproducible auditory activity specific to the processing of tones in the present stimuli, a spatial filter 

was constructed. The denoising by spatial filtering (DSS) (de Cheveigné & Parra, 2014; de Cheveigné 25 
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& Simon, 2008b) data-driven procedure was applied on all listeners' recordings during an auditory-only 

probe that was run separately from the main experiment (Supplementay Method). The resulting DSS 

component with the highest evoked activity ratio was used as a single spatial filter for all participants 

(Supplementary Fig. 1A); participants’ DSS time series were downsampled to 32 Hz. 

 5 

2.5.2 Temporal response function (TRF) estimation. The stimulus time series was indexed by tone pip 

onsets, a sparse representation of the auditory stimulus S(t) consisting of a vector equal to 1 at t=Ti , the 

onset time of any given pip, and zero elsewhere. In any AV stimulus, single pips could lead associated 

flips (auditory precedes visual, 'ApV' pips) or lag them (visual precedes auditory, 'VpA' pips) with 

equal probability. Hence the auditory stimuli time series S(t) was decomposed as S(t )= SVpA (t )+SApV (t), 10 

where the two time series index the sign of delays between pip onset times Ti and flip times ti: 

 

SVpA(Ti)= { 0,Ti< ti

S(Ti),Ti> ti
                   SApV(Ti)= { 0,Ti> ti

S(Ti),Ti <t i
 

 

To address the effects of attentional selection, the pips in each of the auditory time series were further 15 

decomposed according to the location of associated flips. For instance, in a AH stimulus the time series 

representing VpA pips was decomposed as SVpA, AH (t )= SVpA, AHATT
(t )+SVpA, AH UAT

(t ). In this case, AHATT 

marks all pips associated with the attended visual hemifield in that presentation, while AHUAT 

represents the rest. For AQ stimuli the decomposition was done by quadrants, with equal number of 

pips per quadrant (see Supplementary Method). VpA and ApV defined the precedence conditions of 20 

pips in a TRF, while AH and AQ stimuli specified their spatial window conditions. Finally, two 

temporal window conditions were defined by the AV asynchrony range of the stimulus: stimuli were 

deemed high AV precision (“Hi-AV”) if their foreground events were all within ±165 ms asynchrony 
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ranges, the remainder were low AV precision “Lo-AV” stimuli (Supplementary Method). TRFs were 

estimated by boosting (David et al., 2007) between concatenated single-trial stimulus and EEG time 

series, scaled to z-units, with 10-fold cross-validation, and assessed at the -70 to 530 ms post-pip onset 

window. TRFs were additionally estimated from AA stimuli, although these were not used to address 

the effects of selective attention. Grand average TRFs were obtained by averaging individual TRFs 5 

across participants.  

 
 
2.6 Statistical analysis 

 10 

The experimental conditions of precedence, visuospatial window foreground size, and temporal AV 

window precision were addressed to: first, localize cross-modal effects on auditory encoding under 

selective visuospatial attention, and; second, to investigate the interactions between the three conditions 

on the observed cross-modal effects. For this, in the first step, time intervals indicating differential 

auditory encoding by visuospatial attention were investigated by cluster-based non-parametric testing 15 

(Maris, 2012; Maris & Oostenveld, 2007) corrected for multiple comparisons (see Supplementary 

Method). Upon identification of significant cluster intervals, in the second step their corresponding 

contrast values (attended minus unattended TRF) were submitted to a repeated measures ANOVA 

following the factorial structure of the experiment, namely, precedence (VpA, ApV) x foreground size 

(AH, AQ) x AV precision (Hi-AV, Lo-AV). Post-hoc analyses addressing enhancement effects of 20 

attention on individual TRF peak processing were performed with one-sided Wilcoxon signed rank 

tests at the α=0.05 level of significance, with corrections for multiple comparisons where indicated. 
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3. Results 

 

To determine the presence and timing of modulatory effects of visuospatial selection on auditory 

processing during AV competition, reproducible auditory neural activity was first extracted from 

participants by means of data-driven spatial filtering during an auditory-only presentation task. The 5 

resulting topography (Supplementary Fig. 1A) was consistent with an auditory source (Stropahl et al., 

2018) and single-trial EEG data from the two-interval forced choice task were projected to this 

component, to be submitted to the TRF estimation method. Participants were able to perform the 2-IFC 

task across conditions (Supplementary Results). Pips in the task were partitioned according to their 

correspondence to: attended versus unattended visual sectors, and pip versus flip precedence (see 2.5.2 10 

TRF estimation). TRFs were separately estimated from AH versus AQ, and from Lo- versus Hi-AV 

precision trials, in both attentional conditions (Figure 3A). We additionally obtained TRFs from AA 

trials (Supplementary Fig. 1B), although these were not used in the attentional analyses. To address the 

effects of attention, TRF estimates for pips corresponding to the Attended foreground were compared 

with those associated with the ongoing Unattended background, i.e. opposite hemifield in AH or 15 

opposite quadrant in AQ (Figure 3B, C).  

 

The presence and times at which differential auditory encoding may peak by visuospatial attention 

were first examined by non-parametric permutation testing corrected for multiple comparisons. The test 

revealed a significant effect of visuospatial attentional selection on the auditory TRF in the 262-324 ms 20 

post pip onset range (p<0.001). Greater peak amplitude was observed for pips associated with 

‘Attended’ than ‘Unattended’ visual sectors. This effect was observed at Hi-AV AQ trials and for pips 

closely followed by flips (ApV), and was located in time at the second TRF peak stage of auditory 
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stream processing during AV presentations (Figure 3A, Supplementary Fig. 1B,C).  

 

[FIGURE 3 ABOUT HERE] 

 

As the permutation analyses first served to localize the presence of a cross-modal transfer attentional 5 

effect, the statistical interactions involved between the experimental conditions were next addressed. 

The Attended minus Unattended TRF contrasts within the identified time period were submitted to a 

repeated measures 3-way ANOVA with precedence (ApV vs. VpA), temporal (Hi-AV vs. Lo-AV) and 

spatial window (AH vs. AQ) as factors. There was no significant 3-way interaction (F(1,26) = 0.899, p 

= 0.352), and no significant precedence by temporal window interaction (F(1,26) = 1.811, p = 0.19) or 10 

spatial window by temporal window interaction (F(1,26) = 0.04, p = 0.843). There was, however, a 

significant precedence by spatial window interaction (F(1,26) = 4.643, p = 0.041, η2=0.152). 

Supplementary Fig. 2 presents the data in a form relevant for interpreting the significant interaction. 

Post-hoc tests show the interaction was due to the lack of a precedence effect, on TRF contrasts, for 

half (AH) foregrounds (F(1, 29) = 0.615, p = 0.439); while the effect of precedence was significant for 15 

quarter (AQ) foregrounds (F(1,29)�=�5.371; p�=�0.028). Finally, the omnibus analysis did not 

show significant main effects of precedence (F(1,26) = 4.903, p = 0.717) or spatial window (F(1,26) < 

0.01, p > 0.99), but did reveal a significant main effect of temporal window (F(1,26) = 4.903, p = 

0.036, η2=0.159). This effect reflected the fact that TRF contrasts from the pooled Hi-AV conditions 

were significantly different from zero (attentional effect), while those from Lo-AV conditions were not 20 

(two-sided Wilcoxon tests, p=0.026 and p=0.349 respectively, Bonferroni adjusted). The results overall 

suggest that cross-modal attentional changes were enabled by visual updating mechanisms under AQ 

conditions. Since generally only Hi-AV conditions were associated with an attentional modulation, data 

from Lo-AV temporal window conditions were not further analyzed.  
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To rule out the possibility that the observed interaction between precedence and spatial window may be 

due to the relatively longer duration of AQ conditions, data from only the first half of AQ stimuli 

presentations (i.e. matching AH conditions) were then investigated for TRF estimation. Upon re-

analysis, the interaction findings were replicated (Supplementary Results). We additionally examined 

whether AV precision differences at the foreground relative to the background sectors may contribute to 5 

the observed effects. Stimuli were constructed in this way to prevent a generic ‘AA’ strategy from 

participants across trials. To address this, ‘Unattended’ TRFs were estimated again based on all epochs 

where background pips were also of Hi-AV precision, resulting in similar results (Figure 3D, 

Supplementary Results). The findings confirm that the second TRF peak is subject to enhanced 

attentional changes by visual updating under conditions of reduced foreground and temporal window 10 

size, i.e. lower visuospatial and AV temporal uncertainty. Importantly, the observed auditory changes 

could not be solely explained by the attentionally biased visual responses which, as expected, showed 

significant attentional effects both at Half and Quarter foreground sizes (Supplementary Fig. 3). This 

suggests that AH conditions do not efficiently transfer present visual biases onto auditory elements, 

whereas for AQ this may be the case.  15 

 

Importantly, AQ transfer dependence on pip precedence was found to be robust to AV associations that 

may emerge by chance if participants interpret alternative pip onsets as better aligned in time with 

target flips or viceversa (Supplementary Results). Thus, next we investigated the conditions of AV 

temporal integration in detail. A possibility is that a higher likelihood of onset synchronization explains 20 

the AQ results, in partial agreement with transfer by temporal alignment, rather than by temporal 

integration. To address the impact of temporal proximity between individual pip and flip pairs on the 

observed cross-modal transfer, AQ ApV pip were separated based on the magnitude of their pip-flip 

asynchrony by a median split procedure. Here, higher synchrony pips (i.e. onset leads of <39 ms) 
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would be more likely to show cross-modal transfer, according to the temporal matching hypothesis. 

However, the attentional effects were significant at pips from the lower synchrony tier (onset lead range 

39 – 165 ms; p=7.5 x 10-4; Supplementary Fig. 4). The result further lends support to the interpretation 

of effective cross-modal transfer by a visually weighed transient signal onto an auditory process that is 

already being sustained cortically, i.e. visual updating. 5 

 

So far, the results identify the stage and spatiotemporal contingencies at which auditory encoding is 

modulated by visuospatial selection. This neural phenomenon emerges from the interaction between 

key parameters of AV stimuli: (i) it is conditioned on a limited AV temporal window (<165 ms); (ii) the 

updating mechanism of transfer over leading sound is contingent on a relatively narrow target area (1:4 10 

foreground to background ratio). One may then hypothesize that, upon transfer, the emergent auditory 

representation being selected may inherit spatial-like attributes. We next investigated the representation 

of unattended pips at areas that are spatially closer to the target, i.e. flanking quadrants. Pip encoding of 

the two unattended quadrant sectors between the target and its opposite quadrant – i.e., same abscissae 

and same ordinates quadrants (Figure 3C) was addressed. TRF estimates from pips associated with 15 

these sectors illustrate how, for such cases, the second TRF peak encodes pips at intermediate 

amplitudes between target and opposite quadrant levels (Figure 3E). A one-sided Wilcoxon signed-rank 

test of the average TRF amplitude across both flanking quadrants showed a significantly greater TRF 

peak amplitude for pips on target (Figure 3E, D, blue) than pips on flanking quadrants (Figure 3E, 

yellow and purple) (Z=-2.03, adjusted p=0.042, Bonferroni corrected), in the 262 – 293 ms window. 20 

Additionally, the average TRF peak amplitude for pips on flanking quadrants was significantly greater 

than that of the quadrant opposite to the target (Figure 3E, D, red) (Z=-2.13, adjusted p=0.034), for the 

same temporal window. 
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4. Discussion 

How do visuospatial biases transfer effectively into the neural encoding of auditory streams has 

remained, to our knowledge, an unaddressed question so far. The present study considered key 

distributional properties of AV stimulation that may account for optimal cross-modal transfer. 

Participants monitored selected visual locations to determine the degree of asynchrony between 5 

probabilistic visual and auditory sequences. Changes to their auditory encoding during the task were 

investigated by means of EEG reverse correlation techniques. Evidence of cross-modal transfer was 

observed at 300 ms post audio onset, and was contingent on auditory-over-visual lead, narrow AV 

asynchrony margins (~39 ms), and a limited (1:4) visual foreground to background ratio. The results 

demonstrate that neural auditory segregation in competitive task scenarios can be directed 10 

visuospatially. The dependence of the transfer effect on the arrival of visual transients during, or shortly 

after, leading sound presentations underscores the visual updating of ongoing auditory processes. The 

findings also suggest that auditory segregation in the task was based on pips’ acquisition of spatial 

information that was originally available from the visual stream. Such changes to the encoding of 

sound are consistent with the dynamic re-weighting of auditory representations, according to the 15 

temporal and spatial proximity to a cross-modally selected region. 

 

Rather than an automatic type of AV integration (e.g. Koelewijn et al., 2010; Giard & Peronnet, 1999; 

Kayser et al., 2007; Noesselt et al., 2007), the transfer’s relatively late timing and its dependence on 

auditory over visual precedence support the interpretation of modified pip representations as they 20 

become part of multimodal AV objects with visually attended features. For comparison, in vision, 

unselected spatial locations that happen to be part of a foreground object may undergo enhanced 

processing after 180 ms of visual stimulus onset (Martínez et al., 2006). This phenomenon of transfer, 
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across independent feature dimensions of an object, is defined as “binding” and also applies to 

multimodal scenarios (Bizley et al., 2016; Donohue et al., 2011; Spence & Frings, 2020; Talsma et al., 

2010). Clearly, both unimodal and bimodal forms of binding involve contextual or high-level object 

processing, while bimodal cases additionally require specific associative processes that are not 

modality-specific. Attention, for instance, may precede certain forms of cross-modal integration (Ernst 5 

& Bülthoff, 2004; Rohe et al., 2019; Spence & Ngo, 2012). It has been noted that AV integration 

processes may initiate outside the scope of attention (Atilgan et al., 2018), yet the balance of attentional 

deployment is known to affect multimodal object representations (Badde et al., 2020; French & 

DeAngelis, 2020; Rohe et al., 2019). With hearing’s temporal processing advantages, sound is well 

suited to rapidly signal observers to engage visual attention (e.g. Spence & Driver, 1997; Fujisaki et al., 10 

2004). Leading sound stimuli often mark when to enhance attentional deployment at specified visual 

locations, and to integrate visual feedback thereafter (Noesselt et al., 2008; Shams et al., 2005; Van der 

Burg et al., 2008, 2011). The present results showed that at sound-leading conditions auditory 

processing may be modulated visuospatially. These represent the greatest chance for individual visual 

contrast changes to coincide with the sustained phase of individual sound presentations, when auditory 15 

processes may already take place cortically. Thus, our findings support the role of visual updating 

mechanisms in auditory scene analysis under competitive AV selection using visuospatial criteria 

(Koelewijn et al., 2009; Roseboom et al., 2009). Future studies may conversely address the role of 

auditory updating on visual representations under unimodal auditory selection.  

 20 

The present results further illustrate how multimodal stimuli do not need to be simultaneous to be 

inferred as being produced from a single source, as in naturalistic scenarios oftentimes. Robust AV 

object perception flexibly allows for a certain degree of temporal misalignment (van Wassenhove et al., 

2007). At the neural coding level, our results accordingly suggest that cross-modal transfer is still 
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possible under relatively uncertain temporal AV associations. Notably, transfer was also contingent on 

constraints to spatial foreground size. One possible explanation for this could be that AH pips may be 

individually less effective at tagging visual processing for enhanced attention (e.g., Olivers & Van der 

Burg, 2008; Quak et al., 2015). Alternatively, AQ window spans facilitated transfer because they 

distribute the total visual perceptual load (Lavie, 1995) over fewer spatial channels, hence optimizing 5 

serial deployments of visuospatial attention unimodally (Fujisaki et al., 2006; Andersen et al., 2009). 

Two present results support this latter interpretation, first, that segregated auditory representations were 

driven by inferred spatial proximity to the visual target via temporal association. Second, our control 

TRF analyses for the AV precision of background pips showed that attentional segregation on a 

visuospatial basis was possible regardless of higher AV precision in the background area; moreover, it 10 

was not determined by the particular dynamics of the auditory background during competition (cf. 

Rahne et al., 2007).  

 

In the last decade, several computational frameworks of attention have proposed that perceptual 

systems actively estimate noise in order to weigh sensory data for selection (Hesselmann et al., 2010; 15 

Macaluso et al., 2016; Rohe & Noppeney, 2018; Yu, 2014). In these models, the brain discounts 

representations of sensory input according to representations of their inferred uncertainty. After 

normalizing sensory input by their relative uncertainty, attention could operate by selecting the inputs 

with resulting higher signal-to-noise ratio (Yu & Dayan, 2002, 2005b). Therefore to influence a neural 

representation, one may externally change the input itself or alternatively its associated perceptual 20 

uncertainty. The term ‘uncertainty’ is concerned with the reliability of external sensory variables for 

perceptual inference; this refers to the principle by which observers generally predict the sort of 

sensory input they will encounter throughout their world – observers continually assess their 

confidence in their supplied sensory data given what they know about how those same data are 
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generated (Parr & Friston, 2019). In the task of this study, judgment of temporal variance was actively 

required from participants. Consequently, the findings showed that attentional modulations not only 

depended on bimodal uncertainty (asynchrony) but also unimodal uncertainty (position) terms. 

Reducing these uncertainties in the stimulus and the target space had the combined effect of updating 

those tone representations that potentially match as segregated elements of an attended multimodal 5 

object (cf. Beauchamp et al., 2004; Noesselt et al., 2007; Talsma et al., 2010). By parameterizing the 

likelihood of a match, or its quality, AV temporal uncertainty appears suited to influence both 

attentional selection and cross-modal binding. Interestingly, both aspects have been shown to operate 

on partially overlapping circuitry throughout the depth axis of the auditory cortex (Gau et al., 2020). In 

addition, sampling visual target input with higher positional uncertainty constrained the ability for 10 

visuospatial biases to be transferred cross-modally. There is evidence that uncertainty representation in 

unisensory cortex is relevant for behavior (Walker et al., 2020), and that unimodal transfer of selective 

biases across visual features may be facilitated by reductions to unisensory uncertainty (Luo et al., 

2018). Here, AQ would rely on comparatively fewer sensory neurons than at AH, where a greater 

proportion of visual sensory inputs should not be attenuated, inhibited, or discarded. Thus by indexing 15 

fewer locations, relative visual weights could bind more effectively into auditory selective processes. 

Other computational strategies that account for sensory uncertainty during fused audiovisual perception 

have been reported in the cortex (Rohe et al., 2019; Rohe & Noppeney, 2015; Meijer et al., 2019).   

 

 20 
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5. Conclusion 

Optimal attentional selection relies on adopting statistical properties of natural signals that help 

enhance their representation relative to distractors, according to task demands. In multisensory 

integration, a key property relates to the quality of the temporal association between unimodal streams. 

The present data confirm that such temporal factor determines whether top-down visuospatial biases 5 

transmit cross-modally, in the process of updating the neural representations of ongoing sound. Another 

key factor involves the unimodal uncertainty associated with visual foreground top-down selection. 

Under visuospatial attention, reducing foreground size may promote the re-weighting of the neural 

representation of sounds by their inferred proximity to target criteria, in effect segregating relevant 

elements of the auditory stream. 10 
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Figure captions 

Figure 1. Basic audiovisual sequence and AV precision conditions. (A) Each audiovisual stimulus consisted of a 
dartboard disc displaying a series of local contrast changes or flips (‘V’), accompanied by tone pip sounds (‘A’). 
In this example, the first flip occurs in the upper right quadrant at time t1, and in the lower right at t2 (top). For 
each V, a corresponding A is presented with a positively or negatively delayed onset time Ti (A precedes V 5 
‘ApV’, middle; alternatively ‘VpA’, bottom). (B) The allowed range of AV asynchronies Δi defines the AV 
temporal window (or precision condition) for a given stimulus sequence. Grey areas illustrate different AV 
precision conditions at different AV stimulus sequences. High AV (‘Hi-AV’) sequences have narrower 
asynchrony margins (top) than do low AVsequences  (‘Lo-AV’, bottom). 
 10 
Figure 2. Two-interval forced choice task with AV stimuli. Participants were asked to compare two serially-
presented AV sequences in an attentional task. An initial cue (inset) indicated the required foreground for the 
trial. Participants were then shown two AV sequences and deployed visuopatial attention over the same required 
foreground sector for both stimuli. In Attend-All, the foreground equaled the entire disc (full circle cue); for 
Attend-Half, only the upper/lower half (up/down triangle cues), and for Attend-Quarter, only one quadrant (tilted 15 
triangle cues). Participants had to compare the level of AV temporal precision of both stimuli foregrounds. 
Afterward, they were asked for a response and trial feedback was shown upon validation. 
 
Video 1. Sample Attend-All trial on the 2-IFC task. After presenting the initial cue to attend the full foreground, 
the two AV sequences are presented in series. In this example, the first stimulus has lower AV temporal precision 20 
than the second. On AA trials, the participant is asked to consider all pip-flip pairings across each of the two disc 
presentations. After the second presentation, participants decide which of the two sequences had comparatively 
less (or more) temporal precision. Feedback is shown upon response validation. An example selection of the 
correct response is also represented here. 
 25 
Figure 3. Differential processing of auditory stimuli by visuospatial criteria. (A) Grand average TRFs from 
Attend-Half (left) and Attend-Quarter trials (right). With AQ foregrounds, neural pip encoding is modulated 
cross-modally by selective visuospatial attention in the 260 – 320 ms interval (highlighted in white), provided 
tone onsets closely precede incoming visual input. (B) Illustration of attended sectors in AH trials. Participants 
attended to visual events from top or bottom hemifields. TRF estimates were obtained from partitioned onset 30 
representations of the auditory stream, where only pips associated with the attended or unattended hemifield are 
represented. (C) In AQ trials, the unattended quadrant opposite to the target (‘Unattended’ in A, D) is flanked by 
two other unattended quadrants, indicated by yellow and purple here. (D) TRFs where a cross-modal transfer 
effect was observed, displayed as in A (blue and red) along with corresponding AV onset asynchrony 
distributions. The pips associated with the Unattended sector entail comparatively lower AV precision; 35 
controlling for this parameter (Unattended Hi-AV, orange) similarly results in differential selectivity. (E) 
Comparison of target quadrant, opposite, and flanking quadrants’ TRFs (blue and red, as in D) shows the 
flanking quadrant TRFs yield, on average, intermediate levels of representation, consistent with the spatial 
selection criteria required in the task (inset). 
 40 
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