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Abstract—Video-telephony applications are widely used in
offices, education, medical care, social and other fields. This paper
introduces a method designed for conversational subjective tests,
based on an open-source video-telephony platform, focusing on
multimedia quality and interaction experience perceived by users
under various network states. The research is carried out as part
of the ‘Computational model used as a QoE/QoS monitor to
assess video-telephony services’ (G.CMVTQS) project, which is
under study in ITU-T SG12 Q.15. Six different laboratories, from
four countries, are collaboratively working on the conversational
subjective tests. The designed test bed is described, along with
the lab deployment, the simulation of network distortions and
the method used for subjective evaluation.

I. INTRODUCTION

With  the development and  popularization  of
video-telephony services, video-telephony platforms have
been widely used in offices, education, medical care, social
and other fields. The demand for video-telephony quality
assessment is increasingly prominent. Moreover, the quality
of video-telephony services not only directly affects user
experience but is also one of the important factors for
attracting and maintaining user stickiness.

The user experience of video-telephony applications has
attracted lots of attention from the research community.
Skowronek et al. provide their readers with an entry point to
the field of QoE of telemeetings, by sharing a comprehensive
survey of factors and processes, and an overview of relevant
state-of-art QoE assessment methods [1]. Scholars also delve
into various specific research aspects. Vuc¢i¢ et al. identified
that key system-related QoE influence factors can be divided
into three categories: media quality, functional support, and
usability and service design [2]. Among these categories
of QoE influence factors, we focus more on media quality
and how it affects user experience. The research on media
quality can also be subdivided into several dimensions, such
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as influence factors [3] [4], perception of user experience [5]
[6], dataset construction [7], and objective assessment methods
[8] [9].

This paper introduces a method to perform conversational
subjective tests based on a video-telephony platform, and it
takes a variety of parametric factors that affect media quality
into consideration. The research is carried out as part of
the ‘Computational model used as a QoE/QoS monitor to
assess video-telephony services’ (G.CMVTQS) project, which
is under study in ITU-T SG12 Q.15 [10]. The expected output
of this ongoing collaborative project consists of a set of
parametric objective quality assessment models that predict the
quality of single-channel bidirectional video-telephony calls
comprising both audio and video components. In G.CMVTQS
project, two types of subjective tests are designed: the
audiovisual material subjective test and the conversational
subjective test [11]. The audiovisual material subjective test
simulates one-way communication, and the conversational
subjective test simulates two-way communication. This paper
concentrates on the latter. The subjective database generated
will be used for the training and validation of a future quality
assessment model for video-telephony services.

The experimental setup and test conditions of conversational
subjective tests are introduced in this paper. Subjective
evaluation is conducted using a video-telephony platform,
simulating various network distortions. Related network
parameters include delay, jitter, packet loss, and bandwidth.
This paper also provides some insights and analysis
on commonly-used packet loss recovery mechanisms in
video-telephony applications. Moreover, in order to learn
the impact of multimedia asynchrony on users’ interaction
experience during video calls, cases with audio and video
asynchrony are included in this test as well.

II. CONVERSATIONAL SUBJECTIVE TESTS
A. Lab deployment

During conversational subjective tests, two evaluators
in different rooms make video calls. The selected



video-telephony platform for these tests is BigBlueButton, an
open-source video conferencing system [12]. The test bed is
presented in Fig. 1. Netem [13] and tc commands are applied
for the outgoing traffic of the server’s network interface, to
simulate different network distortions.

Both test rooms should have similar environment conditions
and lighting. There should be no distractions around evaluators
during test sessions. Also, both test rooms should be equipped
with similar test devices. PCs with screen size larger than 12
inches or mobile phones with screen size smaller than or equal
to 10 inches can be used as terminal devices. Voice should
be played through headsets. External ultra-high-definition
cameras are used for video capture with PCs.
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Fig. 1. Test bed of conversational subjective tests

B. Simulation of network distortion

These tests mainly focus on the impact of network distortion
on user interaction experience during video calls. Simulated
network distortions include delay, jitter, packet loss, bandwidth
limitation, and audio and video asynchronism. The parameter
specification of active tests is listed in Table I.

Multimedia codec settings such as video resolution, video
codec, video frame rate and audio codec are fixed. Delay refers
to the Round-Trip Time (RTT) from Bigbluebutton server to
clients. Jitter values are set according to added delays. The test
values of delay and jitter refer to extra degradations added to
the base network. Bandwidth values are determined according
to audio and video codec bandwidths. In this test environment,
the video codec bit rate is around 1000 kbps for 720p@ 15fps
video streams, and the audio codec bit rate is around 70 kbps.
In our case, the bandwidth values cited are the limits we
impose to the overall network bandwith.

Audio and video have different robustness regarding packet
losses, and they use different mechanisms to protect the
transmission quality. Pre-tests were conducted to analyze the
impact of various packet loss rates on audio and video qualities
in real-time communications (RTC) applications and to find
suitable test values for these conversational subjective tests.
Pre-tests about audio and video packet loss simulation are
introduced in section II-B1.

Asynchronism between audio and video is also a key factor
that influences user interaction experience. Discussion on this
aspect is introduced in section II-B2. The asynchronism is
measured as the time offset between video and audio streams.
A negative value indicates that video is ahead of audio, and a
positive value indicates that audio is ahead of video.

In G.CMVTQS project, conversational subjective tests are
jointly conducted by six participating parties (China Mobile
Research Institute - China, Universidad de la Repitblica
- Uruguay, Universidad de Montevideo - Uruguay, Wuhan
University - China, Technische Universitit [lmenau - Germany
and Rohde & Schwarz SwissQual AG - Switzerland). In
total, 47 different condition combinations are tested in
conversational subjective tests. These condition combinations
are divided into two groups, one focuses on basic network
parameters (packet loss, delay, jitter, bandwidth), and the other
focuses on audio and video asynchrony, together with packet
loss and bandwidth.

TABLE I
PARAMETER SPECIFICATION OF ACTIVE TESTS
Parameters Values
Video resolution 1280x720
Video frame rate 15 fps
Video codec H.264
Audio codec OPUS

Bandwidth
Delay
Jitter
Packet loss pattern
Packet loss rate

High = 2.3Mbps, Med = 1.5Mbps, Low = IMbps
Low = Oms, Med = 200ms, High = 600ms
Low = 5% of delay, High = 20% of delay

Random, uniform
Audio: None = 0%, Low = 20%, High = 50%
Video: None = 0%, Low = 0.5%, High = 3%
None = Oms
Low = -250ms, +250ms
High = -500ms, +500ms

Asynchronism
between
video and audio

1) Multimedia packet loss simulation: When a certain
amount of packet losses are added to all outgoing traffics of
the server’s network interface, it was found that, even with
high values of packet loss (up to 25%), there is almost no
packet loss in the video stream that reaches the client, and no
appreciable video degradation was perceived. The audio packet
loss rate detected on the client side is basically consistent with
the packet loss rate simulated.

In the video streams received by clients, there are duplicated
RTP packets and out-of-order RTP packets. In audio streams
received by clients, RTP packets are in order, and some are
lost as the result of packet loss simulation. It was found that
BigBlueButton has a retransmission mechanism, to protect
video quality. If a video packet is lost, the client feeds
back relevant information to the server through the NACK
(Negative Acknowledgement) message in the RTCP packet.
After receiving the NACK message, the server generates a
retransmission request accordingly for packet retransmission
processing. On the client side, this retransmitted packet arrives
out-of-order, but it is still within what the jitter buffer can
handle. Those out-of-order packets are reordered before being
decoded, so no quality loss is perceived in the client’s
reconstructed video.

Besides, in order to understand the packet loss recovery
strategies of common video conferencing platforms, the
performance of Webex, Microsoft Teams, Google Meet and
Zoom are analyzed, with packet loss simulation in the
downstream network of clients. With up to 20% of packet



loss, there are no perceptible video degradation in all four
applications. For Webex, the video starts to show degradations
with packet loss higher than 20%. With packet loss up to 30%,
video in Microsoft Teams begins to have degradations, and
video resolution of Google Meet starts to decrease. For Zoom,
it is noticeable that the video resolution begins to drop from
25% of packet loss, but without showing artifacts. It begins to
show important artifacts around 50% of packet loss.

The network trace analysis results show that Webex uses a
strategy similar to BigBlueButton, with RTP packets out of
order and RTCP messages sent very often. Microsoft Teams
and Google Meet use the strategy called out-of-band FEC.
In this case, except for two typical audio and video streams,
there is a third independent RTP stream sent from server to
client, with "RFC2198’ (RTP Payload for Redundant Audio
Data). For Zoom, the data packets cannot be interpreted
since it doesn’t use standard RTP. Overall, our analysis on
these video conferencing platforms are basically consistent
with previous study published by Nistico et al. [14], which
provides more insights comparing different video conferencing
tools. Retransmission or redundancy of media packets is very
common in current video telephony applications. Thus, even
with high packet loss rate in the transmission network, the
application on client side actually perceives very little packet
loss, and there is no noticeable video degradation.

However, the conversation subjective database aims at
including different levels of network degradations perceived
by clients, and their corresponding user opinion scores will be
used for training of quality assessment models. Therefore, for
this project, it was decided to disable video retransmission
in BigBlueButton, by skipping the retransmission request
generation when the server receives NACK messages.
For future quality assessment model, packet loss rates at
application level will be part of the model inputs.

With video retransmission disabled, the video packet loss
rate detected on the client side is close to the packet loss
rate set in simulation. And the video shows degradations as
loss rate increases. With 0.5% of video packet loss, video
degradations are observable as ’freezing’. With more than
3% of video packet loss, the video scene sometimes severely
freezes.

Audio streams use OPUS codec. The original transmission
mechanism provided by BBB was used without modifications.
Preliminary test results show that there is very little
degradation with 10% of audio packet loss. The audio
degradation become noticeable when audio packet loss rate
is around 30%, and annoying when around 50%.

Audio decoders embed mechanisms for missing audio
frames reconstruction, but robustness of video streams against
packet loss is rather based on retransmission or redundant
data. Considering that audio and video streams have different
robustness against packet loss, packet loss simulation are
applied to audio and video streams independently, with
different test values, as illustrated in Table I. Test values
of audio and video packet loss rates are determined through
preliminary tests that combines packet loss with other types

of network degradation. Medium and High levels of loss rates
correspond to noticeable but not annoying impairment and
clearly degraded quality respectively.

2) Multimedia asynchronism simulation: In order to better
understand the impact of asynchronism between audio and
video on user interaction experience in video-telephony
scenario, the conversational subjective test includes simulation
of multimedia asynchronism, by adding different delays to
audio and video streams.

According to ITU-R BT.1359 [15], acceptability thresholds
of classical TV contexts were close to 90 ms when
video is delayed, and 180 ms when audio is delayed.
Saidi et al. presented a subjective audiovisual quality
assessment experiment, and results show that the same
dissymmetry applies for video-telephony contexts, but with
larger acceptability thresholds, rather at least 150 ms and 250
ms respectively [16]. The maximum time offset between audio
and video tested in [16] is 400 ms, either video ahead of audio
or audio ahead of video. And the corresponding perceptual
experience is between ’perceptible but not annoying’ and
’slightly annoying’.

Referring to existing studies and combined with preliminary
test results, the level of multimedia asynchronism simulation
in conversational subjective tests, measured as the difference
between video delay and audio delay, can be -500 ms, -250
ms, 0 ms, +250 ms and +500 ms. The user experiences of low
and high levels of multimedia asynchronism are ’perceptible
but not annoying’ and ’slightly annoying’ respectively. Specific
values of added audio and video delays are listed in Table II.
Cases of low asynchrony when both audio and video have
delays are also included, in order to learn the impact on
perceptual experience.

TABLE I
AUDIO AND VIDEO DELAYS FOR ASYNCHRONISM SIMULATION

Asynchronism between audio and video | video delay | Audio delay
+500 ms 500 ms 0 ms
+250 ms 250 ms 0 ms
+250 ms 600 ms 350 ms
-250 ms 0 ms 250 ms
-250 ms 350 ms 600 ms
-500 ms 0 ms 500 ms

C. Subjective evaluation

The subjective evaluation procedure is designed according
to ITU-T Recommendation P.920 [17], and subjective quality
is evaluated using the absolute category rating (ACR) method.
Evaluators are 'non-experts’ in the field of quality assessment.

Similar to most subjective tests in the field of multimedia,
a training session is available at the beginning to help
evaluators familiarize themselves with the test operation
and the range of quality covered. Before tests, evaluators’
personal information is collected for statistical purposes.
Evaluators’ hearing and vision are also pre-checked. The
personal information to be collected includes basic information



(age, gender, nationality, principal language, education level),
user habits (commonly-used device types and tools when
making video calls in daily life, approximate duration of most
video calls, average total time dedicated weekly to video calls)
and information about test partner (relationship and familiarity
with the other evaluator in the same video-telephony test).The
personal information collection form is as shown in Fig. 2.

Personal information collection form
@ Name/Tester id:
@ Age:
® Gender:
@ Nationality:
® Nativel

® Education level (select the option associated with the highest level completed):
O Primary O Secondary O Tertiary

@ Indicate types of devices on which you usually participate in video calls or video
conferences (check all that apply):
O Mobile phones OPCc OTV

Specify the tool you use most to participate in video calls:
O Zoom [ Microsoft Teams [ Facetime [ Skype [ others.

© Indicate the approximate duration of the video calls or video conferences in which you
participate:
[ less than 10 minutes [J 10-30 minutes [ 30-50 minutes [ more than 50 minutes

Indicate the average total time dedicated weekly to video calls or video conferences:
O less than 1 hour [ 1-5 hours [ 5-10 hours [ more than 10 hours

@D What’s your relationship with the other participant in the same video call test?
O stranger [ Colleague [ Schoolmate [ Friends [ Family

@ Are you familiar with the other participant in the same video call test?
O not familiar O familiar O very familiar

Fig. 2. Personal information collection form

There are no limitations of the conversational topic, but
the content of the conversation must involve the interaction
between evaluators. And there should be a good balance
between each evaluator’s listening time and talking time. In
our case, we suggest the evaluators to play 'name-guessing’
game during test session. They could also discuss on their own
topics if they prefer. This task specification is more realistic
in terms of conversation, but it will diminish the sensitivity of
the evaluators to delay.

In order to improve evaluators’ sensitivity to delay and
asynchronism, and to learn the impact on user interaction
experience, we suggest to add a 'number-counting’ part before
’name-guessing’ game. In the ’number-counting’ part, two
evaluators in the same call take turns counting numbers in
order, and use hand gestures to show corresponding number
at the same time. Fig. 3 shows the participants performing
the ‘number-counting’, at the start of a session, during the
preliminary tests. The ’number-counting’ part takes only
a few seconds to get a brief impression on delay and
asynchronism especially when there are such degradations in
this conversation session. Evaluators will then concentrate on
the 'name-guessing’ game or free speaking for the rest time.
Each conversation lasts for three to five minutes.

After the conversation ends, evaluators are asked to rate
their opinion scores on the following quality dimensions: the
overall quality of this video call, perceptual experience on
delay, perceptual experience on asynchronism between image
and sound, audio quality and video quality of this video call.

Ratings of overall quality, audio quality and video quality use
five-grade scale with corresponding quality labels listed in III.
Ratings of perceptual experience on delay and asynchronism
also use five-grade scale but with reduction labels listed in III.

LML

Fig. 3. Preliminary test session

TABLE III
FIVE-GRADE SCALE WITH CORRESPONDING QUALITY LABEL AND
REDUCTION LABEL

Score | Quality label Reduction label
5 Excellent Imperceptible
4 Good Perceptible but not annoying
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying

In addition, actual values of key parameters are monitored
during each test session. Key parameters include but not
limited to frame rate, bit rate, RTT, jitter, packet loss rate,
bandwidth of audio and video received by the client side.
These values will be extracted from test records such as
network traces and specific log files and will be part of
the subjective database together with evaluators’ opinion
scores. RTT and jitter can be obtained by printing the RTCP
packet information before being encrypted by SRTCP, and the
calculation method refers to RFC 3550 [18].

In order to facilitate the conduction of subjective tests, a
script program was developed. For each session, this script
automatically adjusts the simulated network conditions (i.e.
Netem commands) and starts capturing different kinds of
logs (network traces, BBB logs, etc.). When a conversation
session needs to be finished, it sends a pop-up window
to each participant’s test device, reminding them to rate
opinion scores of perceived quality, then stops the network
degradation simulation and automatically collects all the logs.
Rating of opinion scores are performed using web forms on
smartphones.

The conversational subjective tests will be jointly conducted
by six participating parties. Each party will test 15 conditions
with 20 evaluators. Some of these 15 conditions are common



conditions that will be tested by multiple parties. These
common conditions are shared as benchmarks to align
databases from all parties in the near future.

III. FUTURE WORK

The G.CMVTQS project is still under study. Conversational
subjective tests introduced in this paper will soon be conducted
in the following months, by six laboratories located in different
countries. Results of subjective tests from multiple parties will
be analyzed and collaboratively form a complete subjective
database for training and validation of quality assessment
model for video-telephony services.

IV. CONCLUSION

The conversational subjective test introduced here provides
a clear design for subjectively evaluating user interaction
experience in video-telephony scenarios, which helps to
understand the impact of various network distortions on quality
of experience. The collaboration between six laboratories will
produce a useful subjective database for the development of
new QoE models for video-telephony services. Also, this paper
analyzed how video-telephony applications take advantages
of packet retransmission and redundant data to fight against
packet loss in transmission network and protect multimedia
quality perceived by users.
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