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Abstract—Providing Quality of Service (QoS) has always been
an important task for Internet Service Providers. However, the
proliferation of new multimedia content services has turned it a
vital and challenging issue. The problem with QoS in nowadays
Internet is what to measure and how to do it in order to provide
real quality levels to end-users. Recent works in the field have
focused on the service consumer, assessing the QoS as perceived
by the end-user. This paper addresses the automatic evaluation
of the QoS as Perceived by an end-user (PQoS) of a multimedia
service. We present a general overview of the PQoS approach,
studying the impact of different network and multimedia features
on the quality as experienced by human beings. We develop an
original software tool that integrates all the aspects related to
the automation of the estimation process, using a broad group of
PQoS methodologies. To date and to the best of our knowledge,
there is no open source software implementation that completely
estimates the PQoS for a VoIP and VideoIP service in a real
environment. Using this software tool and real subjective tests,
we perform an unbiased comparison of the different proposed
techniques for video and audio services over IP.

I. I NTRODUCTION

QUALITY of service (QoS) in traditional telecommuni-
cations has always been focused on network metrics:

packet loss, delay, jitter, available bandwidth, etc. Classical
QoS provisioning involves keeping particular groups of this
performance metrics within certain limits, in order to offer the
user reasonable quality levels. The problem with this approach
is that in today’s Internet, the heterogeneous features of current
services make it difficult, sometimes even impossible to clearly
identify the relevant set of performance parameters for each
case. Even more, the quality experienced by a user of the new
multimedia services not only depends on network features but
also on higher layers’ characteristics [1] (multimedia coding
and compression, recovery algorithms, nature of the content,
etc...). In this sense, a final user may experience acceptable
quality levels even in the presence of severe network degrada-
tion. These observations show that rating the quality of thenew
multimedia services from the network’s side may no longer be
effective.

Theuser perceived quality of service(PQoS) field addresses
this problem, assessing the quality of a service as perceived
by the end-user. The assessment of perceived quality in
multimedia services can be performed either bysubjectiveor
objectivemethodologies. Figure1 presents a general overview
of the PQoS evaluation field.
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Fig. 1. PQoS Evaluation.

Subjective methods represent the most accurate metric as
they present a direct relation with the user’s experience. These
methods consist in the evaluation of the average opinion that a
group of people assign to different audio and video sequences
in controlled tests. Different recommendations standardize the
most used subjective methods in audio [10] and video [11],
[12]. The problem with subjective methodologies is their lack
of automation (by definition, they involve a group of people
for conducting the tests) resulting in an expensive and time
consuming approach.

On the other hand, objective methods do not depend on peo-
ple, making them really attractive to automate the evaluation
process. The objective PQoS evaluation can be eitherintru-
sive or non-intrusive. In network’s context, intrusive means
the injection of extra data (audio and/or video sequences)
to perform the measurement. Intrusive methods are based
on the comparison of two sequences, a reference sequence
(original) and a distorted sequence (i.e. the one modified
during network transmission). This comparison is generally
performed either in the time/space domain (simple sample
comparison: mean square error (MSE), signal to noise ratio
(SNR) or peak signal to noise ratio (PSNR) [1]) or in the
perception domain, using models of the human senses to
improve results. In this last category we have (for audio
assessment) the perceptual speech quality measure (PSQM)
[16], the measuring normalizing blocks (MNB) [14], the
enhanced modified bark spectral distortion (EMBSD) [15]
and the perceptual evaluation of speech quality (PESQ) [17],
[18]; in the case of video, some of the developed tools are
the Structural Similarity Index Measurement (SSIM) [22],
[23], [25], the Video Quality Measurement (VQM) [19] and
the Time/Space Structural Distortion Measurement (TSSDM)



[21]. [27] presents an interesting validation report of objective
models for video quality assessment. All these tools provide
a measure of the perceptually relevant degradation of the
multimedia sequence. Considering their application in real-
time assessment (a desirable property in todays’ networks), the
major problem with objective intrusive methodologies is their
inherent need of both sequences, something that may result
too restrictive in some network scenarios. In the case of video
sequences there is an extra problem, the time and resources
consumed by complex methods are generally too high.

Non-intrusive methods present an important advantage, they
do not require any extra sequence to perform the estimation.
This allows their use in real-time scenarios. Depending on the
kind of information they use, non-intrusive methods can be
classified as eithersequence basedor parameter based. In the
case of sequence based methods, the assessment is done with-
out any reference sequence, just applying different algorithms
to the distorted sequence. These methods are also known as
“null reference”. In the case of parameter based methods,
network features as well as characteristics of the multimedia
itself are taken as input. The idea is to conceive a model
which allows to map a PQoS relevant set of these parameters
in a quality value (as perceived by the end-user). Examples of
these features are loss rate, length of loss bursts, delay, jitter
(network features), coding, nature of the content (e.g. motion
level, language), bit rate, frame rate (multimedia features),
etc. The ITU E-Model [8] and the pseudo subjective quality
assessment (PSQA) [2]–[4] methods fall in this category.
The E-Model is an empirical/mathematical set of formulas
originally designed for telephony networks planning, and even
though it is actually being used in IP networks, results have
shown that it is not accurate enough for user perceived quality
assessment [7]. The recently introduced PSQA approach uses
a statistical learning algorithm (a Random Neural Network
[5]) to learn the relation between network and multimedia
features and user perceived quality. The PSQA has already
shown interesting results in the PQoS field [2], [3]. The
main drawback of parameter-based methods is their strong
dependence on subjective tests’ results for training (in fact,
all different objective methods must have in some sense a
calibration phase as their results are not in the same scale as
subjective tests’ results).

In this work, we present an original software tool that
integrates all the aspects related to the automatic evaluation
of a multimedia Internet service as perceived by the end user,
using a broad group of objective PQoS methodologies. To
date and to the best of our knowledge, there is no open
source software implementation that completely estimatesthe
PQoS for a VoIP and VideoIP service in a real environment
using such a broad group of techniques, including all the
steps between the selection of the service and the evaluation:
multimedia real time streaming/capturing, active and passive
network measurements, time synchronization and PQoS es-
timation. Using this software tool and real subjective tests
conducted during the development of this work, we perform
an unbiased comparison of different techniques for video and

audio services over IP so far proposed.
The remainder of this paper is organized as follows. In

Section II we study the impact of different network and
multimedia features on PQoS for VoIP and VideoIP. A detailed
description of the PQoS algorithms as well as the measurement
methodology of the software tool is presented in section
III . The software implementation is described in SectionIV,
presenting the architecture and design of the developed tool.
In SectionV we present and analyze the experimental results,
describing the test environment and comparing the perfor-
mance of the selected estimation methods. Finally, sectionIV
concludes this paper.

II. QOS IN VOIP AND V IDEOIP

The QoS experienced by the end-user of an audio and
video transmission depends on many different features. We
can classify them in two categories:network featuresand
multimedia features. The termnetwork featuresrefers to all the
objective QoS metrics involved in a multimedia transmission
through an IP network: losses, delays, bandwidth, etc. In an
attempt to standardize the definition of QoS at the IP layer,
the IP Performance Metrics IETF working group has specified
many of these network features in several recommendations:
one-way-delay [29], packet loss [31], round trip delay [32],
loss pattern [33], delay variation (jitter) [34], network capacity
[35], etc. Multimedia featuresincludes all the higher layers’
features for multimedia transmission (recovery algorithms,
de-jitter buffers, etc.) and the specific components of the
multimedia itself, like coding, bit-rate, frame-rate, motion
level of the video sequences, etc. Delay has a major impact
over interactive or real time multimedia applications, such
as telephony, video conference, gaming or live transmissions.
For example, the ITU-T recommendation G.114 specifies that
delays from sender to receiver must be lower than 150ms.
to avoid the loss of interaction between end-points in a
conversation. Figure2 presents the different components that
contribute to delay from sender to receiver in an end-to-
end multimedia transmission: multimedia coding/packing at
the source, intermediate buffers, network transmission and
decoding/unpacking at destination.
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Fig. 2. End-to-end multimedia transmission.

Large delays have another undesirable effect: they reduce
the throughput of transmissions over TCP. Even though TCP is
not the most suitable transport protocol for real-time multime-
dia, it is largely used in applications such as radio streaming



(Virgin Radio [24], Pandora [36] etc.) and video content
delivery (YouTube [20], MSN TV [30], etc).

The quality of a multimedia transmission is also affected
by the delay’s variation orjitter. Audio and video are coded
at the source at a given rate, and so packets are expected to
arrive at destination at the same rate for an accurate decoding.
In [26], the authors show that the effects of packet jitter onthe
experienced quality are similar to those of packet loss; this is
somehow expected, as packets that do not arrive on time are
seen as lost information by the decoder at destination. The
effects of jitter can be reduced by using de-jitter buffers at
the reception (fig.2), but this solution has the drawback of
increasing the delay between end-points.

Coding is another important feature regarding PQoS. Al-
most every codec used in audio and video takes advantage of
the correlation of the sequence to reduce the bandwidth re-
quirements (compression). The quality obtained with different
codecs depends on the compression algorithms they use and
on the compression rate. Figure3, taken from [13], presents
the quality (PSNR, see sectionIII-B2) of a video sequence
as a function of the codec bit-rate for different codings. For
example, we can see that for the same quality level, the codec
bit-rate of a MPEG2 coding is approximately the double of a
H.264/AVC coding.

Fig. 3. Performance of different video codecs for differentbit-rates.

Codec compression makes that not all transmitted packets
have the same importance as regards quality at the receiver
side. Indeed, if we take for example an standard MPEG coding,
some packets will carry more information than others (I-
frames in contrast with P,B-frames [1]) and decoding robust-
ness will directly depend on which packets are lost. This takes
us to another important feature that influences quality, theloss
pattern: single isolated losses do not have the same impact as
consecutive losses.

The effects of losses on the perceived quality of service
are highly correlated with the multimedia coding. Figure4
presents this idea. In4(a), a video with MPEG1 coding is
transmitted over a lossy connection. In4(b), the same video is
transmitted over the same connection, but using a MPEG4
coding. The differences that can be perceived are evident,
and they can be easily explained: MPG4 coding uses more
information (I-frames [1]) for those parts of the sequence with

higher motion levels (in the figure, the motorbike moves faster
than the background), whereas MPEG1 does not make any
difference between elements, using the same rate for every
part of the sequence.

(a) MPG1.

(b) MPEG4.

Fig. 4. Loss influence for different video codecs.

The motion level of a video sequence has also a noticeable
impact on PQoS. As we show in the obtained results (sec-
tion IV), video sequences with higher motion levels (action
sequences, sport sequences) are more sensitive to network
degradation (as perceived by the end-user) than those with
lower activity (like the news).

There are many other features that influence the experience
of the end-user in multimedia transmissions, like the ear-to-
mouth relation, silence detection, echo (VoIP/PSTN gateway),
blocking and blurring, etc. However, we will limit our study
to a reduced and relevant set of features: losses (loss rate and
mean loss burst length), delay variation (jitter), video bit rate
and motion level, and video and audio codec.

III. QUALITY ASSESSMENT

A. Subjective Evaluation

In this kind of test, a group of people rates the quality
of several distorted sequences (audio or video). There are
mainly two categories for these tests, depending on whether
a reference sequence is included or not in the evaluation.
When there is no reference sequence, people evaluate only the
distorted sequences and grade its quality, according to a quality



scale like in tableI(a); the output of this test is known as the
Mean Opinion Score (MOS). In the case of audio, this test is
known as an Absolute Category Rating (ACR) test; in video,
the test is referenced as a Single Stimulus (SS) test. When the
reference sequence is included in the test, people compare the
original sequence with the distorted sequence and grade the
perceived degradation, according to the quality scaleI(b). The
output of this test is known as the Degradation Mean Opinion
Score (DMOS). In audio, this test is known as a Degradation
Category Rating (DCR) test; in video, the test is called Double
Stimulus Impairment Scale (DSIS) test.

Score Sequence Quality

5 Excellent

4 Good

3 Regular

2 Bad

1 Awful

Score Sequence Degradation

5 Imperceptible

4 Perceptible, not annoying

3 Slightly annoying

2 Annoying

1 Very annoying

(a) MOS Quality Scale (b) DMOS Quality Scale

TABLE I
DIFFERENT QUALITY SCALES.

There are many other variations of subjective tests, all of
them are defined in the ITU recommendations [10] (audio)
and [11], [12] (video).

B. Objective Evaluation - Intrusive Methods

In an intrusive evaluation of PQoS, a multimedia sequence
is transmitted through the communication system under study.
The obtained distorted sequence is compared with the original
sequence to measure the degradation suffered during trans-
mission. As we stated before, two kind of comparisons can
be performed: direct rough sample comparison (like SNR)
are very simple to implement but they are poorly correlated
with subjective tests. The comparison can also be done by
considering a model of human perception to improve the
results. In this case, the sequences are transformed in a
perception domain and then compared, considering only the
perceptually relevant distortion.

1) Audio Methods: three different methods were analyzed
and implemented in the software tool: the Enhanced Modified
Bark Spectral Distortion (EMBSD), the Perceptual Evaluation
of Speech Quality (PESQ-ITU P.862), and the Measuring
Normalizing Blocks (MNB). These algorithms perform the
comparison in the perception domain. Three psychoacoustic
concepts are considered in all of them: theCritical Bands,
Loudnessand Masking. The Critical Bandsare based on the
ability of a human to distinguish between different tones. In
low frequencies, a few hertz are enough to recognize two
different tones, whereas in high frequencies this threshold
increases to hundreds of hertz. Based on these frequency-
bands, the auditory system is modeled as a filter bank of band-
pass filters. TheLoudnessconsiders theperceived intensityof
a sound. For example, a sinusoidal signal of 40 dB at 50 Hz is
equally perceived (in terms of strength) as a sinusoidal signal

of 0 dB at 1 KHz. The perception of loudness is related to
both the intensity and duration of a sound (the auditory system
integrates intensity over a certain time window). TheMasking
concept represents the psychoacoustic effect that occurs when
the presence of a sound does not allow the perception of
another. A typical example of masking can be found in the
city, when two people can not hear each other because of
traffic noise. Briefly, the auditory threshold is modified by the
presence of a sound.

2) Video Methods: the considered algorithms for PQoS
evaluation in video algorithms differ in what they consider
as relevant to the human perception.

a) Mean Square Error (MSE) and Peak Signal to Noise
Ratio (PSNR):the MSE and PSNR algorithms are the simplest
methods to compare two sequences. They do not take into
account any perceptual feature, they just provide a raw pixel
comparison between frames of a video sequence. The MSE
and PSNR are defined as:

MSE =
1

n

n∑

i=1

(xi − yi)
2 (1)

PSNR = 10Log10(
L2

MSE
) (2)

where n is the number of pixels in the image or video,
xi and yi are the i-th pixel of the original and distorted
image respectively, andL is the range of possible values
for the pixels (i.e. the pixel’s dynamic range). These quality
assessment methods have been the most used because of their
mathematical simplicity. However, they have been criticized
due to their poor correlation with subjective methods. Figure
5 makes clear this drawback. In both figure5(a) and figure
5(b), the original image (on the left) is compared against the
distorted image (on the right). Both groups of pictures have
almost the same PSNR value, but the differences in the first
group (5(a)) are almost unnoticeable, whereas in the second
group (5(b)) they are really evident.

b) Time/Space Structural Distortion Measurement
(TSSDM): the target of this algorithm is to measure changes
in the spatial activity, considering certain spatio-temporal
(ST) regions of the original and distorted videos for the
comparison. The basic metric for the comparison is the
gradient module of each ST region (as it represents a measure
of the spatial activity). The main advantage of this technique
is that it can be used with reduced reference information, as
the comparison is only performed in the selected ST regions.

c) Structural Similarity Index Measurement (SSIM):a
new philosophy in the design of quality metrics was introduced
in [22], [23], [25]: “the main function of the human visual sys-
tem is to extract structural information of the viewing field, and
the human visual system is highly adapted for this purpose”.
These works propose that the measurement of the structural
distortion is a good approximation to the perceived distortion.
According to [22], structural information is the feature that
represents the structure of the objects, independently of the
luminance level and contrast of the image.



(a) Mandrill, PSNR = 159

(b) Pepper, PSNR = 160

Fig. 5. PSNR as a measure of perceived difference between images.

C. Objective Evaluation - Non-intrusive Methods

a) E-Model: the relation between different network and
multimedia features and the speech quality has been quantified
by the E-Model [7], introduced by the ITU-T as a planning
tool for telephony services. However, this tool presents a
serious drawback: it assumes that individual quality features
such as loudness, delay, talker echo and speech distortion have
mutually independent effects on the perceived quality, which
is not the case.

b) PSQA: as we mentioned before, the PSQA method
is based on the Random Neural Network (RNN) model. The
results of subjective tests (DMOS) depends basically on the
network features (losses, delay, jitter) and the multimedia
features (codec, bit rate, nature of content). If it is possible to
model the relation between these parameters and the subjective
DMOS, we can approximate the DMOS by measuring these
objective features. The RNN isS a supervised learning ma-
chine, that uses a set of couplesnetwork/multimedia features-
DMOS in a learning stage to build an approximation to this
model. After this stage, the knowledge of the state of the
network and the features of the multimedia are enough to
predict the DMOS. The learning of the RNN consists of the
minimization of a cost function that penalizes the differences
between predicted values and real DMOS subjective tests’
results.

D. Objective IP level QoS metrics estimation

The estimation of the objective QoS metrics at the IP layer
is conducted between the end-points of the connection. The
considered network features are packet loss (loss rate and
mean loss burst length), packet delay and packet jitter. Delay’s
estimation can be conducted either in a single way (One-Way-
Delay, OWD) or for the round trip (Round-Trip-Time, RTT),
depending on whether the end-point devices are synchronized
or not; in the general case, the time synchronization provided

by the NTP (Network Time Protocol) protocol is not accurate
enough to provide a good estimation of the OWD, but GPS
time synchronization is becoming usual as prices tend to drop,
so time synchronization can be ensured in many different
network scenarios.

The estimation can be achieved in different ways, depending
on the kind of PQoS evaluation to be performed. In the case
of a non-intrusive evaluation, the estimation can be conducted
by active measurements, using probing traffic of similar char-
acteristics to the service under evaluation (basically mean
traffic size and packets’ inter-departure time). This is fora
simple reason: network QoS features are not in fact an own
characteristic of the network but of the user’s traffic as well
(e.g. delay will not be the same for a radio transmission of
BWradio bit-rate and a high quality video streaming service
of BWvideo bit-rate if connection’s available bandwidth is
betweenBWradio andBWvideo). Said in other words, user’s
traffic itself directly influences quality, so it must be taken
into account for the evaluation. In the case of an intrusive
evaluation, the PQoS analysis is performed by sequences’
comparison after the streaming of the multimedia and there
is no need to estimate the network features. However, we
implement a simple methodology [6] that takes advantage of
this multimedia transmission to estimate the network features,
using the information provided by the RTP and RTCP proto-
cols (both protocols provide the transport and control elements
for multimedia transmission in IP networks, see [1]).

E. Measurement Methodology

The developed software tool integrates both intrusive and
non-intrusive objective estimation methods. The aim of this
tool is not only to perform an automatic PQoS estimation but
also to compare the performance of the different approaches
and algorithms. The implemented algorithms were PESQ,
EMBSD, MNB, and PSQA in the case of audio, and MSE,
PSNR, SSIM, TSSDM and PSQA for video.

mmediaStreaming

controlDataExchange probeTraffic

PQoSResults

probeTraffic
QoSMetrics

Client ServerClient Server

tasksCoordination

mmediaCapture

QoSMetrics

PQoSEstimation

PQoSEstimation

estimationDemand estimationDemand

demandProcessing

demandProcessing

dataForwarding

(a) Intrusive PQoS estimation. (b) Non-intrusive PQoS estimation.

Fig. 6. Measurement methodology.

The PQoS evaluation is performed between the end-points
involved in the service under evaluation. Figure6 presents a
brief summary of the measurement methodology. The client
begins the measurement by sending anestimation demand
to the server. Depending on the type of algorithm selected
by the client, the server will eithertransmit a reference



sequenceof similar characteristics to the actual service (intru-
sive algorithms), or begin aconnection’s features estimation
using active measurements (non-intrusive algorithms). Ifthe
selected algorithm is intrusive, the client stores the sequence
transmitted by the server and performs the PQoS estimation
by comparing the reference and the transmitted sequence (both
the client and the server have the same reference sequences).
Taking advantage of the transmission of the multimedia
sequence involved in the intrusive evaluation, the software
tool allows to specify afeatures’ based estimationat the
same time. In this case, the RTP and RTCP headers of the
multimedia transmission are analyzed to gather the network
features [6]. In the case of non-intrusive methods, the server
uses the estimated network features (loss rate, jitter, mean
loss burst length) and the corresponding multimedia features
(coding, bit-rate, frame rate and motion level) as input to
perform the estimation. Tasks’ synchronization between end-
points is achieved by a specially developed communication
protocol.

IV. SOFTWARE IMPLEMENTATION

The PQoS estimation software tool was designed to be
used in both end-points of the service at the same time.
The architecture foresees a symmetrical operation, in which
both end points can play either the client or the server role
(considering the classical client/server paradigm, wherethe
client asks for some service and the server responds to his
demands).

User B
Server Mode

User A
Server Mode

User B
Server Mode

User A
Client Mode

estimationDemand

waitForDemandwaitForDemand

estimationDemand

estimationDemand

(a) Before a PQoS estimation demand. (b) After the demand.

Fig. 7. Symmetrical architecture.

Figure 7 explains this concept of symmetry. In the very
beginning, both end-points act as servers, waiting for a PQoS
evaluation demand from the opposite side. When one of
both machines decides to perform an estimation, the scheme
changes to a traditional client/server architecture as previously
discussed (figure6). The main advantage of this symmetrical
architecture is the ability that both end-points acquire to
process and generate information, saving transmission and
operation time.

A. Software Design

During the software design phase, special attention was
directed to the modularity of the tool. The key idea was
to conceive a reusable and ease to improve/modify design.

The final implementation consists of five independent software
modules (each of them can be used isolated from the rest, in
any other application). Figure8 presents a general overview
of these modules.

GUI

System
Manager

PQoS
Algorithms

Multimedia

QoS Metrics
Estimation

Fig. 8. Software components.

The System Manager is the software’s brain. It manages
the connection establishment and data exchange between end-
points as well as the interaction between the rest of the
different modules. It is basically composed of 3 sub-modules:
a client, a server and themanageritself. The PQoS Algo-
rithms module is the most important module of the system,
as it implements the different estimation algorithms so far
discussed. TheMultimedia module supplies the audio and
video sequences for intrusive PQoS estimation. It consists
of an audio streaming platform (implemented with the Java
Media Framework toolbox, [38]), a video streaming platform
(implemented with the Video Lan Client project, [37]) and a
reference sequences’ database. TheQoS Metrics Estimation
module is responsible for the network features estimation.Fi-
nally, theGUI module implements the graphical user interface
to easily interact with the tool.
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Fig. 9. Software architecture.

Figure 9 presents a high level diagram of the software’s
architecture. Given the different restrictions and characteristics
of each module (flexibility, portability, time efficiency and
accuracy, etc.), different programming languages were used



in the implementation. Higher layer implementations were
mostly developed in Java (J2RE), while lower layer program-
ming (C and C++) was used in all critical-time applications
(e.g. PQoS intrusive algorithms, multimedia coding, time ref-
erence, etc.). The interaction between languages was achieved
by using the Java Native Interface (JNI) library, a versatile set
of Java classes and methods which allows the communication
between native (C/C++) and portable software (J2RE).

V. EXPERIMENTAL EVALUATION AND RESULTS

A. The Test Bed

In order to perform the subjective tests, calibrate the ob-
jective methods and evaluate the performance of the different
approaches we developed a simple test bed which allows to
emulate network conditions in a controlled fashion [1]. This
test bed is composed of two end point machines (server/client)
connected through an intermediate router that simulates losses,
delay and jitter. Figure10 presents this testbed configuration.

ClientServer

Data Forwarding

Routing
Manipulation

dummy packets

no
loss

loss

Fig. 10. Evaluation testbed.

Packet losses in an IP network are rarely independent and
they generally occur in bursts, due to network congestion. The
simplest model to represent this behavior was proposed in
[28], using a simple Markov model: the simplified Gilbert
loss model. The Gilbert loss model consists of a two states
Markov chain, where the state0 corresponds to a received
packet at destination and the state1 to a lost packet. In figure
11, p represents the probability of loosing a packet given the
last packet arrived correctly, andq is the probability of a
correct transmission given the last packet was lost. This simple
model allows to simulate losses in bursts, as the fate of a
packet depends on the result of the last transmission. Given
a connection loss rate, we can modifyp and q in order to
obtain different loss patterns. Jitter and delay are controlled
by direct manipulation of buffers and output capacity of the
ethernet routers’ interface. Dummy packets are inserted inthe
output buffer to generate jitter, and the buffer size and output
capacity are varied to produce forwarding delays.

The multimedia sequences’ sets consist of 75 original-
distorted couples for video and 72 couples for audio. The ref-
erence video sequences were chosen according to the reference
[11], [12] (40 short sequences of 10-30 seconds) and classified

1 − p 1 − q

p

q

0 1

Fig. 11. Gilbert loss model.

by coding (MPEG1 and MPEG4) and motion level (low,
medium and high); this last classification was subjectively
conducted, even though it would be interesting to use the
codec’s motion estimation to have an objective classification.
In audio, 24 short sequences were recorded and coded with
three different codecs (PCM, GSM and G.723). Each reference
sequence was transmitted through the test bed, setting different
values for the router’s parameters in order to cover the most
suitable network features in an Internet like scenario. The
generated sequences were then used in the subjective tests (as
described in sectionII ), obtaining a final data set of the form:

{scj , (p0, f1, .., fi, .., fn) , DMOS} , (3)

where scj is the j-th original-distorted sequence couple,
fi is the value of the i-th feature (e.g. loss rate, mean loss
burst length, jitter, codec, motion level, etc..) and DMOS is
the corresponding subjective test result. Finally, part ofthe
data set was used to train the PSQA learning algorithm and
calibrate the objective intrusive methods, using the remaining
data for validation.

B. Subjective Tests’ Results

Figure 12 shows the distribution of the data set samples
(both audio and video) considering loss rate, mean loss burst
length and codec.
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Fig. 12. Distribution of the data set.

In order to obtain good learning and calibration results, data
samples must extensively cover theinputs’ space, particularly
in those values that are more usual or where the quality dis-
crimination is more difficult. The range of loss rates analyzed
in this work may seem excessively high at first glance; in
fact, a network introducing a loss rate of 10%, even 40% is
almost unusable. However, we decided to include this broader



analysis to evaluate some how the impact of higher loss rates
on PQoS that may frequently appear in wireless environments.
In the case of audio transmissions we consider a broader range
for loss rate than in video transmissions, given the fact that
even under sever loss conditions an audio transmission can
be perceived as acceptable by the end-user (we confirm this
observations in the obtained results, see sectionV-C3).

Mean DMOS Mean Variance

Audio 3.04 0.36

Video 3.03 0.25

TABLE II
STATISTICAL CHARACTERISTICS OF THE SUBJECTIVE TESTS.

TableII presents the subjective DMOS tests’ results for both
audio and video, using the quality scaleI(b). According to
the ITU recommendations for audio [10] and video [11], the
subjective tests must be designed so that the average result
is in the middle of the quality scale (in order to avoid biased
results). These recommendations also specify the procedure to
remove outliers from the results.

C. Evaluation of the Different Techniques

In order to compare the performance of the different algo-
rithms we use a traditional error estimator, the mean absolute
error (MAE), between estimated values (algorithms) and real
values (subjective tests). Intrusive methods’ results arenot in
the same scale as DMOS values (they are correlated with
human assessment but each algorithm uses its own scale),
so a calibration phase is conducted before the comparison.
As regards non-intrusive algorithms (we will only consider
PSQA in the evaluation, the E-Model has already shown quite
poor performance [1], [7]), the system must be trained before
using it. In both cases we split the previous data set in a
training data setand avalidation data set. With the first set
we calibrate/train the intrusive/non-intrusive methods,with the
second we do the validation. In the case of video, we consider
70% of samples for training and30% for validation. In audio,
the relation is80% − 20% (we consider a bigger training set
to overcome some weaknesses of the audio data set, see [1]
for discussion).

1) Audio analysis: in table III (a) we present the actual
MAE values for all the audio algorithms in the training
set, according to the quality DMOS scaleI(b). A graphical

Method MAE

EMBSD 0.59

PESQ 0.43

PSQA 0.45

MNB 0.68

Method CF

PESQ 0.93

PSQA 0.86

(a) Training data set (b) Validation data set

TABLE III
MEAN ABSOLUTEERROR (MAE) AND CORRELATION FACTOR (CF).

comparison of the algorithms’ performance in the training
data set is provided in figure13. The results obtained in
audio quality assessment presents the PESQ intrusive method
as the most accurate. Compared with the other intrusive
methods, PESQ has a major advantage: it includes a temporal
re-synchronization algorithm that allows a correct sequence
comparison. In the presence of data losses, a direct sequence
comparison may result in very poor performance (worst results
are obtained as losses occur closer to the beginning, see
[1]). It is important to recall that PESQ is the actual ITU
recommendation for voice perceived quality assessment [17].
The performance of the non-intrusive PSQA algorithm in the
training set is very close to the obtained with PESQ, something
that results quite interesting. Indeed, this result shows that
the complex psychoacoustic model proposed by the different
perception domainalgorithms (PESQ, MNB, EMBSD) can
be approximated with a Random Neural Network, something
a priori not easy given the number of features that affect the
perceived quality.
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Fig. 13. PQoS in audio and video, performance evaluation of the different
algorithms in the training set.

Figure14 shows the results obtained with PSQA (left) and
PESQ (right) with the validation data set. Both approaches
present a strong correlation with subjective tests’ results. These
results confirm that the training of the RNN model was
accurate enough to reproduce the good performance with an
unknown data set. TableIII (b) presents the Correlation Factor
(CF) between real and estimated DMOS for both PESQ and
PSQA in the validation set (a value close to 1 indicates high
linear correlation).
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Fig. 14. PQoS in audio, performance evaluation of PESQ and PSQA in the
validation set.



2) Video analysis:in video analysis, PSQA is clearly the
best method, and not only because of the smallest error value,
but mainly because of the time involved in the estimation.
Table IV summarizes these observations, presenting the error
values for the training set and the mean time involved in the
computation of the PQoS estimation (a graphical comparison
of these values is provided in figure13). Figure15 shows the
different algorithms along with their respective fit curves(in
the case of PSQA a straight line Subjective DMOS = PSQA
is plotted to see the quality of the results). Figure15(c)
confirms our previous observation with respect to the PSNR
misadjustment for PQoS evaluation. Indeed, the same value
of PSNR corresponds to many different quality perceptions.
In the case of video there are no standardized methods for
perceived quality assessment, something that shows that PQoS
for video is still a very difficult problem. The intrusive methods
presented in this work suffer from the same synchronization
problem as in the audio case. However, the performance
obtained by PSQA shows that the problem can be solved.
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Fig. 15. PQoS in video, performance evaluation of the different algorithms
in the training set.

Method MAE ACT (seconds)

SSIM 0.60 > 600

PSNR 0.48 ≈ 20

PSQA 0.40 ≈ 2

TSSDM 0.53 > 1200

TABLE IV
MAE AND AVERAGE COMPUTING T IME (ACT).

To conclude with video analysis, we show in figure16 the
results obtained by PSQA in the validation data set. As in the

audio case, the RNN captures somehow the complex relation
between perceived quality and network/multimedia features.
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Fig. 16. Subjective DMOS and PSQA - validation data set.

3) PQoS analysis through PSQA:an interesting advantage
of objective parameter based algorithms is the possibilityto
analyze the influence of different features on PQoS. Figure
17 presents the influence of voice codec (a) and video motion
level (b) on perceived quality as a function of loss rate (using
PSQA as the measurement algorithm). As expected in audio,
losses in the case ofG.711 coding (pure PCM, higher bit
rate, no predictive model seriously affected by losses) are
less annoying. In the case of video, the evaluation confirms
our initial observation about the influence of motion level on
PQoS: video sequences with higher motion levels present a
faster decrease of perceived quality with respect to packet
losses than those with lower activity levels.
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Fig. 17. DMOS vs loss rate (MLBL = 5 packets).

Finally, figure 18 evidences the influence of the loss rate
and the mean loss burst length on (a) voice and (b) video
perceived quality. The first interesting observation is that audio
perceived quality is less sensitive than video perceived quality
to lost information. A possible explanation to this phenomenon
is that our visual system is more developed than the auditory
system, which makes that our response to visual impairments
is naturally more touchy. The second phenomena that may
draw the reader’s attention is that in both cases, the perceived
quality monotonically increases with the mean loss burst
length, meaning that apparently we prefer concentrated losses
to those that are spread over the sequences.
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Fig. 18. DMOS vs loss rate and mean loss burst length.

VI. CONCLUSION

In this paper we addressed the Quality of Service evaluation
problem from the end-user perspective. Different methodolo-
gies were introduced for quality assessment in multimedia
services in IP networks. We developed and described an
original software tool for automatic PQoS evaluation. The
main advantages of this tool are the combination of a broad
set of the different methodologies that have been proposed to
date, the integration of all the aspects related to the automation
of the estimation process and its modular design. We use the
software tool to compare the performance of the most relevant
perceived quality evaluation methods in the literature andwe
present experimental results in a real simulation test bed.The
PQoS evaluation tool is completely free and it is available
from the authors (please contact us).

ACKNOWLEDGMENTS

This work was partially supported by the“Programa de
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