
  

  

Abstract—�euronavigation is the application of image 

guidance to neurosurgery where the position of a surgical tool 

can be displayed on a preoperative image. Although this 

technique has been used worldwide in the last ten years, it was 

never applied in Uruguay due to its cost. In an ongoing project, 

the Engineering Faculty (Universidad de la República), the 

Hospital de Clínicas (Medicine Faculty - Universidad de la 

República) and the Regional Hospital of Tacuarembó are doing 

the first experimental trials in neuronavigation. In this project, 

a prototype based on optical tracking equipment and the open 

source software IGSTK (Image Guided Surgery Toolkit) is 

under development and testing. 

I. INTRODUCTION 

mage-guided surgery is the name of the technology by 

which a set of images (such as computed tomography CT, 

or magnetic resonance imaging MRI),   are used to guide 

surgical procedures. With this guidance, the surgeon can 

navigate through the images and get feedback of the position 

he is touching on the patient. 

A. �eurosurgery image-guided navigation 

Neuronavigation is the application of image-guided 

navigation to neurosurgery. Because of some particular 

characteristics of neurosurgery, it is one of the disciplines 

where image-guided surgery developed first [1,2,3]  Skull 

rigidity enables to perform image studies previous to the 

operation and then use them to find important structures 

during the surgical procedure. It can be assumed that the 

structures´ positions shown when images were acquired 

remain unchanged at the moment of the operation. With this 

assumption, the position of a point in the images and on the 

patient in the operating table can be related by rigid 

transformations that can be determined by a registration 

procedure. Nevertheless, this hypothesis can be considered 

acceptable only before the craniotomy. After the craniotomy, 
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an encephalic mass movement takes place, which could 

partially or totally invalidate the previously computed 

registration. This movement is known on image-guided 

navigation as “brain shift” and several ways to tackle this 

issue are shown in [4,5,6]. 

B. �euronavigation General Procedure 

The images are acquired previous to the operation and 

then loaded to a computer.   

The computer is connected to a positioning sensor called 

tracker. The tracker can determine the position in space of a 

surgical tool by the detection of markers rigidly affixed to 

the tool. A software in the computer communicates with the 

tracker and represents the position of the tool on the 

preoperative images. 

In order to correctly represent the position of the tools 

tracked on the real scene on the computer, a procedure called 

registration establishes the correspondence between the 

images coordinate system and the patient’s coordinate 

system. The rigid transformation between these two 

coordinate systems is computed relating a set of points on 

the image space and on the patient space.  

During the operation, the surgeon touches the patient with 

a tracked tool and visualizes on the computer screen the 

images of the preoperative studies, from different 

perspectives refreshed in real time by the position of that 

tool.  

 

In this article, we describe the applications of image-

guided navigation to neurosurgery and the ongoing project 

by which this technique is being introduced in Uruguay. 

The article is organized as follows: Section II enumerates 

the uses and benefits of neuronavigation. Section III explains 

the main concepts related to image-guided navigation. 

Section IV introduces the Image Guided Surgery Toolkit 

(IGSTK), the main software library used in our prototype 

and section V shows some details of the implementation. 

Section VI describes the first experimental trials. Finally 

sections VII and VIII present the future direction of the 

development and some conclusions.  

II. USES OF NEURONAVIGATION 

Neuronavigation is useful in brain tumors surgery, for the 

surgical approach planning and for the intraoperative 

location and resection control.  

In  aneurysm surgery, it can be convenient for the location 

and surgical dissection of these lesions, especially in 
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pericallosal and posterior cases.  

It can be especially useful in the resection of cavernous 

angiomas, since they are small lesions located (often in 

depth) within the brain parenchyma.    

In all these cases, the neuronavigator allows accurate 

location of the lesion before starting the operation. This 

reduces the size of the skin incision and the size of the bone 

window opened in the skull to reach the lesion. A better 

definition of the limits of the resection of tumors can 

diminish the risk of injury to healthy brain tissue and thus it 

can help achieve better results in the treatment of these 

patients.  

Other common uses of the neuronavigation technique are 

the guidance through the nose and the sphenoid sinus for 

pituitary region tumors and the guidance for the placement of 

catheters or endoscopes in the ventricles to perform 

intraventricular procedures. 

To sum up, the neuronavigation can make the surgery 

safer and more effective.  However, it has an important 

limitation that must be taken into account by the surgeon in 

order use the information correctly. The procedure uses 

preoperative images and assumes that the brain maintains a 

fixed relationship with surrounding structures. This 

assumption is acceptable at the early stages of an 

intervention and can be partially or totally invalidated by the 

brain movements due to the loss of cerebrospinal fluid and 

tissue resection. In order to compensate this “brain shift” the 

preoperative images need to be updated, if possible, with the 

aid of intraoperative studies (ultrasonography, intraoperative 

RMI, etc.). 

III. IMAGE GUIDED SURGERY EXPLAINED 

The success of image-guided surgery systems is based on 

and determined by the ability to relate the measures taken in 

one coordinate system (or frame of reference) to that of 

another.  Several transformation matrices must be computed 

to enable the tracking of an intra-operative tool, and relate its 

position to the patient’s image [10].  

Specialized hardware (trackers) is used to obtain the 

position of these tools on space. There are basically two 

kinds of trackers: optical and electromagnetical. In both 

cases, the position on space of each tracked tool is obtained 

by attaching reflective markers or sensor coils to them. We 

further explain our selection in another section.  

In order to show the tool position on the patient’s image, 

the transformation (T) which relates the position and 

orientation of the tool tip to the image frame of reference 

must be determined. As shown in Figure 1, the process of 

arriving at the final composite transform T, involves a 

concatenation of individual transformations. 

 

T = MPW º MWT º MTL º MLP 

 

MLP relates the markers to the probe tip (or other 

instrument being tracked). This is a fixed transformation that 

is determined before the intervention from a calibration 

process.   

MTL represents the transform between the coordinate 

system of the tracking device, and the markers on the tracked 

probe.  

MWT is the transform between the tracking device and 

“world” coordinates (the physical patient). Usually a 

reference is used as a world reference frame; this is a 

stationary tool that provides a reference frame for the other 

tracked tools. The reference is usually affixed rigidly to the 

operating table and solidary to the patient’s anatomy. 

MPW is the transform that maps the patient coordinate 

system to the image: the registration transform. Although the 

study is done before the intervention, the skull rigidity let 

assume that the relative positions of the structures that 

appear in the study have not changed; so it is possible to 

align the information obtained from the study before the 

intervention with the patient by a simple rigid 

transformation.  

 

IV. IMAGE GUIDED SURGERY TOOLKIT 

Image Guided Surgery Toolkit (IGSTK) is an open source 

software toolkit designed to enable biomedical researchers to 

rapidly prototype and create new applications for image-guided 

surgery[7]. As a mechanism for preventing patient’s damage, 

the architecture is based on the concept of safety-by-design. 

IGSTK has a component-based architecture and uses state 

machine software design methodologies. Every IGSTK 

component has a well-defined set of features that are governed 

by state machines. The state machine ensures that the 

component is always in a valid state and all state transitions are 

valid and meaningful. This approach enables the automatic 

testing of the entire framework: since the states in which an 

application could be are finite, we can test all of them 

systematically. 

IGSTK components are implemented using the C++ 

programming language. The component implementations are 

mostly based on ITK and VTK classes subjected to a strict state 

machine control. IGSTK components however do not expose 

 
Fig. 1. Transformations associated on an image-guided surgery 

system. Image taken from [10]. 



  

ITK or VTK classes in their public interface. This exposure is 

avoided to increase the level of safety of the components. 

Interactions with the ITK and VTK classes are done only inside 

the IGSTK components and only under the supervision of the 

state machine. 

The main components in IGSTK are: 

- View  
- Spatial objects  
- Spatial object representation  
- Trackers 
- Readers 

A. View 

Viewers display the graphical representations of the 

rendering of surgical scenes: CT or RMI images, 3D 

reconstructions, computer representation of the tools, etc.  

They give feedback to the surgeons while they perform 

their task, by visualizing the information provided in the 

viewers. These viewers are embedded on the application, and 

are implemented using several GUI Toolkits.  

B. Spatial Object 

Spatial objects are the representation of physical objects in 

IGSTK and serve as the building blocks to represent objects 

on a surgical scene. Some of these objects are axes, cones, 

cylinders, images, etc.  

C. Spatial Object Representation 

A Spatial object representation defines how a spatial 

object is displayed on the viewers (color, opacity, etc.). 

D. Trackers 

The tracker (Tracker, TrackerTools, etc.) encapsulates the 

communication between the tracking tools and the tracking 

device to obtain position, orientation, and other relevant 

information of each tool present on the scene. The rest of the 

IGSTK components ask at regular times for the position of 

given tools to update the viewers consequently.  

E. Readers 

Readers are the components that load data to the scene. The 

most important reader is the DICOM reader that loads 

DICOM images generated by CT and MRI devices.  

V. IMPLEMENTATION AND FUNCTIONALITY 

The prototype is being developed integrating hardware 

and software components. 

A. Hardware components 

1) Tracker device 

A “Polaris Spectra” optical tracker device from Northern 

Digital Inc.[8] is used. This device has two infrared cameras. 

It emits infrared light that is reflected by markers located on 

the tools and further captured by the cameras. It can also 

track active markers that emit their own infrared light (eg. 

infrared leds). 

This kind of optical tracker needs an unobstructed line of 

sight to the operating scene. In order to fulfill this 

requirement, the equipment is mounted on an articulated arm 

that allows adequate orientation in the operating room.  

2) PC or laptop computer 

3) Tracked tools 

Tools with infrared reflective markers are used. Two kinds 

of markers are being tested (reflective spheres and discs). 

While reflective spheres are the most popular and versatile 

markers for these applications they are an expensive 

fungible. Reflective disc, while having a more restricted 

orientation range, can be a cheaper alternative to spheres.   

B. Software - �euronavigation application 

IGSTK provides example applications on top of the base 

classes of the toolkit. For the prototype, one of these 

examples (Navigator example) was used as the base to build 

on top. As a natural process on the development of open 

source software, while the project team works using IGSTK, 

it contributes to the global effort by checking the software, 

finding bugs and extending functionality that could be useful 

to other developers.  

The application includes the following functionality: 

 

1) Image loading 

Images of CT and RMI can be loaded from DICOM 

compliant directories 

2) Image to patient registration 

The application can perform “landmark registration” and 

“surface registration”. The former consists on determining 

the rigid transformation between a set of known points 

(fiducial points) both on the image and on the patient; 

anatomical or external attached markers can be used. For the 

latter, several points are obtained from the patient’s head by 

moving the tracked probe over the patient’s skin, and then 

correspondence is built between these points and a surface 

model of the patient’s skin obtained from the images. 

3) �avigation 

Once the two coordinate systems are in correspondence, 

the tracked tools can be virtually represented on the scene to 

give the surgeon a representation of the real scene. The 

system can show in real time the axial, sagittal and coronal 

slices of the preoperative images guided by the tracked tool. 

The slices can be combined in a 3D view with surface and 

volume models of the image data.    

VI. EXPERIENCES 

Neuronavigation was never used in Uruguay before 

mainly due its costs. Through this project, the 

neuronavigation technique is being introduced in an 

experimental stage at the Hospital de Clínicas (University 

hospital) and at the Hospital de Tacuarembó (public health 

sector hospital). This makes possible for patients from the 

lower-income sector in the country to gain access to this 

technology first. At the same time, the new neurosurgeons 

can become familiar with this technique during their training, 

which takes place in these hospitals.  



  

The public health sector provides coverage to more than 

1.1 million users in the country representing one third of the 

population. 1100 neurosurgical interventions are performed 

annually in this sector. 8 procedures per week could benefit 

from the incorporation of the neuronavigation technique and 

this number could double if the technique could be extended 

to spine interventions. 

So far, neuronavigation has been used experimentally in 

three cases corresponding to intracraneal tumors at the 

Hospital de Tacuarembó and the Hospital de Clínicas.  

These experimental trials, in an early stage of the project, 

have been useful to adjust the setup of the equipment and 

tools at the operating room, to perform the preoperative 

registration procedure and to qualitatively verify the 

consistency of the navigation positions given by the 

prototype with the positions seen by the neurosurgeon on the 

patient.      

The first case in Hospital de Tacuarembó was a 

meningioma, a tumor of firm texture, whose boundaries do 

not vary much with the "brain shift". In this first case the 

head fixation device moved during surgery with respect to 

the reference tool which was affixed to the operating table. 

The neuronavigator could be evaluated only until this 

inconvenience. For the second procedure, the reference tool 

was fixed directly to the head fixation device (Figure 2). In 

this procedure the patient had a glial tumor of the brain itself, 

with such a soft texture that varied its position and shape 

after the craniotomy. In this procedure, the neuronavigator 

showed its utility in the planning and execution of the 

operation, showing consistency between what was seen on 

screen and on the surgical field. The third case, at the 

Hospital de Clínicas, brought a new relevant testing 

experience with similar good qualitative results, as it was 

performed in a different operating room by a different 

surgical team.  

 

 

VII. FUTURE DEVELOPMENT 

For the nearby future we have identified three different 

routes to follow:  

 

1) Production phase:  we are determined to make the 

necessary testing and adjustment to conclude the testing 

phase, and achieve a fully functional prototype in the 

next few months. 

2) New functionality: as testing advances and the 

neuronavigator is used in other operations, we are 

identifying new functionalities, that could be 

incorporated to the software.  They have to be analyzed 

and determined in the scope of a new project. 

3) New surgical operations:  The prototype has 

functionalities that are useful not only for 

neuronavigation but also can be applied to image guided 

procedures in other fields. This project will probably 

trigger the interest in other fields. 

VIII. CONCLUSION 

Neuronavigation, a rutine procedure in other countries, is 

being introduced experimentally in Uruguay through the 

collaboration of local engineers and neurosurgeons.  In this 

multidisciplinary project, a prototype is under development 

based on optical tracking equipment and the open source 

software IGSTK.  

It is expected that patients will benefit from the 

introduction of this technique and that new neurosurgeons 

will become familiar with it during early stages of their 

training. 
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