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Abstract— Providing Quality of Service (QoS) has always been an
important issue for Internet Service Providers. However, he proliferation
of new multimedia content services in the last decade has toed it
a vital and challenging feature. The problem with QoS in nowaays
Internet is what to measure and how to do it in order to assure eal
quality levels to end-users. Recent work in the field has fosed its
attention towards the service consumer, assessing the QoS perceived
by the end-user.

This paper addresses the problem of automatically evaluatig the QoS
Perceived by a user (PQoS) of a multimedia service. We first ogpare
the performance of different techniques used for PQoS estiation in
video and voice services over IP (VideolP and VoIP)! We also develop
an original software tool that integrates all the aspects riated to the
automation of the estimation process, using a broad set of rtiedologies
on each case. To the date and to the best of our knowledge, tkeis
no software implementation that completely estimates the ®oS for a
VoIP and VideolP service, solving all the intermediate step between the
selection of the service and the final result in a real enviroment. This
tool allows not only to perform the estimation but to perform an unbiased
comparison of the proposed techniques in the field.

. INTRODUCTION

In the domain of traditional telecommunications, qualifyservice
(QoS) has always been focused on network parameters, gpd&in
different ways of keeping particular sets of them withintagr limits,
in order to assure the user reasonable quality levels. Tdigem with
this approach is that in today’s Internet, the heterogendeatures
of current services make it difficult, sometimes even imfmesto
clearly identify the relevant set of performance paransefer each
case. Even more, the quality experienced by a user of newmadia
services not only depends on network parameters but alsagberh
layers’ characteristics [1] (coding and compression ofthitimedia,
recovery algorithms, nature of the content, etc...). Is Heinse, a final
user might experience acceptable quality levels even irpthsence
of serious network problems. These observations show dliagrthe
quality of new multimedia services from the network’s sidaymmo
longer be effective.

The user perceived quality of serviq®QoS) field addresses this
problem, assessing the quality of a service as perceivedndy e

users. This seems to be in fact the most coherent approan: a

all, the client is who pays for the service and QoS will be what
understands like so, independently of the state of the &ttt
transports the service.
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Fig. 1. PQoS Evaluation.

The assessment of perceived quality in multimedia sendaashe
achieved by two different kind of methodologies, eitlseibjective
or objective ones. Figurel presents a general overview of PQoS
evaluation. Subjective methods define the most accurateicmast
they present a direct connection with the user experientesd
methods consist on the evaluation of the average opinidratgeoup
of people assign to different audio and video sequencesritralted
tests. Different recommendations standardize the mostsiggective
methods in audio [9] and video [10], [11]. Among them, the MOS
(Mean Opinion Score) is by far the most used. In the following
section we describe MOS and other different subjective austhThe
problem with subjective methodologies is their lack of awdtion (by
definition, they involve a group of people for conducting teets)
resulting in an expensive and time consuming approach.

On the other hand, objective methods do not depend on people,
making them really attractive for automating the evaluatiwocess.
Objective PQoS measures can be eitimtrusive or non-intrusive
In network’s context, intrusive means the injection of exttata
(audio and/or video streams in multimedia networignals from
now on) for performing the measure. Intrusive methods aredba
on the comparison of two signals, one reference (originat) ane
gistorted (e.g. by the network while transmitted). In gahethis
comparison is performed either in the time/space domaimp(si
comparing samples: mean square error (MSE), signal to maise
(SNR) or peak signal to noise ratio (PSNR) [1]) or in fherception
domain using models of the human senses for improving the results.
In this last category we find (for audio assessment) the paraé
speech quality measure (PSQM) [14], the measuring noringliz
blocks (MNB) [12], the enhanced modified bark spectral digin
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(EMBSD) [13] and the perceptual evaluation of speech qualit
(PESQ) [15], [16]; in the case of video, some of the developed

tools are the Structural Similarity Index Measurement (#S19]-

[21] and the Institute for Telecommunications Science @lgms, Score | Sequence Degradation
the Video Quality Measurement (VQM) [17] and the Time/Space 5 Imperceptible
Structural Distortion Measurement (TSSDMJ].[ All these tools 4 Perceptible, not annoying
provide a measure of the perceptually relevant degradaifothe 3 Slightly annoying
mgltimedia signal ( [22] preseqts an interesting vali(.iatl'neport Qf 2 Annoying
objective models for video quality assessment). Bearingiimd their 1 Very annoying

possible application in real-time assessment (a desirpldperty
in todays’ networks), the major problem with objective usive
methodologies is their inherent need of both signals, soimgtthat
in some scenarios may result too restrictive (however, we sge

TABLE |
DMOS QUALITY SCALE

is the Degradation Mean Opinion Score (DMOS). In an ACR test,

that in the case of audio this can be somehow solved). In the c@eople evaluates only the distorted sequence and scorgsaiiy;

of video signals there is an extra problem, the time and ressu

consumed by complex methods is in general too high.
Non-intrusive methods present an important advantage,dbeot

require any extra signal for performing the estimation, chhallows

in this case the output is the Mean Opinion Score (MOS).

B. Objective Evaluation
1) Intrusive methods:To measure the PQoS, a multimedia se-

them to be used in real-time scenarios. Depending on the &ind quence is transmitted through the communication systerarnstddy

information they use, non-intrusive methods can be claskis either
signal based or parameter based. In the case of signal bashdds,
the assessment is done without any reference signal, jydyiag

different algorithms to the distorted signal. These meshatk also
known as “null reference”. In the case of parameter basedhadst
network features as well as characteristics of the multienskelf are

(codec, internet, codec). The resulting distorted sigaahen com-
pared with the original one to measure the degradationredfféuring
transmission. As we have stated before, two kind of compasi€an
be performed: direct rough sample comparison (like SNR)varg
simple to implement but they are poorly correlated with satiye
tests. The comparison can also be done by taking into accmunt

taken as input. The idea is to define a function which maps aSPQmodel of human perception to improve the measurement. & thi

relevant set of these parameters into a quality value (asejved
by the user). Examples of these features are loss prolyabdis
length (bursty losses), delay, jitter (all of them relatedte network),
coding, nature of the content (e.g. level of motion, lang)abitrate,
framerate (related to the signal), etc. The ITU E-Model [i{l dhe
pseudo subjective quality assessment (PSQA) [2]-{4] nukstHall
into this category. The E-Model is an empirical/mathenztget of
formulas originally designed for telephony networks piagn and
even though it is actually being used in IP networks, reshige

shown that it is not still good enough for user perceived ityal
assessment [6]. The recently introduced PSQA approach ases

statistical learning algorithm (a Random Neuronal Netw[m} to

case, the sequences are transformed into a perception r@néi
then compared, considering only the perceptually reledéstortion.

a) Audio Methods: Three different methods where imple-
mented: Enhanced Modified Bark Spectral Distortion (EMBSD)
Perceptual Evaluation of Speech Quality (PESQ-ITU P.862)
Measuring Normalizing Blocks (MNB). Three psychoacoustim-
cepts are considered in these algorithms:

1) Critical Bands
2) Loudness
3) Masking

The Critical Bands are based on the ability of the auditory to

learn the mapping between parameters and user perceivditly.quadistinguish different tones. In low frequencies, a few hare enough
The PSQA has already shown promising results in the PQoS fietd distinguish, whereas in high frequencies hundreds ofzhare

in fact, this work was mainly inspired by the results obtdiria
[2]. The main drawback of parameter-based methods is thr@ing
dependence on subjective tests’ results for calibratiaining (in fact,
all different objective methods must have in some senseilratbn
phase as their results are not in the same scale as subjentg.

needed. The auditory system is modeled with a filter bank ofiba
pass filters. TheLoudnessconsiders the question "how intense is
a sound?”. For example, a sinusoidal signal of 40 dB at 50 Hz is
equally intense to a sinusoid of 0 dB at 1 KHz. Tlaskingconcept

is the psychoacoustic effect that takes effect when theepoes of

The remainder of this paper is organized as follows. In $acti one sound does not allow the perception of a second one. Adlypi

Il we analyse the measurement methodology of our tool, desgr
into more detail the algorithms we use. The software implaaten
is described in Section lll, presenting the architecture i&a appli-
cations. In Section IV we discuss the experimental resdéscribing
the test environment and comparing the performance of tleetse
estimation methods. Finally, section V concludes this pape

Il. MEASUREMENTMETHODOLOGY

A. Subjective Evaluation

In this kind of test a group of people is asked for the qualityao
group of sequences (audio or video in our case). There amdyraio
types of tests in this category, the Absolute Category RafACR)

example of masking can be found in the city, when two peophenca
hear each other because of traffic. The auditory threshattbidified
by the presence of a sound.

2) Video Methods: The considered group of video algorithms
differ in what their consider as relevant to the human peraep

a) Time/Space Structural Distortion Measurement - TSSDM:

This algorithm was created by the Institute for Telecomroatidon
Sciences, [18]. The target was to create useful metrics iftereint
quality ranges, and at the same time minimize the additimfatma-
tion for the comparison, allowing its use for a real-timemdd point
quality assessment. To achieve this goals, certain sqatigboral
areas of the video are considered (the same in the origindl an

and the Degradation Category Rating (DCR). In a DCR testplpeo transmitted) and different parameters are calculated. algerithm

compare the original sequence with the distorted one andgberes

is based on changes in the spatial activity, taking the gradas a

the perceived degradation, according to tdblEhe output of this test measure of it.



b) Structural Similarity Index Measurement-SSIM:[19]-[21] will either send him a reference signal (in real time) of $ami
a new philosophy in the design of quality metrics was intcmtli characteristics to the actual service (intrusive methods)start a
“The main function of the human visual system is to extrattcttiral connection’s parameters estimation via active measurertran-
information of the viewing field, and the human visual systam intrusive methods). If the selected algorithm was intresihe client
highly adapted for this purpose”. These works propose tlegtsure- must store the signal sent by the server and perform hintfsePPQoS
ment of the structural distortion should be a good approtionato  estimation (both the client and the server have the sameerefe
the perceived distortion. According to [19], structurdioimmation is signals). In the second case, the server uses the estimatedo$
the feature that represents the structure of the objeatependently the connection (loss probability, jitter, average lossgteh plus the

of the luminance level and contrast of the image. corresponding service features (coding, bit-rate, frateeand motion
¢) Mean Square Error (MSE) and Peak Signal to Noise Ratievel) as input for performing the estimation. Figu?epresents a
(PSNR): The MSE and PSNR are defined as: brief summary of both possibilities. Tasks’ synchroniaatbetween

extreme points is achieved by means of a communication gubto

5 specially developed for this tool.

(CCZ‘ — yi)2PSNR = 10LOg1o(m)

M=

1
MSE = N - @) I1l. SOFTWARE IMPLEMENTATION

k3

where N is the number of pixels in the image or videg,andy;
are the i-eth pixel of the original and distorted image respely, i i i i

and L is the range of possible values for the pixels (i.e. dyina ser A User B User A User B

range). These quality assessment methods have been theisedst Server Mode Server Mode Client Mode Server Mode
ones because of their mathematical simplicity. Howevesy thave  wairorpemand :| |: waitForDemand
been criticised due to their poor correlation with subjextinethods.

3) Non-Intrusive Methods: |

a) PSQA:As mentioned before, the PSQA method is based on == i

the Random Neuronal Networks (RNN) model. How it works? Theenersoiicitud !
results of subjective test (DMOS) depends basically on téie of the % !
transport network (losses, delay, jitter) and the featofethe media '

stream (codec, bitrate, nature of content). If it is posstbl estimate
the function that maps these parameters into the subjeDiN®S,

we can approximate the DMOS by measuring these parametess. T L . )
RNN are a supervised learning machine, that uses a set ofesoup 1he PQOS estimation software tool was designed to be usemtfin b
parameters-DMOSn a training stage to build an approximation tg€nd-points of the service at the same time. The architetuesees a
the mapping function. After this stage, the knowledge ofstete of Symmetrical operation, in which both end points can work ittee
the network and the features of the stream are enough tocpitei clients or servers (considering the classical clientiseparadigm,

Fig. 3. Symmetrical architecture

DMOS. where the client asks for some service and the server respand
his demands). Figur8 explains this concept of symmetry. At the
C. Quality Assessment very beginning, both extreme points act as servers, waifimga

PQoS evaluation demand from the opposite side. When onetbf bo
machines decides to perform an estimation, the scheme ehang

to perform the PQoS estimation but also to compare the peeoce a traditional client/server one, coming to the previouskplained

of different approaches and algorithms. The chosen algostwere operation case (figur@). The main advantage of this symmetrical
PESQ, EMBSD, MNB, E-MODEL and PSQA in the case of audioarchitecture is the ability that both end-points acquir@rtacess and

The developed software tool integrates both intrusive aod- n
intrusive objective estimation methods. The idea of thé¢igoot only

and MSE, PSNR, SSIM, TSSDM and PSQA for video. generate information, saving transmission and operatioa. t
A. Software Design
i i i i During the software design phase, special attention wasteid to
Client Server Client Server the modularity of the tool. The key idea was to conceive aables
and easily to improve/modify design. The final implemewtatie-
sulted in a 5 independent module design (each of them candzk us
e | semanderocesein semadrrocessing, —— jsolated from the rest, in any other application). Figdr@resents
_conroloataExchange a general overview of these 5 modules. TBgstem Manager is
Satafomarding, : the software’s brain. It manages the connection estabéshrand
Slgnalstoring, ‘m data exchange between end-points as well as the rest offfaeedt
e T modules. It is basically composed of 3 sub-moduledient, aserver
= and themanageritself. The PQoS Algorithms module is the most
important module of the system, as it implements the diffeesti-
Fig. 2. Measurement methodology mation algorithms so far discussed. TBeguences Provider module

supplies the audio and video signals for intrusive PQoSnesibn.

The PQoS evaluation is performed between the extreme poilitsconsists of an audio streaming platform (implementedhvitie
involved in the service for which we want an estimation. Thdava Media Framework toolbox, [24]), a video streamingfptat
client begins the measurement by sending a demand to therser{implemented with the Video Lan Client project, [25]) ancegerence
Depending on the type of algorithm selected by the cliem,Sbrver signals database. Thdetwork Estimator module is in charge of



the network parameters estimation. For doing so, it usels eotl-
points of the connection to send and receive probe packatallys

the GUI module implements the graphical user interface to easi toea

interact with the tool. The programming language of the liorl

is not the same for all the modules. Higher layer implemémmat

where mostly developed in Java, while lower layer prograngmi
(C and C++) was used in almost all critical time applicatigagy.

PQoS intrusive algorithms). The interaction between laggs was
achieved by using the Java Native Interface library, a tibesaet

of classes/functions which aloud the communication betwieeth

“worlds”.

GUI

!

System Network
Manager Estimador

PQoS Algorithms

Sequences
Provider

Fig. 4. Software components.

IV. EXPERIMENTS AND RESULTS
A. The Test Bed

To perform the subjective tests, calibrate the objectivéhors and
evaluate the performance of the different approaches welalsed
a simple test bed which allows to emulate network conditiona
controlled fashion [1]. This test bed is composed of two epthip
machines (server/client) connected through an internedbater that
simulates losses, delay and jitter. In the case of lossesariavian
Gilbert loss model is applied in order to generate burstgdeq23].
Jitter and delay are controlled by direct manipulation offdrs.

The multimedia signals’ sets consisted on 75 originaledist

DIOS vs. PESQ
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Fig. 5. DMOS vs PSQA (left) and DMOS vs PESQ (right)

TABLE 1l
MEAN ABSOLUTEERROR(MAE) AND CORRELATION FACTOR (CF)

Method MAE CF
EMBSD 0.77 0.77
PESQ 0.43 0.88
MNB 0.66 0.71
PSQA 0.70 0.79

scale as DMOS values (they are correlated with human aseassm
but each one uses its own scale), so a calibration phase dsicizal
before the comparison (except for PESQ which is alreadpicaid).
As regards non-intrusive algorithms (we will only considRSQA in
the evaluation, the E-Model has already shown poor perfocegl],
[6]), the system must be trained before applying it. In baikes we
split the previous data set int@ining data se{(70%) and avalidation
data set(30%). With the first set we calibrate/train the intrusiva@in
intrusive methods, with the second we do the validation.

1) Audio analysis: Figure 5 presents the results obtained with
PSQA (left) and PESQ (right) with the whole data set (in fdlg
training data set was used with PSQA but all samples were used

couples for video and 72 couples for audio. The referenceovidr validation). In the case of audio we have decided to pregee

sequences where chosen according to the reference [1Q],(401

graphical results of the best intrusive method (between@ BENB

short sequences of 10-30 seconds, good lighting level) aruwd and EMBSD) and the non-intrusive one (PSQA); all results lsan
classified by coding (MPEG1 and MPEG4) and motion level (lovfound in [1]

medium and high). In audio, 24 short sequences where ret@nole

In table Il we present the actual values of the MAE for all

coded with three different codecs (PCM, GSM and G.723). Ea@gorithms, including as well the Correlation Factor (Ckeyvbeen

reference signal was transmitted through the test bedhgetifferent
values for the router’s parameters so as to cover the mdabseiones
of an Internet like scenario (i.e. 75 different parameteoshbinations
in video and 72 in audio). The generated signals were thed fmse
conducting the subjective tests (as described in sec¢tjpomesulting
in a final data set of the form

(Sc(j)7{p07p17“7pi7-'7p7l}7DMOS)7 (2)

where sc () is the j-th original-distorted signal coupley; is
the value of the i-th parameter (e.g. loss probability, bleagth,
jitter, codec, level of motion, etc..) addMOS s the corresponding
subjective test result. Finally, part of the data set wagl usetrain
the PSQA learning algorithm and calibrate the objectiveusite
methods, using the remaining data for validation.

B. Evaluation of the Different Techniques

In order to compare the performance of the different alpori
we use a traditional error estimator, the mean absolute @WtAE),
between estimated values (algorithms) and real ones (givai¢ests).

real and estimated DMOS (a value close to 1 indicates higiatin
correlation)

The results obtained in audio quality assessment predenBESQ
intrusive method as the best. Compared with the other intus
ones, PESQ has a major advantage: it includes a temporal re-
synchronization algorithm that allows an accurate sigoatgarison.

In the presence of data losses, a direct signal comparison ma
result in very poor performance (worst results are obtametbsses
occur closer to the beginning, see [1]). It is important tocate
that PESQ is the actual ITU recommendation for voice peeckiv
quality assessment ( [15]). Results obtained in our testwigdour
implementation of PSQA denote a lack of adaptability of the RNN
to the used data set. During subjective tests we realizeégtuple’s
reactions to impairments in data voice are very different féct,
post-test data analysis showed big variance of resultsjjtieg in a
difficult data space mapping.

2) Video analysis: In video analysis,our implementation of
PSQA is clearly the best method, and not only because of th#desh
error value, but mainly because of the time involved in thavegtion.

As stated in sectioh, intrusive methods’ results are not in the samé&ablelll summarizes these observations. Figbighows the different



DMOS Vs SSIM

TABLE Il

e MAE AND AVERAGE COMPUTING TIME (ACT)
**fi*i* p
: | :M Method MAE ACT (seconds)
4o SSIM || 0.60 > 600
B PSNR 0.48 ~ 20
R PSQA || 040 ~1
T e TSSDM || 0.53 > 1200

2 25 s s 7 s o
Loss Probabily (%) Loss Probabiy (%)

Fig. 6. Upper left DMOS vs SSIM, upper right DMOS vs PSQA, lowedt
DMOS vs PSNR, lower right DMOS vs TSSDM . . . )
9 Fig. 8. DMOS vs loss probability for different audio codedsft] and

different video motion levels (right)

algorithms along with their respective fit curves (in theecaBPSQA
a straight lineSubjective DM OS = PSQA is plotted to see the

. . . o .
quality of the results). cases that, in the case of high loss probability (20% in gugii6 in

video) isolated losses have a stronger impact over PQoShinasty
ones (this is because isolated losses must occur more friygtiean
bursty ones to keep the same loss probability).

PSQA DMOS vs Subjective DMOS

DMOS
w

—— PSQA DMOS
15F ——+— Subjetive DMOS

Average losslength (packets)

B
oss Probabi w0
Loss Probasiin G Loss Probabity ()

Fig. 9. DMOS vs loss probability and average loss length fati@ (left)
and video (right)

0 2 4 6 8 10 12 14

Fig. 7. Subjective DMOS and PSQA - validation date set

V. CONCLUSION

As stated in sectioii, in the case of video there are no standard- In this paper we have presented the Quality of Service pnoble
ized methods for perceived quality assessment, somethaighows from an end-user point of view. Different methodologies énéeen
that PQoS for video is still a very difficult problem. The imsive introduced for quality assessment in multimedia servidasoriginal
methods presented in this work suffer from the same synétation  software tool for PQoS evaluation has been developed arided
problem as in the audio case. However, the performancengatdly in this work. The main advantages of this tool are the contlminaof
PSQA shows a priori that the problem can be solved. To corclug broad set of the different methodologies that have begpogsal to
with video analysis, we show in figuré the results obtained by the date, the integration of all the aspects related to thaaation of
PSQA in the validation data set. the estimation process and its modular design. We use tlwasef

3) Analysis of the influence of through PSQ@ne interesting tool for comparing the performance of the different methodssid-
advantage of objective parameter based algorithms is thsilgity  ered and we present experimental results in a real simoltgi bed.
to analyse the influence of different features over PQoSurEi§ There are still many possible improvements for the estionatool
presents the influence of voice codec selection (left) addo/motion  and for the experimental results that were obtained. Iniquaat,
level (right) on perceived quality as a function of loss gbility. As  experiences should be carry out in a more general Interket i

expected in audio, losses in the caseG¥11coding (pure PCM, environment to validate the implementation and to contiwita the
bigger bitrate, no predictive model seriously affected bgskes) are PQoS analysis.

less annoying. In the case of video is also clear that lossdaster

scenes bother more. ACKNOWLEDGMENTS
Finally, figure9 evidences the influence of bursty losses over voice This work was developed as part of a final year engineeringegeg
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