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ABSTRACT

A Data Integration System (DIS) is an informatioystem that integrates data from a set of
heterogeneous and autonomous information sourceéspesvides it to users. Quality in these
systems consists of various factors that are medsordata. Some of the usually considered ones
are completeness, accuracy, accessibility, freshnegailability. In a DIS, quality factors are
associated to the sources, to the extracted andféraned information, and to the information
provided by the DIS to the user. At the same tithe, user has the possibility of posing quality
requirements associated to his data requiremeifissQDality is considered as better, the nearar it i
to the user quality requirements.

DIS quality depends on data sources quality, oa tfansformations and on quality required by
users. Therefore, DIS quality is a property thaiesmin function of the variations of these three
other properties.

The general goal of this thesis is to provide maidms for maintaining DIS quality at a level that
satisfies the user quality requirements, minimizilng modifications to the system that are
generated by quality changes.

The proposal of this thesis allows constructing amaintaining a DIS that is tolerant to quality

changes. This means that the DIS is constructédgakto account previsions of quality behavior,

such that if changes occur according to these gicns the system is not affected at all by them.
These previsions are provided by models of qubktyavior of DIS data, which must be maintained
up to date. With this strategy, the DIS is affectedy when quality behavior models change,
instead of being affected each time there is aityuadriation in the system.

The thesis has a probabilistic approach, whichnalmodeling the behavior of the quality factors at
the sources and at the DIS, allows the users tte dtaxible quality requirements (using
probabilities), and provides tools, such as cetyaimathematical expectation, etc., that help to
decide which quality changes are relevant to th& Quality. The probabilistic models are
monitored in order to detect source quality changtstegy that allows detecting changes on
quality behavior and not only punctual quality ches We propose to monitor also other DIS
properties that affect its quality, and for eachhafse changes decide if they affect the behayior o
DIS quality, taking into account DIS quality models

Finally, the probabilistic approach is also appl&dhe moment of determining actions to take in
order to improve DIS quality. For the interpretatiof DIS situation we propose to use statistics,
which include, in particular, the history of theadjty models.
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CHAPTER 1. INTRODUCTION

1. Context

A Data Integration System (DIS) is an informatioystem that integrates data from a set of
heterogeneous and autonomous information souraggivides it to users. It is an integration
system that follows the GAV (global as view, [Ch#awea04]) approach, and basically consists of a
set of data sources, a transformation processighagiplied to data extracted from sources, and a
global data view, which is the data access provittedisers. We consider the transformation
process as a workflow in which the workflow aciegt perform the different tasks that extract,
integrate and transform data such that it satigfiebusers information needs. We consider that the
DIS may have different degrees of data materiatimatfalling in one of three categories: (i)
Virtual, where all the information extraction, igtation and transformation is done at the moment
of the user query, (ii) Materialized, where therésts an integrated schema whose information is
materialized, and (iii) Hybrid, where there is artegrated schema where some of its parts are
materialized and other ones are virtual.

The user, who retrieves information from the DISusually far from its generation and ignores
how and when it was published at the sources abaselvhat transformations it suffered. This

situation worsens as sources are more externabaindf user control. Therefore, the user may not
feel fully confident about the retrieved informaticT his is always undesired and becomes critical
when the user is going to make decisions basetealitained information.

For this reason, the management of data qualitignkind of systems becomes an essential issue.
Quality in these systems consists of various factbat may be somehow measured in the data.
Some of the usually considered ones ammpleteness, accuracy, accessibility, freshness,
availability. In a DIS, quality factors are associated to th&ces, to the extracted and transformed
information, and to the information provided by DS to the user. At the same time, the user has
the possibility of posing quality requirements asated to his data requirements. Considering that
we have, on one hand the quality offered by the, il on the other hand, the quality required by
the user, we assume the quality of the DIS ashétie nearer it is to the user quality requireraent
(this consideration is shared by other authors,[8tgong+971]).

Quality factors are measured at the data sourceb,.tteen they can be calculated for the data
provided by the DIS to the user. Quality at datarses may be measured by the owners of the
sources or by the DIS administrator, once he h&mard it or basing in certain information that
allows him to deduce the quality values. We consiglity factors whose state can be represented
by numerical values. For example, we associatédoqtiality factorfreshnessnumerical values
that represent the oldness of the data since oertament.

The values of the quality factors provided by tH& Dan be evaluated, taking as input data sources
quality values. There are many works that focus ohis problem, such as
[Naumann+99][Mecella+03][Peralta+04].

Considering the concepts expressed above, it & ¢hat DIS quality depends on data sources
guality, on data transformations and on qualityuiesfl by users. Therefore, DIS quality is a
property that varies in function of the variatimfshese three other properties.

This work is closely related to a previous one, timesis work of Verdnika Peralta [Peralta-06],
which is situated in the same context. It mainlgiradses the problems of quality factors definitions
and quality evaluation in DIS. Our work is basedmany of its results and can be seen as a
continuation of it. It is for this reason that manejerences to the mentioned work of Peralta can be
found throughout this thesis.
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2. Motivation

We use an example for supporting the motivatioausfwork.

Consider a system that integrates information feaweral hospitals of a country, which is used by
an epidemiology department of the government ireotd make decisions concerning the country
inhabitants. The system is calletbalthDIS The freshness of the information obtained from th
system is very important, since the decisions nmaguite different according, for example, to the
number of cases of a disease appeared the lasDdayof the users, calldkter, stated for certain
guery about diseases casgseryl a required freshness10 hs. The DIS was designed so that all
users’ freshness requirements were satisfied. Henyétve freshness of the information obtained by
Peter changes very frequently, since different itmms$ of HealthDISare continuously changing.
At a certain moment one of the sources starts bepuated with a lower frequency than before.
Peter is probably making wrong decisions because bsing data that is not fresh enough. Which
is even worse, he trusts on this data and thinkeét a freshness that it does not really have.
Analogous situations are generated with respeattaracy of the obtained information. Figure 1.1
shows the DIS.

HealthDIS ) r req freshness < 10
! queryl

Mary

Hospitall  Hospital2 Hospital3 Hospital4

Figure 1.1: Example: HealthDIS

The DIS must have as an objective the maintenarictheo satisfaction of the user quality
requirements. On the other hand, it is absolutebessary that the DIS guarantee Peter that he will
always be aware of the quality of the obtainedrimf&@tion. It cannot happen that the user thinks that
the DIS is satisfying his quality requirements whigis is not true. To achieve this, the system must
be prepared to endure or detect and manage thgeh#mat affect its quality.

The administrator oHealthDIS calledMary, is in charge of the maintenance of DIS qualite T
most serious problem she has is related to themysstructuring that may be necessary each time
quality changes. Sometimes, the system loosestyuatd it must be restructured in order to
recover its previous quality. This may imply, foxaeple, to eliminate a data source from the
system, to change some data transformation proeéss,which are in general very expensive
system modifications. The DIS administrator needs niinimize the frequency of system
restructuring.

10
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It would be a great solution for the previously aésed situation to have a DIS thatt@erant to
guality changes This means that the DIS is constructed taking attcount previsions afuality
behavior, such that if changes occur according to theseigioms the system is not affected at all
by them. These previsions could be provided by rsodé quality behavior of DIS data, which
should be maintained up to date. With this stratélggy DIS would be affected only when quality
behavior models change, instead of being affectesh dime there is a quality variation in the
system.

In summary, it is necessary to have models of gi@bior of DIS quality. With this powerful tool,
we would be able to construct and maintain a DE& th tolerant to quality changes. Through the
detection of DIS-quality behavior changes, instehdnly punctual quality changes, the impact of
guality changes on the DIS is minimized.

3. Problem Statement

A preliminary analysis of the problem of DIS qugalithanges can be found in Appendix |, where
we characterize the phenomenon and we comparéhitawiell-known similar problem.

The problem we address is basically how to maintainacceptable level of quality in a DIS.

Normally, there are diverse and frequent changehease systems that may affect their quality,
leading us to apply corrective modifications to It. is important to avoid unnecessary

modifications, since they may be deep ones, suclthasmiges on the design, elimination or
substitution of the participant sources, etc. Tfogeg it is necessary to correctly determine when a
occurred change on the DIS merits this kind ofcendi It is desirable to have a control over the DIS
that allows us to monitor it, know the behavior itsf quality, detect when we should act for

repairing its quality and repair it when it is nesary.

We should have as much knowledge as possible, aheuDIS; its past, present and probable
future, such that we can have a clear idea ofititation when we have to modify it to improve its
quality.

We distinguish three basic problems to address:
1- How can we know the quality behavior of the DIS?

Quality is measured in source data and we are &blealculate from it the quality of
information provided to the user. It is clearly pitde to calculate the quality provided by the
DIS at a certain moment, measuring quality of thedusource data and calculating the resulting
quality, or directly measuring quality in the ramgd data. However, it would be more useful to
know how DIS quality behaves in general, havingeatimation of the quality that may be
obtained in the queries to the DIS. We want to reweodel of this behavior. A model of DIS
quality behavior will depend on the models of sesrquality behaviors. All these models must
be calculated and also maintained.

2- How can we detect a change that has occurred dpifeaffecting its quality behavior and
taking it to an unacceptable state?

Many different changes may occur in the DIS. Thelsanges may have different degrees of
incidence on DIS quality. We must define technigiseddentifying when an occurred change
affected the DIS quality to a degree that it tunmacceptable. For this we must take into
account the user quality requirements. It is vempadrtant to detect which are the relevant
changes in order to minimize the actions for corspéing changes on the DIS.

11
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3- How can we repair DIS quality after a change?

There are many modifications that can be appligtiedIS in order to improve its quality. It is
necessary to study how the different componenttadb each-other and how their different
characteristics affect the quality factors. In &iddi when we choose some modifications, they
may not be the most suitable ones, i.e. the masterdent in a cost/benefit relation, for the
given DIS situation. Therefore, the most imporiaatie in this problem is to correctly diagnose
the DIS situation and to determine the best actiortse applied for repairing its quality. In the
resolution of this problem it may be taken into aett the change that generated the
dissatisfaction and all the information that is mtained about the DIS and its quality.

4. Goal of the thesis

The general goal of this thesis is to provide maidms for maintaining DIS quality at a level that
satisfies the quality requirements of end-usersjmikzing the modifications to the system that are
generated by the quality changes.

For achieving this general goal it is necessang&eh some particular or specific sub-goals:
0 Provide techniques for modeling DIS quality behagind maintaining these models.

0 Propose strategies for monitoring DIS quality.

0 Propose a mechanism for detecting relevant DIStguaianges.

0 Propose a mechanism for repairing DIS quality

In addition, there is another sub-goal, which ie #xperimentation of an important part of the
proposed techniques in a real case. This is usefshow the feasibility and applicability of the
proposal.

5. Approach of the thesis

The thesis has a probabilistic approach, whichwallmodeling the behavior of the quality factors at
the sources and at the DIS, allows the users tte dtaxible quality requirements (using
probabilities), and provides tools, such as cetyaimathematical expectation, etc., that help to
decide which quality changes are relevant to tHe qlality.

We propose to monitor the probabilistic models liden to detect source quality changes, strategy
that allows detecting changes on quality behaviod aot only punctual quality changes. We
propose to monitor also other DIS properties tHifgctits quality, and for each of these changes
decide if they affect the behavior of DIS qualifgking into account DIS quality models.

Finally, the probabilistic approach is also appl&dhe moment of determining actions to take for
improving DIS quality. To interpret DIS situationewpropose to use statistics, which include, in
particular, the history of the quality models.

In conclusion, the general approach used througtimithesis is the probabilistic vision of the
guality at the system. As secondary approaches sgethe management of events for detecting
changes and rules for managing them.

We think that this is a proactive approach, siride based on actions we can perform before the
occurrence of a change: a) calculating how sountk @IS quality can vary without failing to
satisfy the quality requirements of the DIS, anjl i§bilding probabilistic models, which allow

12
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predicting quality behavior. This prediction allolvaving a DIS that is tolerant to quality changes,
since it is maintained so that it supports the igpted changes.

The main advantage of this approach is that it mizes the impact of quality changes on the DIS,
avoiding a lot of useless work in its maintenance.

It is difficult to give behavior patterns or ruled detailed solutions, applicable to the majarity
the quality factors. Therefore, to study more deepé problem of changes it is necessary to start
considering one factor at a time, since each fduagra particular behavior, and affects the system
differently. In our work we focus on two qualityctars: freshness and accuracy. We have chosen
these factors because they have very differentcheristics, such as the form of propagation in the
system or the parameters that affect them.

We propose the existence of a system that coewsts the DIS, which we call Quality
Management System, where our proposed mechanigncaared out.

6. Contributions

The main contributions of this thesis are the follm:

0 Techniques for modeling quality behavior in a DIS
We propose to build and maintain probabilistic medd the quality factors at the sources and
DIS. We provide technigues for modeling qualitytioé sources for freshness and accuracy,
which apply to different scenarios. We also provietehniques for modeling quality of the DIS
for freshness and accuracy factors.

0 A mechanism for detecting relevant quality charigesDIS
We provide a mechanism for detecting changes of ity from events that notify certain
changes in different DIS elements. After procestiirmgevents and evaluating the effects of the
changes it notifies only the relevant changes. e advantage of the mechanism is that it
filters a lot of changes that are not relevant aetects only the changes that deserve a
treatment, which are changes on quality behaviat tenerate the dissatisfaction of user
guality requirements.

0 A mechanism for analyzing DIS situation and findthg most suitable actions for recovering
quality
We provide a mechanism that from the occurred eglechanges analyzes the situation of the
DIS, basing on statistical information maintained the management system, deduce an
interpretation of the situation and then determiaganked list of actions for recovering DIS
quality. The mechanism basically consists of sétsiles, which can be extended adding new
rules, new interpretations and new actions. The/iged interpretations, actions and rules
show the usefulness of the mechanism.

13
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7. Document Organization

The present document is organized as follows.

Chapter 2 presents the existing knowledge aboulitguaanagement, specially quality changes
management.

Chapter 3 presents an overview of our proposallsti presents some basic concepts that are used
throughout the proposal.

Chapter 4 presents the techniques for buildingsiinrces quality models and the DIS quality
models.

Chapter 5 presents the proposal for change detediist a taxonomy of changes and then the
mechanism for detecting relevant quality changekeaDIS.

Chapter 6 presents the proposal for quality regouefirst presents an analysis of the possiblé an
effective modifications that can be applied to EH8 after a quality change, and then it presergs th
proposed mechanism for deducing which actionsherertost suitable for each situation of the DIS.

Chapter 7 presents a description of the experirtient¢ghat was carried out in order to show the
applicability of the proposal.

Chapter 8 presents the conclusion of the thesis.

14
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CHAPTER 2. EXISTING KNOWLEDGE

1. Introduction

In this chapter we present an overview of the xgsknowledge in the areas that are related and
relevant to our work.

With respect to Data Quality area, we briefly preassome of the most relevant works about the
general field, data quality dimensions and measentniVe analyze more in depth some works
about data quality evaluation in Data Integratigat&ms, since our work is strongly based on them,
and finally we emphasize and focus on analyzingantbeks about data quality improvement, since
this is the sub-area that is closest to the oneeaddd in the present thesis. Therefore, we mostly
concentrate on analyzing data quality improvemeap@sals, whose approaches we found closest
to ours.

The separation in the sub-topicpiality dimensions measurementevaluation in DIS and
improvementperhaps is not so realistic or natural, in faeihgnproposals involve several of them
and they strongly inter-relate. Nevertheless weedpd organize the works in this way because it
allows us to concentrate in which we are most @sixd and, on the other hand, it is useful for the
positioning of our work.

In addition to quality-related research works, wamment some existing works about schema
evolution and probability techniques applicatio®ur intention is to show works that have
influence in our approach and solutions.

In Section 2 we present the works in the area ¢& Qauality, in Section 3 we comment some works
about source schema evolution problem, in Sectiave 4omment some applications of probability
technigues to data management, in Section 5 weigosiur work with respect to the previously

presented ones, and finally, in Section 6 we pitetbensummary of the chapter.

2. Data Quality

Data Quality is a wide research area, which iniveny different aspects and problems, and also
important research challenges. On the other hamési an enormous relevance for industry due to
its great impact on information systems usefuliesall application domains. A great amount of
work about data quality can be found in the literat mostly generated in the last decade. An
interesting analysis of the evolution and curreatesof the field is presented in [Neely-05]. listh
paper, the author combines the five principlepfoduct and service quality defined by J. M. Juran
in [Juran-88] and the framework for analysis ofadquality research presented by Wang et al. in
[Wang+95-a]. Based on this combination he analyimesvhich problems existing work most
focuses and which ones have not had much atterilen.main conclusions are the following.
There is significant research regarding the pradocnd distribution of information, in particular
related to data warehousing. Also the problem dligudimensions has been well researched,
while more work still needs to be done with regamsmeasurement or metrics. There is very little
work related to economic resources and operatidnagsurance costs. The author claims that it is
time to move beyond the definition of data quatiimensions and determine how these dimensions
define the quality of data in terms of the usere @lso states that more research in improving the
analysis and design of information systems to ihelguality constructs is needed. Finally she
poses the need of supporting frameworks with ecgdidata.

Another interesting analysis of data quality reskarea is the presented in the paper written by
Scannapieccet al, [Scannapieco+05-a]. Here, the authors, afterstimgj in the importance of
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addressing data quality problems and improving igualf data in many contexts, mention a
definition of data quality that is referenced inmpaother papers ([Neely-05], [Wang-98fitness

for use Then they focus on the multidimensional charéstierof data quality, as researchers have
traditionally done. They precisely define the disiens: accuracy completenesscurrency and
consistencyThey say that this core set of dimensions iseshly most proposals in the literature,
although the research community is still debatihg txact meaning of each dimension, and
studying which is the best way to define data dqualVarious general sets of data quality
dimensions have been proposed including the mesdi@more set and further dimensions. Finally
they comment that for specific application domainsjay be appropriate to have more specific sets
of dimensions.

With respect to quality dimensions, we highlighe flollowing works. In [Wang+95-b] the authors
motivate the need for data quality dimensions dlidim, as the need for tagging data with quality
indicators which are characteristics of the datd &® manufacturing process. They introduce a
large set of data quality dimensions and a hiesacftthem. In [Strong+97], based on the concept
that high-quality data is data that is fit for use data consumers, the authors define certain data
guality dimensions and categories. Finally, quatiffnensions and classifications of them into
categories are presented in [Lee+02], where theeasiprovide a table summarizing the academics’
view of information quality (quality properties dedéd by different researchers), and another table
summarizing the practitioner’s view (quality profies defined by specialists within organizations,
consultants, vendors of products).

In our research group, we have also worked onttiidysand definition of data quality dimensions.
We presented, in a joint work with R. Ruggia, [Mta®03], a study of a wide set of quality
dimensions and we propose a correspondence betwsemviewpoint and system-viewpoint
guality dimensions. As an example of definitioncufality dimensions specific to an application
domain, there is the work presented in [Etchevdl#}+which focus on defining the appropriate
quality dimensions for the biological domain, sfiieaily for microarray databases.

There are works that concentrate in very few qualibperties, such as [Peralta-06], where a very
deep study of freshness and accuracy quality dimessis presented, and [Bright+02] and
[Theodoratos+99], where freshness and its impaittarsystem design is studied in depth.

Oriented to Data Warehouse (DW) environments, mdata quality works can be found. In
[Ballou+99] the authors bring the data quality deob to the DW area. In [Jarke+97] the authors
present a set of quality factors, grouped in categdhat may influence a DW system. They discuss
several relationships between quality parametetsdasign/operational aspects of a DW. The work
presented in [Jeusfeld+98] gives a formal meta-fmleepresenting quality goal formulation and
quality measurement in a DW. Examples of specitimaand instantiation of the model are
presented. In [Calero+01] the authors focus onidimiensional models’ quality. They present a set
of quality metrics for a DW “star” design, and arf@l validation process that is applied to them.

Addressing the problem of quality measurement, maorks can also be found. We highlight, for
example, the one in [Pipino+02], where data quadisgessment is presented as depending on
subjective perceptionand objective measurementSubjective assessments reflect the needs and
experiences of stakeholders (collectors, custodiadsconsumers of data). In many cases different
stakeholders have different assessments for the sprality dimensions. Objective assessments,
which involve metrics for the data set in questicem) be task-independent (the metrics do not take
into account the context of the application) oktdependent (the metrics are developed in specific
application contexts). In practice, the authorsppee performing subjective and objective
assessments, comparing the results and identifgingrepancies in order to take actions for
improvement. On the other hand they propose thueetibnal forms for developing objective
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metrics: Simple Ratip Min or Max Operation and Weighted AverageThe simple ratio is the
number of undesirable outcomes divided by totatamwies subtracted from 1. The min or max
operation is used when the dimension measuremeplires the aggregation of multiple data
guality indicators. The weighted average is anradtéve to the min or max operation, useful when
there is a good understanding of the importanceauh variable to the overall evaluation of a
dimension. The authors present a set of data gudiihensions and the metric for each one,
applying these three forms.

We also highlight the work in [Naumann+00], whehe tauthors present a classification for
information quality criteria according to the pdssisources of the criteria scores. They classify
them in three classes: subject-criteria, objed¢edd and process-criteria. The first is when the
scores can only be determined by individual useig,(understandability). The second one is when
the scores can be determined exactly by analysisaimation (e.g., completeness). The third one
is when the scores are determined by the procemsenfing (e.g., response time). They analyze the
characteristics of each kind of measurement ang phepose general methods for each one. They
also comment the confidence of the measuremerddh ease. They emphasize the importance of
having a detailed description of how and when tsgeasments should take place, remarking the
convenience of repeating the assessment regularly.

Other important works include proposals for meamprcertain quality dimensions, such as
accuracy and currency, [Shankaranarayan+03] [B&86{|Ballou+03], also taking into account
weights that contemplate context characteristios[Hven+05] they have an approach where
measurement is oriented to the content and itdcgtility for business use, instead of basing upon
impartial characteristics of the data (assumingdaeds for the measurement).

In addition, there are several works that meastiver@uality aspects of data, such as [Calero+01],
which focuses on multidimensional models’ qualdapd [Moraes+07], which measures quality in
data integration schemas.

2.1 Data Quality Evaluation in DIS

In systems whose information is obtained from mpigti sources, integrated and eventually
transformed in different manners, to know the dyaif the information provided to the user is not

a trivial problem. Even in the case where the guali sources is perfectly known and informed by

the sources owners, the quality provided by the l$he user must be calculated. We call data
guality evaluation to this calculation, which imse cases is actually an estimation.

In the following paragraphs we comment some oftheks that address this topic, which we found
and selected from the literature, due to theiuigrfice or relation with our approach.

In [Naumann+99] the authors present a quality modelheterogeneous information system, which
allows calculating quality values for the possiplans of a query. They propagate quality factors
through the query plans in order to deduce theityuzl them. They consider a plan as a binary tree
with QCAs (query correspondence assertions betwemisources and the mediator) as leaves and
join-operators as inner nodes. They propose tausactionMergeto obtain the factor value of a
relation that is the result of a join, from thettacvalues of the participating relations. In pautar,
they define accuracy quality factor as the pergentaf objects without data errors such as
misspellings, out-of-range values, etc., and thegeldunction they propose for accuracy is the
product of the accuracy values of the joining fefz.

In [Ballou+06] the authors propose techniques fingating accuracy in tables that are the result of
combinations of base tables. On one hand, theyopeop method (Reference-Table Procedure) that
estimates the accuracy of the result of any operatioing a comparison between the resulting
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table and a reference “correct” one. Samples obtse tables are used. The reference table is a
sample obtained from the corrected base tableslsanihen the sample obtained from the original
base tables samples, is compared to the referabbe tand from this comparison the resulting
accuracy is determined. On the other hand, thepgs® some formulas for estimating accuracy
from the accuracy of the samples of the base talbles combinations they consider are the basic
operators of relational algebra. For the casesetéclon and Projection operations the estimated
accuracy is the same as the estimated accuradyeahput table. In the case of Union operation,
they give the following formula: P = {fP; + n,*P,) / (0, + p), where n and n are the number of
tuples of the input tables and &d R are the estimated accuracy values of each of theithe
cases of Projection and Union the respective fommare useful when no duplicates are generated
in the result; for both operations, in the casesxibtence of duplicates (which are analyzed
separately) they propose the use of the RefereabkeTProcedure. For Cartesian Product and Join
by foreign key operations, the proposed formulthésfollowing: P = P* P,, where P and B are

the estimated accuracy values of the input tafdles. estimation of accuracy for Join over non-
foreign key attributes is very complex. They analyarious cases for showing the complexity of
the problem. They also propose for each estimatiercalculation of the confidence interval, and
they finally present techniques for obtaining ajmpistte samples.

The work presented in [Shankaranarayan+03] involwmesly aspects of the problem of quality
management, but, due to our interest here, now mg pay attention to their proposal for
evaluating accuracy factor. They work basing on adeh for the processing of an information
product, called IPMAP, which we better describené@xt section. In this model there are different
constructs, such as processing blocks. A procesdouk combines data units to create a different
data unit. The accuracy of the output data unilépendent on the processing performed. The
proposed formula is for a generic process that @oeesbmultiple data elements to create an output,
not taking into account the type of processinggrened and ignoring the error (in accuracy) that
might be introduced by the process itself. Theyppee to do a weighted average of the input
accuracy valuesio; (8 * Ai) / Zi- 1, n (A1), where ais a weight provided by the decision-maker
for the input data unit i and;As the accuracy value of the input data unit i.

In [Pon+05] the authors propose a method for ranlsieveral sources basing on their accuracy,
giving the possibility to DIS of selecting the m@ecurate source data and knowing its accuracy. In
this context there is a set of data sources, frévare/the system extracts the same data, therefore
each source data can be compared to each othemprdpesal for evaluating the accuracy of a
source consists of a formula that considers tHeviahg three issues: (1) a probability of the seurc

of being absolutely accurate, (2) the previousrestied accuracy (at the previous time unit), and (3)
the agreement with the other data sources. Thepaged on two main ideas. The first one is that
data sources that have been accurate in the pastiso likely to be accurate in the future. The
second one is that if a data source agrees witlicanrate data source, it should also be accurate,
and if a data source agrees with an inaccuratesdat@e, it should also be inaccurate.

In [Peralta-06] the author defines tiuality Evaluation Frameworkwhich is intended to be a
flexible context which allows specializing evalwatialgorithms in order to take into account the
characteristics of specific application scenarkest. example, in a DIS that materializes data, the
data freshness evaluation method should take iotmoumt the delays introduced by data
refreshment, while in a virtual DIS such delays ao¢ applicable. The framework models data
sources, data targets and the DIS processes. D&gses include the tasks for extracting,
transforming and integrating data and conveyintpiusers. The DIS is modeled as a workflow
process that includes these tasks, and they diineoncept oQuality Graphfor representing and
managing it. The graph is directed and acyclicntides are of three types: activity nodes, source
nodes and target nodes, and its edges are of fpas:tycontrol edges and data edges, which in
general coincide. The quality graph is adorned withperty labels that allow estimating the quality
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of the data that can be produced by the DIS, famgpte, the time an activity needs for executing or
a descriptor stating if an activity materializesadar not. Quality evaluation is performed by
evaluation algorithms that calculate the qualitiuga for the graph.

She proposes a basic algorithm for evaluating filathiness, which takes into account the freshness
of source data but also the amount of time needleexXecuting all the activities and the delays that

may exist among their executions. The algorithnppgates freshness actual values traversing the
quality graph and calculating the freshness ofdéa outgoing each node. The calculation is done
as follows:

- For an activity node A with one predecessor P, fteshness of data outgoing A is
calculated adding the freshness of data produce®, ltige inter-process delay between P
and A, and the processing cost of A.

- If an activity A has several predecessors, thehfress of data coming from each
predecessor (plus the corresponding inter-proceksy)is combined and added to the
processing cost of activity A. The typical combinatfunction computes the maximum of
the input values, but other user-specific functiors be considered.

Figure 2.1 shows an example of freshness evalu#timugh the described algorithrAffeshness
means actual freshness).

Then the work presents a general algorithm foruatalg freshness and studies different scenarios
and ways to instantiate the algorithm.

delayv=0
Afreshness=12

cosi=4
delay=5 delay=2
Afreshness=13 Afreshness=10
R AT SN
cost=3 I"-AL’I A,/ cost=5 cost=3 '/—'\I‘:' {\:—\_‘J cost=5
delayv=0 delay=0 delay=0 delay=0
Afreshness=10 Afreshness=5
Ls ILs L s |l s |
sourceAfreshness=10 sourceAfreshness=35 sourceAfreshness=10 sourceAfreshness=35
(a) (b)

Figure 2.1: Example of Freshness Evaluatioffrom [Peralta06])

The author also proposes a method for evaluatiogracy quality factor. The method considers
that accuracy is not necessarily homogeneous ovetode source table, however partitions of a
source table can be defined where homogeneity eamssumed. Therefore, her proposal for
accuracy evaluation consists of three steps: &ifjtloning source relations according to accuracy
homogeneity, (2) Rewriting user queries in termgatitions, and (3) Estimating data accuracy of
guery results. The estimation of data accuracy dach partition is done assuming accuracy
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homogeneity, which simplifies the problem. At thedeof the process, accuracy values of the
resulting partitions are aggregated for obtaining walue of accuracy for the target data obtained.
We do not comment in depth the process of evalogioposed.

In Table 2.1 we present a summary of the previooslhmmented characteristics of the works. It is
important to note that we only make reference édfaracteristics we are interested to investigate
in this section, which are not necessarily among thost important contributions of each
considered work.

Work Quality Evaluation Proposal

[Naumann+9¢ - Merge function for join cerations.
- Merge for accuracy factor: product of input acmies

[Ballou+06 - Evaluation based on Samples of the source
- Reference-table Procedure for any operation.
- Estimation of accuracy:
- Selection and Projection (no duplicates): it mimained.
- Union (no duplicates): weighted average of theuin
accuracies (weight: number of tuples).
- Cartesian Product and Join (by fk): prcicbf input accuracie

|72}

[Shankaranarayan: | - For accuracy, formula for a generic process thatbines multiple
3] input data: weighted average of input accuracid®res weights aré
given by decision-maker.

1%

[Pon+05 - Evaluates accuracy consideri

- Probability of the source of being accurate
- Previous estimated accuracy

- Agreement with other sour¢

[Peralt-06] - Eveluates freshness considering input freshness-process dela
and activity cost. If many inputs to the activit\sges Maximum.

- Evaluates accuracy generating partitions thate Haemogeneous
accuracy

Table 2.1: Quality evaluation proposals

We have also done some specific works in the afedata quality evaluation. In particular, in
[Marotta+06] we propose evaluation techniques famusacy, freshness and availability factors in
the context of ROLAP systems. We provide a sebahfilas that allow estimating or calculating
the values of these factors, for the result of amptidimensional operation of a predefined basic
set. These multidimensional operations welieg projection drill-across roll-up, change-base
and union Basing on their expressions in function of theibaelational algebra operators, a
calculation is derived for each quality factor. Tdadculation also takes into account the type ef th
elements that participate in each operation (in RPLsystems we distinguish, e.g. a measure
attribute from a dimension attribute). For the ohdtions of the factors in the basic algebra
operations we based ourselves on the different ftasnproposed in some of the previously
commented works.

2.2 Data Quality Improvement
Data quality improvement is a very vast topic. $tope is very wide since it involves many

different aspects of data management and can htedravith many different approaches. Much
work oriented to this problem can be found in fterdture, mostly generated in the last few years.
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Under the “umbrella” of data quality improvement identify three main different kinds of works:
() those which point to improving practices relatito data, inside an organization, (ii) those Wwhic
are directed to systems that manage data comimg fnaltiple and heterogeneous sources, each
one providing their own data quality, and (iii) #gowhich propose specific quality improvement
technigues oriented to solve certain data qualitplems. The proposals of the different groups are
complementary; in fact they frequently appear atiqpus of other of them. For example, proposals
from group (ii) often include or need to be compdted with proposals from (iii).

2.2.1 Practices-Oriented Improvement

The works we group here, focus on managing datéitguaside an organization, i.e. they are
oriented to data generated in the context of aarorgtion. Therefore, they do not consider external
data sources that have a given quality; they cendigta whose generation may be under their
control. Due to this reason they mainly orient theglutions to the improvement of data related
practices.

The most relevant research effort we found in tthieection is TDQM (Total Data Quality
Management) [TDQM]. TDQM is a program developed/t that aims to establish a theoretical
foundation in data quality management field andmfrthis work, to devise practical methods for
business and industry to improve data quality. Onlhe main components of this research is the
improvement component, which involves redesigningitess practices and implementing new
technologies in order to significantly improve theality of corporate information. They address
various methods for improving data quality, whiale grouped into four categories: (i) business
redesign, (i) data quality motivation, (iii) usé vew technologies, and (iv) data interpretation
technology. All of them are intended to improve thierent mechanisms of generation of data in
an organization, in order to minimize poor dataligpa

The publications we highlight in this project ao® one hand, [Wang-98], [Shankaranarayan+00]
and [Lee+02], which present the project generar@ggh and proposals, and on the other hand,
[Madnick+01], [Madnick+04] and [Wang+05], which gent a more specific approach oriented to
corporate householding

In [Wang-98] the authors claim that to increase dpaivity, organizations must manage
information as they manage products. They refeartoinformation manufacturing system as a
system that produces information products. The TD@ithodology proposes the continuous
iteration of four tasks: Define, Measure, Analylmprove, in order to proactively improve the
quality of the information product, continuouslyn Iparticular, Analysis phase involves
investigating the root causes for current 1Q profde To achieve improvement, information
manufacturers and suppliers need to expand theivllenge about how and why the consumers use
information, while information consumers need talemstand how information is produced and
maintained.

In [Shankaranarayan+00] the IP-MAP is presentednadeling method for representing the
manufacture process of an IP (information produthis method provides several possibilities to
the IP manager, which are very useful for IQ (infation quality) management. In particular, it
allows him to identify the critical phases and lestécks in the manufacturing of an IP, that affect
its quality, and to identify ownership of the preses at each of these phases also helping in
implementing quality-at-source. It allows IP manag® understand the manufacture process of the
IP and to measure its quality at the various stadeke process. In addition, the source of a data
quality problem in an IP can be traced in its mantifre process. The modeling constructs in the
IP-MAP consist of construct blocks. Among all tHedk types, they define the Data Quality block,
which is used to represent the checks for datatyual data items, and the Data Correction Block,
which is for applying corrective actions when gtyatiroblems are identified.
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In [Lee+02] AIMQ is presented, which is a methodplooriented to solve the problem of

information quality assessment and improvementrgmizations. The authors focus on giving
assessment methods and techniques that allow anipatjon to compare its information quality to

others’ and to benchmarks, and also to analyzeritsa different roles with respect to information
(consumers and managers). They assert that thimelp essential for an organization to face the
problem of data quality improvement.

The methodology is based on three components. it$teohe, PSP/IQ Model, is a model of what
IQ means to information consumers and managers. Sewnd one, IQA Instrument, is a
guestionnaire for measuring IQ along the dimensiomgortant for information consumers and
managers. The third one, 1Q Gap Analysis Technigueasists of two analysis techniques for
interpreting the assessments.

The PSP/IQ model classifies the dimensions inta fuadrants: sound, dependable, useful, and
usable information. The IQA instrument measuresdQeach of the IQ dimensions, and generates
measures for the four quadrants. The IQ Gap Amatgsihniques are used to benchmark the quality
of an organization’s 1Q and to identify IQ problesneas and focus improvement activities. It
consists of two techniques: 1Q Benchmark Gaps @nRadle Gaps. IQ Benchmark Gaps assesses an
organization’s information quality against a benahkn which corresponds to a best-practice
organization. 1Q Role Gaps compare the 1Q assedsnfiEmm IS professionals and information
consumers respondents. For each quadrant, it sthewdegree of agreement about the level of 1Q
that there is between information consumers angri8essionals. It is used for determining
whether differences between roles are a sourcéehahmark gap.

The articles relative to corporate householding[&tadnick+01], [Madnick+04] and [Wang+05].
These articles propose a data quality improvempptcach oriented to solve a specific kind of
problems. The addressed problems refer to data éammorate household, concept that is deeply
explained in [Madnick+01], and basically are howotatain correct data from a corporation when
this data comes from different and diverse comptmefthe corporation. They show that corporate
inter-relations must be studied and modeled anesraiust be stated in order to correctly process
the obtained data. They also focus on understartiimgelations between the data and the context
where it is being queried, in order to assure thatobtained results are the expected ones. They
state the following three categories of corporateseholding problems: entity identification, entity
aggregation and transparency of inter-entity refethips. Entity identification concerns solving the
problem of multiple representations of the saméyefiery frequent in corporate entities). Entity
aggregation refers to how data must be aggregamtsidering the structure of the corporation,
which may be very complex, and the context of therg. Transparency of inter-entity relationships
refers to the existence of relationships betweeparate entities that involve multiple layers, whic
must also be taken into account at aggregation time

We also classify in this group some work from Mafappieco, presented in [Scannapieco+02] and
[Scannapieco+05-b]. In this work a UML profile fdata quality is proposed with the aim of
supporting quality improvement inside an organmatiAll the proposal is based on the use of
UML and IP-MAP framework [Shankaranarayan+00], whgraphically describes the process by
which the information product is manufactured.

The profile consists of three models: (i) the datalysis model, (ii) the quality analysis model and
(iii) the quality design model. (i) is a model thhapresents different classes of data: raw datai-se
processed information and information product, aralass named quality data that generalizes the
others. (i) models the quality requirements, whittiudes a classification of quality dimensions,
and relates these requirements to the data repeesém (i). (iii) represents the processes that
manage data. These models are a support for amdlyat allows detecting potential quality
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problems and, after having checked the non-confocmao quality requirements, introducing
guality improvement actions.

In addition, this work presents a methodology fatadquality improvement, which consists in three
phases: data analysis, quality analysis, and guiafiprovement design, each of which leave as
result the corresponding models previously presknféith respect to the processes applied to
improve quality they propose the use of quality ioyement patterns, so that solutions and
experiences are reused. These patterns mainlystoofsihe description of a problem and the
description of a solution.

Finally, in [Caballero+04] the authors proposeanrfework for modeling, assessing and improving
qguality of information in an organization. They dmagize the importance of an integrative
framework for assessing and improving informatiaraldy that is based on knowledge about the
company and the “information manufacturing procgsgeiewing information as a product). The
proposal defines two main components: (i) an infdion quality management model based on
maturity staged levels, and (i) an assessmentimmiovement methodology. (i) defines five
information quality management maturity levels:tihdj Definition, Integration, Quantitative
Management and Optimizing. The levels are ordenrediaking into account information quality
goals and their relative importance. (ii) The maations proposed by the methodology are the
measurement of the state of maturity level andléfaition of a plan for improvements.

2.2.2 Data-Processing-Oriented Improvement

The proposals of this group are oriented to systdras manage data coming from multiple and
heterogeneous external sources, each one provideigown data quality. In these systems the
guality of source data is given and the integratgatem must deal with this fact, having the
possibilities, for example, of selecting sourcesgatiating with sources, post-processing source
data, combining source data in the most convemiagitaccording to its quality needs, etc.

All these works have as an objective the improvaneémata quality, some of them address data
guality maintenance, and some others concentratgiality change management.

We analyze the following four groups of works, whise found in the literature as conference
papers, journal articles and thesis works: (1) wdrkm C. Cappiell@t al, (2) DaQuinCIS project,
(3) work from V. Peralta, and (4) works from P. Bjgki et al.

Proposals of C. Cappiellet al. address data quality improvement through qualitnitering,
quality problems detection, and quality recoverpeif works are commented in the following
paragraphs.

In [Cappiello+06-a] the Hybrid Information Qualitianagement (HIQM) methodology is
proposed. It provides a methodological approach rior time error detection and correction
management. Detection of errors in the run-timesphaf the process is supported and suitable
improvement actions are enforced. The methodolaggists of eight phases, from which the ones
related to quality improvement ar@nalysis & Monitoring Improvement Functionand Strategy
Correction The methodology basically proposes to measuie glality, compare it to data quality
requirements and if they are not satisfied findthetcauses and identify the suitable improvement
actions. In the improvement actions, both datantei@ and process-oriented techniques are
considered. However, the most emphasized contoibwtf the paper is the Warning generation and
management of the methodology. This managementiesn&b monitor data and processes in real-
time. The different modules of the warning manag#meteract, detecting three different data
quality faults: discrepancies between internal ertrnal data (e.g. web sources), inconsistencies
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between data quality values and quality requiremesmtd anomalies in data management in the
system. In addition, data quality problems are fified from feedbacks received from different
actors. Finally there is a real-time recovery medhiat applies recovery actions based on rules for
problem solving.

In [Cappiello+06-b] the authors say that in the tesh of systems using Web Services,
organizations should continuously check the quatitythe owned and exchanged data. They
propose the same methodology as previously. Théadetogy is proposed as a support for self-
healing environments, allowing solving run timealgtiality problems. An analysis of the business
process must be done in the design phase, idemgifyiitical points in the business tasks that may
worsen data quality. In these points, informatiamldy is continuously monitored, i.e. it is
measured each time information passes throughdimesp They work with accuracy, completeness
and timeliness dimensions. They classify fault:\@ltwo categories: value mismatch and missing
data. The possible causes mentioned in the papethése errors are: typos, delays in update
operations between two databases that contain dhee sdata, value unavailability. For error
recovery they propose two types of methods: datentad and process oriented. The former
includes data cleaning, which can be: manually anng to real world, comparing to other
databases or correcting pre-defined errors. Ther lefers to modifications to the process struetur

In her thesis work [Cappiello-05], Cappiello devotechapter to data quality management, which,
according to her, must include algorithms for meagudata quality and automatic techniques for
the improvement of data when their quality decreaBelow acceptable values. This chapter
includes an analysis of quality monitoring and aséibn, distinguishing between two possible
approaches: (a) on line evaluation, where datdtguslcomputed against each user request, and (b)
off line evaluation, where quality values are pogaputed and stored on a quality repository. (a)
involves an additional cost to compute the resiuthe query. On the other hand, it guarantees that
the quality metadata are up-to-daf®r requests of large data sets, it could be mppeogriate to
consider the results provided by the off line eaéibn process. (b) is independent of the execution
of a particular query. Evaluations are done pecaltf and sometimes they are specifically
invoked. It reduces the response time, but it nrayide out-of-date information about the quality
of data. The stored quality metadata do not tate ascount all the changes performed in the time
interval between two periodic assessments. Theoagtinsiders as a critical issue the definition of
this time interval.

This chapter also includes the proposal of @ality Factory which supports the data quality
assessment and improvement methodology. The mdtdgydes based on rules, which allow the
interaction between the Assessment module and thétding module of the Quality Factory, and
allow the Monitoring module to evaluate whether lguamprovement actions are needed. Rules
are also used to determine when quality must buated. For improvement actions they discuss
the two possibilities: actions based on data-ogiémtr process-oriented techniques. The former are
appropriate when data are not modified frequeridby/,they are expensive and have short-term
effects. The latter prevents future errors witlbregtterm effect. Process oriented improvement aims
to identify the causes of data errors and elimitlagen permanently. Improvement actions change
data access and update activities through procesgsis and redesign. As a support, they propose
to maintain historical information where they maintthe modifications they apply and how they
affect data quality.

In [Cappiello-04] the authors present a table surieimg the characteristics of on line and off line
evaluations (see Table 2.2). In this paper thep aiesent an evaluation of the methodology
through its implementation. We remark two of thpeads they mention. The first one is that the
assessment algorithms, when performed on-line,rg@na response time that is excessively high,
since in the application case there are large atacfrdata and users require low response times.
They say that in this respect, the off-line evahrats preferable, although it provides qualityues
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valid at the time of the last assessment. The skaspect concerns the improvement phase. They
say that a fundamental result is that it is noeseary to undertake improvement actions every time
the system identifies a quality problem, and thas iimportant to estimate the returns from an
improvement action through a cost-benefit analysis.

On-line Evaluatiol Off-line Evaluatiol

Evaluation inpL | Query submissic Periodically

Upon specific events
Upon request of dat
quality administrator

Data granularit | Small amount of dat| Large amount of da

D

(query results) (usually, entire databases)
Improvemen Search for an alternati| Data or proce«-oriente(
methods source improvement methods

Table 2.2: Comparison between on-line and off-linevaluation approaches(From [Cappiello-04])

The DaQuinCIS project [DaQuinCIS] has as main dbjecthe definition of an integrated
framework that includes: (i) an integrated methodglfor data quality enhancement in cooperative
systems, and (ii) a distributed architecture suipgrdata quality monitoring and improvement.
Some of their proposals are presented in [Scancap@Z] and [Mecella+03]. These papers
propose an architecture for managing data qualitgdoperative information systems (CIS). The
architecture aims to avoid dissemination of lowldjeal data through the CIS, by providing a
support for data quality diffusion and improvement.

CIS are characterized by high data replicationfediit copies of the same data are stored by
different organizations. They propose an approaclldta quality improvement that takes profit of
this characteristic, comparing the different copgedecting the most appropriate one or reconciling
them obtaining an improved one. The proposed arctuite fits in the TDQM_CIS methodological
cycle [Bertolazzi+01], which has five phases: Digfbn, Measurement, Exchange, Analysis and
Improvement. The architecture consists on differeatiules that support the mentioned phases, but
the paper focus on two of these modules: the Qatality Broker and the Quality Notification
Service, which mainly support the Exchange and awgment phases.

The Data Quality Broker performs tly@ality brokering functionwhich consists on posing a data
request with quality requirements over the othempewnating entities, and thliality improvement

function which selects the best-quality value and propdgesthe organizations that can choose to
discard their data and to adopt higher quality ofé® quality improvement feature consists of

notifying organizations with low quality data abdugher quality data that are available through the
CIs.

The Quality Notification Service is a publish/sutise engine that allows subscriptions for users to
be notified on changes of the quality of data [N@tt+03]. When a change in quality happens, an
event is published by the Quality Notification Seevi.e., all the users which have a consistent
subscription receive a natification. An interestagpect is that the Quality Notification Servica ca
be used in the CIS to control the quality of catidata, keeping track of its quality changes and
being always aware when quality degrades undertaicehreshold.

The paper deeply presents all the previous conegp#dso covers other aspects such as a model for
data and quality data exported by cooperating érgéons.
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The thesis work of V. Peralta [Peralta-06] treataliy improvement problem for freshness quality
factor in DIS (Data Integration Systems). Its apgtois based on providing, on one hand, facilities
for the analysis of freshness problems, and omwther hand, some possible freshness improvement
strategies. As a support for these strategies, thmyide a set of basic actions over the
transformation process of the DIS (called improvemactions) and combinations of them for
achieving the different freshness improvement agjiets.

The facilities for freshness problems analysis mis®f two main techniques. The first one is the

top-down analysis of data freshness, that is, st finalyze data freshness in a high-level quality
grapht and analyze more detailed quality graphs whemdurtietails are needed. The second one is
the calculation of a critical path on the qualitagh for a target node (node that represents the
information delivery to the user), which represettie bottleneck for data freshness. In the

following we comment more in detail these two pregis.

To achieve the possibility of top-down analysis #uthor defines a hierarchy of representations of
the DIS processes, which is composed by qualitplggaat different abstraction levels. The root
represents the whole DIS. High-level activitiestedzs high-level tasks while lower-level activities
show the processing details of the tasks. Ascendinthe hierarchy implies abstracting task
behaviors while descending in the hierarchy impiesomposing an activity in more detailed sub-
tasks. All the mechanisms for browsing among tHfeint levels’ graphs and for calculating the
properties of a graph from the previous graph atterarchy, are specified. The properties of the
quality graph are the ones that allow evaluatieghiness in it, so freshness can be evaluated at any
graph of the hierarchy.

Given a quality graph, a path for a target nodedstical path if starts at a source node and ends at
the target node, and its freshness is equal tdrédsbness of the data delivered in the target node
(target-node’s freshness). The freshness of a(path freshness) is defined as the sum of source-
node’s freshness, the processing costs of the rindbe path and the inter-process delays among
the nodes. They define these concepts in the comfexhe assumption that the combination
function (calculation of freshness value in an\aistinode) returns the maximum of input freshness
values, and they prove that for such function ttigcal path always exists. They also prove that
critical paths are those that have the greatest frashness. We transcribe the example they
propose for an intuitive idea of the concept dficai path:

Example 2.1:(from [Peralta06])

Consider the quality graph of Figure 2.2. The frests of data produced by activity A6
(delivered to target T2) can be calculated addiegsburce data actual freshness of source S1
(0), plus interprocess delays (0,0,10,20) and msing costs (30,60,30,5) in the path from S1
passing by activities A1,A3,A5 and A6, i.e. 0 +(0(Q0,20) + (30,60,30,5) = 155. So, this
path is a critical path for T2.

! Graph proposed in the work for evaluating qualitythe DIS, which is based on the data
transformation process performed by the DIS.
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Figure 2.2: Example of Critical Path (from [Peralta06])
0

The critical path identification is useful becalisés the area of the quality graph that should be
modified in order to improve data target freshness.

As said before, this work also proposes some imgr@nt strategies and basic actions for
achieving them. The strategies they propose aréotlmeving: reducing processing costs, reducing
synchronization delays, reducing source data fresf)jnand augmenting target required freshness.
Different possibilities for the application of tleestrategies are analyzed. They propose a set of
elementary actions that modify the quality grapbotogy or properties, for example “AddNode”,
“AddProperty”, “RemoveNode”. Over these actionsytipeopose some macros that are useful for
applying the mentioned strategies. For example,pl&®SubGraph”, which may be used for
replacing a set of activities by a set of more @aning components or replacing a source and its
wrapper by new ones providing fresher data.

The works of Bugajskiet al. focus on data quality changes detection and aisabfs quality
problems.

In [Bugajski+05-a] the authors propose a framewtbek basically allows: modeling data baselines
(off line analysis), monitoring data and compariitigto baselines (on line), and analyzing
relationships between data in order to find cawfeguality problems. Considered data is event
based, for example, payment transactions.

They claim that instead of focusing on quality €ast(accuracy, completeness, consistency, etc.)
we should focus on deviations from baselines foasnees derived from those. The latter are
certain data that is significant for the qualitgttar and that constitutes persistent features &gsdc
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with the business events. They propose then tosfoouchanges. In addition, they propose to think
distributions, not values. For this objective, thbyild baseline models, which are baseline
distributions. They compare the observed modetr{digion) to the baseline model (distribution).
To build baselines, they continuously observe steaf data and keep persistent state information,
i.e. features that maintain across data.

Data are divided into homogeneous segments arehfdr segment a baseline model is constructed.
The construction of baselines and the monitoringhef data streams allow detecting statistically
significant changes in data, through detecting atens from baselines. For example, in a
payments card transaction case, they verify ifrthmber of declined transactions is different than
the baseline.

Root cause analysis is intended to provide an ififgatton of conditions that are correlated with
variables of business interest. Investigationsuargertaken involving domain experts to explore
these relationships between data.

The paper approach is mainly to present the prapésenework through its application to real
cases in payments card domain and highway trafiimain. In [Bugajski+05-b] they go more in
depth in showing the construction of the baselinel@s.

In the paper [Bugajski+06] the authors present morelepth the construction of the baseline
distributions for a particular application cases&/i The problem they approach is the generation of
a very big quantity of different baselines that aecessary for this case. They propose the
construction of a data cube that is split in diéfarcells, for each of which a baseline model is
constructed. They discuss the problems generatethdyenormous size of data managed; the
determination of the cells, the construction ofubends of baselines, and the management of many
alerts that must be studied by the domain exp&hey present two concrete case studies of the
method application to Visa context.

Finally, in [Curry+07] the authors show the applica of the proposal in Visa case study,
remarking that they have demonstrated through dhage study that change detection using data
cubes of baseline models is an effective framevimricomputing changes on large, complex data
sets.

2.2.3 Specific Quality Improvement Techniques

We classify here works that propose concrete tegckas to be applied to data, in order to improve
its quality. We found a very large quantity of weror data cleaning, which refers to improving
accuracy-related factors in data, and on the otlaerd, a work that proposes techniques for
improving data freshness.

A great amount of work is proposed for data clegniwhich consists of techniques for improving
factors of accuracy dimension in data. A wide wgrigf errors are identified and classified, and
techniques for the different kinds of errors arepmsed. In this work, we do not present an
exhaustive or in-depth analysis of data cleanimgpgsals, we only intend to briefly comment some
relevant bibliography.

Some papers that show an interesting analysis @& daaning are [Rahm+00], [Oliveira+04],

[Oliveira+05], [MUller+03], [Quass-99]. In [Rahm+Pthe authors provide a classification of data
quality problems in data sources differentiatingween single- and multi-source and between
schema- and instance-level problems, giving anvaeerof the main existing solution approaches.
They also give an overview of commercial data dlggmools. In [Oliveira+05] the authors present
a taxonomy of data quality problems, organizingrthey granularity levels of occurrence. They
formally define a large number of quality problendassifying them according to the data
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granularity to which they are applied. In [Oliveif], the same authors present a classification of
the quality problems and the existing proposesttieir solutions (data cleaning techniques). In
[Miller+03] a survey of data cleansing problemsrapches, and methods, is proposed.

Generalizing, with respect to the classificatiorenbrs, some of the errors identified and clasdifi
are: (a) illegal values, such as values outsideailomange, misspellings and value entered in the
wrong field, (b) illegal format, such as unidergtfle abbreviations, no standard format (e.g. in the
date) and no standard units, (c) multiple valudsred in one attribute, (d) consistency problems,
such as integrity constraints violation, and (€pimect values with respect to real world.

Some important projects in data cleaning are ttes gnesented in [Galhardas+00], [Galhardas+01],
which present the AJAX tool, [Vassiliadis+01], wikRKTOS tool, [Raman+01], with Potter’'s
Wheel system, and [Lee+00], with IntelliClean tool.

In general, with respect to cleaning techniquesfouwad that we might classify them according to
three dimensions: (i) approach, where we find taples oriented to: rules, look-up tables
comparisons, patterns, statistical methods, ortime (such as distance), (ii) user interaction
degree, where we find tools that are interactivéomatic, a combination of both, or manual, and
(iii) error type they manage, which were commergkdve.

In [Peralta-06], as commented in previous sectibrategies for data freshness improvement are
proposed. They analyze different solutions for tdwmtext of DIS that improve the freshness
obtained in the data delivered to the user.

2.2.4 Summary of Data Quality Improvement

In this section we synthesize the existing knowéedfout data quality improvement, basing on the
previously analyzed works.

We find as general approaches to data quality madmtce, the following:

o lteration of tasks for proactively improving quglitdefinition, measurement, analysis,
improvement.

o Data quality monitoring and change detection.

0 Models for the process applied to data, enhancéd deita quality values representation, data
quality checks, and corrections.

0 Specific techniques for improving freshness andiesy related quality factors in data.

With respect to analysis and improvement, we mdinty the following proposals:
0 Analysis of causes of poor quality, mainly throubh following approaches:
- Detection of bottlenecks in the process that idiegpo data

- Comparison of data quality to benchmarks and coismarbetween different roles’
perception of the data quality, as a possible soaferrors.

- Correlation between variables and analysis supgdryedomain experts

o Definition of patterns for improvement (problenoiigion).
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0 Quality recovery through data cleaning and throongidifications to the process (data-oriented
or process-oriented techniques).

o0 Statement of information quality goals or user dquakquirements.

o Improvement through notifications to the participanganizations in a cooperative system
about better quality data that can be adopted &anth

With respect to data quality monitoring and chadegection:

0 Monitoring through on-line or off-line evaluatioasd change detection through comparison to
quality requirements.

0 In the context of cooperative information systenféered data quality is monitored and when
it changes it is notified to the participant orgaations.

o Distributions of data values monitoring. Constractiof baseline models and detection of
quality changes through detection of deviationdaif distributions from them.

With respect to models for data processing:

o Definition of models for the manufacturing procegsan information product, which include
modules for quality checkings and corrections.

o Definition of models that relate data quality, dapaality requirements and processes that
manage data.

With respect to specific techniques for improvinglity in data:

o Data cleaning techniques, which identify a greatiga of possible errors in data, such as
syntactic, semantic or consistency problems, amdyagorrections basing on rules, look-up
tables, patterns, etc.

0 Strategies for improving freshness of data in thatext of Data Integration Systems.

Finally, we classify some representative analyzapeps, according to some parameters that are
relevant for our work, taking into account the maevant characteristics of each proposal. Table

2.3 shows this classification.
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Parameter

Option

Proposa

Contex

Multiple data sourct

[Cappiello+0ta] [Cappiell-

05] [DaQuinCIS] [Peralta-06]

TDQM] [Scannapieco+0.
Caballero+04]

Inside a corporatic

Quiality Dimensio Only accuracy Madnick+01] [Galhardas+0(
Vassiliadis+01] [Raman+01]

Lee+00]
[Peralt-06]

Only freshnes

In  general, for variou| [Cappiello+0b] [TDQM]
dimensions
General Improvemer| Iteration of task: [TDQM] [Cappiello+0i-g]
Approach Monitoring and  change| [Cappiello+0t-b] [Cappiellc-
detection 05 [DaQuinCIS]

[Bugajski+05-a]

Constructon of model Scannapieco+(-b]
Caballero+04]
Specific improvemer | [Galhardas+0(
techniques Vassiliadis+01] [Raman+01]
Lee+00] [Peralta-06]
Analysis of causes of po Wanc-98] [Lee+02]
quality Madnick+01]
Scannapieco+02] [Peralta-06]
Bugajski+05-a]
Approach for error detectic| Rur-time [Cappiello+0¢-b] [DaQuinCIS
and correction Offline, through statistice| [Bugajsk+05-a]
models

Table 2.3: Classification of quality improvement poposals

3. Source Schema Evolution in DIS

We regard source schema evolution problem as dgmothat may have some similarities with
ours and that has been very much studied. Theregferare interested in the general approaches
that have been adopted in order to this problenthénfollowing we briefly comment some work
about schema evolution and then we concentratbeirptoposals for source schema evolution in
DIS.

With respect to the general problem of schema d¢eoluin databases we refer to some
representative works. In [Zicari-91] and [Ferradifié] two main aspects are taken into account in
relation to the state of a database after schensduten: (i) structural consistency and (ii)
behavioural consistency. Structural consistencthés consistency between the database and the
schema, and behavioural consistency is relatedetpikg the consistency of the application
programs that existed before evolution. On therolaad, there are two approaches for managing
schema evolution: (a) Adaptational approach [FémemeP5] and (b) Versioning approach
[Skarra+86][Ferradina+96][Lautemann-97][Nguyen+88j. the adaptational approach, when the
schema is modified the state of the schema beffiereliange is lost and the final result of evolution
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is an only one schema with the new structure. Migtirg instances and the application programs
that run over the database have to be adaptedetmdtv schema. In the versioning approach,
modifications to the schema are not applied diyeatl the existing schema. Instead, a new version
of the schema is created. In this case the exigtistgnces do not necessary have to be transformed
to satisfy the new schema, and neither the apjaitgarograms. Finally, taxonomies for evolution
and the effects of each operation on the schemaitaridstances are found in [Zicari-91] and
[Skarra+86].

There are some works in the literature about sosgchema evolution in DIS, which we comment in
the following.

A big amount of work has been done by Rundenstathal. in source schema evolution in the
context of materialized views (MV). In [Rundens&ir97] the authors present a study and
classification of view adaptation problems. Thestidiguish the following problems: view
synchronization, MV maintenance after view syncization, MV maintenance after sources data
updates, and MV maintenance after view redefinitiimey also characterize the problem space in
the view synchronization problem, considering aoteomy of source schema changes, as well as
the complexity of the view definition language arsdmeta-information. They propose a framework
for solving view adaptation, called EVE (Evolvabléew Environment), where there is a view
synchronizer that rewrites the view definitions tbgplacing view components with suitable
components from other ISs. In addition, in [Nicaj#8y propose a language, called E-SQL, for
evolvable view definition, which allows declarirfgain attribute, relation or condition is replaceabl
and/or dispensable, and also characteristics gheutew view extent with respect to the old one.
The proposed strategy for view synchronization ¢ak&o account the evolution parameters
imposed by the E-SQL view specification. Then tlsejve view maintenance after materialized
view synchronization. Another algorithm for viewngronization is proposed in [Nica+98]. On the
other hand, they have presented a work [Koeller+0&{ proposes techniques for maintenance of
schema-restructuring views. These views are definigd Schema-SQL language, presented in
[Lakshmanan+96], which main characteristic is tAdws a uniform manipulation of data and
meta-data, generating a dynamic output schema.

The work presented in [McBrien+02] give solutiomssource schema evolution in a DIS that is
generated with a schema transformation approacky Tgtopose a framework that supports
evolution of source schemas allowing the globalesth and the query pathways to be easily
repaired. The same set of primitive transformatithey propose for integrating source schemas
into the global schema, are used for propagatingceoschema evolution.

Specifically in the context of Data Warehouse, vemark the works in [Bouzeghoub+0Q0],
[Bouzeghoub+03] and [Papastefanatos+07].

In [Bouzeghoub+00] the DW is defined, at the dedigrel, as a hierarchy of view expressions
whose ultimate nodes are queries on data sourtés.sthema is represented by a graph, and is
used for design purposes as well as for managialyon. The authors distinguish three different
cases for DW evolution: (1) evolution of users’ #ge(2) evolution of data sources and (3)
evolution of the materialized views. For the caf$edata sources evolution they consider the
changes: adding a new data source and deletingisting data source. Both types of changes with
the possible managements for them are analyzebeirpaper. When it is possible, changes are
solved at the graph without affecting the userswa. In the work presented in [Bouzeghoub+03]
the system considered involves a mediation scherdaaaset of heterogeneous and autonomous
data sources. The authors address the problemophgating to the mediation queries changes
raised at source schemas. They base themselvelseodefinitions of: a set of source change
operations, a set of propagation primitives (madifions at the mediation level), and a set of
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propagation rules. The rules determine which prapag primitives must be applied after a source
change. They say that the propagation may eithelifjnthe mediation schema or the mediation

queries, and they focus on the problem of propagadiver the mediation queries. The proposed
rules are ECA rules, whose events are stated mstaf source change operations, and whose
actions are in terms of propagation primitives.

In [Papastefanatos+07] the authors propose an ®atenf the graph they proposed in previous
works for representing ETL processes, such that the represent the actions that should be taken
when a change event occurs. They propose to ettmicETL graph with annotations that facilitate
what-if analysis. When an event occurs an actiotriggered that either blocks the event or
reshapes the graph to adapt to the proposed chahgee kinds of actions can be annotated for a
construct of the graph (e.g. a query): propagate d¢hange, block the change, prompt the
administrator for deciding. They present an algonithat determines how to propagate the change
in the ETL graph.

Finally, relating DW evolution with quality, we fihthe work in [Quix-99], which provides a
taxonomy of schema evolution operations and thditgyaroperties that are affected by each of
them.

As a general conclusion about the commented prigpdsasource schema evolution problem in
DIS, we state that all of them mainly focus onldnger that maps sources and integrated system for
absorbing the source changes. A wide gamma ofegiest or approaches for data integration is
managed in these works: materialized views, memtiatjueries, transformation primitives, ETL
graphs. In all cases, the mapping generated betseerces schemas and integrated schema is
processed and managed according to the occurredyehi order to minimize the impact on the
integrated schema.

4. Applications of Probabilistic Techniques to Data Maagement

In this section we briefly comment some works thigspite not addressing the same problem as
we, they serve as a reference point for us withaesto the application of probabilistic models
and/or technigues to data management problems.

In the following paragraphs we comment three wdHet address different problems, basing on
probabilistic models. The first one, by Cho and égaMolina, study how to estimate the change
frequency of source data. The second one, by Kasidika Vassiliadis and Pitoura, models the
refreshements of DWs using queue theory. The tm by Liu, Luo, Cho and Chu, addresses the
problem of selecting the most relevant database faer query.

In [Cho+03] the authors consider a context wera daturces are updated autonomously and the
users do not know when and how often they chandee aduthors give some examples of
applications that can improve their effectivenesgh@ an estimated change frequency: a web
crawler, the update policy of a DW, web cachingadaining. They study how to estimate how
often a data item changes. A taxonomy is given,edasn how the element is accessed
(passive/active monitoring, regular/random intenad what information is available (complete
history of changes / last date of change / exigt@ichange). They propose several estimators that
measure the change frequency, assuming that aeselement changes by a Poisson Process, in
particular they mention experimental data that shivis behavior for web pages. They focus on
estimatingA in the case that they only know whether the eléncbanged or not between their
accesses, and they present as further work thégpnadif changingh.
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In [Karakasidis+05], motivated by the need of asifr data as possible in the DW, the authors
propose a framework for the implementation of actilata warehousing (DWs are updated as
frequently as possible). In their architectureadfiows from the sources to the DW through an
intermediate data processing stage, where it sufféferent transformations. The authors employ
queue theory as the cost model that predicts tkee dielay at this stage. They model each ETL
activity as a queue in a queuing network, assurthiag tuple arrivals to each ETL activity occur
due to a Poisson process.

The work presented in [Liu+04] addresses the probié metasearching, i.e. selecting the most
relevant databases to a user’s query on the Wed.0btthe techniques they propose is probabilistic
relevancy modeling. They construct the probabdidistribution for the relevancy of each database
for a given query. Using the probabilistic modék tuser can explicitly specify a desired level of
certainty for the database selection.

There are some works that use probabilistic tectesidor data cleaning. In [Chu+05] the authors,
based on the fact that many applications exhibngt dependencies between data samples, propose
to use such dependencies for cleaning the datair Bpproach is based on modeling data
dependencies with Markov networks and use beliepggation to compute probabilities and to
infer missing values or to correct errors. In [Aitgbs+06] the authors address the problem of
detecting duplicate tuples, corresponding to timeseeal-world entity. Their approach allows query
answering over duplicated data, where each duplisassociated with a probability of being in the
clean database. For achieving this, they rewriggiga over the database containing duplicates.

In addition, there is a group of works that focastlee problem of uncertainty in databases, using in
various different ways the potential of probabilipr example, in [Cheng+05] probabilistic models

are used for solving uncertainty of the databasgegasince they may not coincide exactly with the
changing reality. It is also interesting for us thclusion to the queries of a probability reqoiest

in the “where” condition. [Benjelloun+06], [Antov@¥] and [Boulos+05] are other examples of

probabilistic techniques application for managimgertainty in databases’ values.

5. How this Work Positions

We believe that our approach has important sintiggriwith the approaches of Cappieibal. and
Bugajskiet al, which were presented in Section 2.2.2. The maintp in common of our approach
and Cappiello’s is the objective of monitoring, adetecting quality changes in DIS, as well as the
utilization of rules for their implementation. Iragicular, we coincide with one of their resultatth
expresses that it is not necessary to undertakeirament actions every time the system identifies
a quality problem (considering this has a cost)thwéspect to Bugajski's approaches we mainly
coincide with the idea, strongly supported by theinthinking on distributions, not on particular
values. However, there are important differenceésaden our work and theirs.

In the case of Cappiello’s works, they detect datality errors while we detect data quality
changes. In addition, they focus on run time edetection and management, while we address
offline changes detection and management. Fingtlgy work detecting errors in a one-by-one
basis, while we model data quality behavior achiguhe possibility of detecting and predicting
changes on the behavior of data quality.

In the case of Bugajski's works, they probabilialig model the attributes’ values, i.e. data values
behavior, while in our work we probabilistically ohel the data quality values behavior.

The proposals presented in Section 4, speciallpties from Chet al, Karakasidiset al. and Liu
et al, reaffirm our approach of probabilistic modelingusce behavior. At the same time, the
proposal of Port al. (Section 2.1) is an example of a work that takés account and emphasizes
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the fact that data sources that have been accurdle past are also likely to be accurate in the
future. This concept is also used by us when wagrkiith quality models that are built from past
behavior.

Evolution works were used as a starting point foalgzing the problem of quality changes,
specially the problem of source schema evolutioDIl8, which has some analogies with source
guality changes in DIS.

It is very important to remark that the work preeehin [Peralta-06] is a base from which we start
for making our proposal. We use this work’s results particular: quality factors study and
definitions, and quality evaluation framework ardosithms, as a starting point. We believe that
this work and ours are complementary.

6. Summary

In this chapter we presented an overview of thetiexj knowledge in the areas of data quality,
source schema evolution in DIS, and applicatiorgrobabilistic techniques to data management.

Data Quality is a very wide research area. We comtkethe most important problems and some
of the most relevant proposals for their solutidfar; the problems of data quality dimensions and
their measurement we have given a brief overviehilemve concentrated on the issues of data
guality evaluation in DIS and data quality improwarhin general.

For data quality evaluation we highlighted the tsigies for combining quality values that come
from different sources. From the proposals for datality evaluation, we extracted the concrete
techniques for accuracy and freshness evaluatibighvare the aspects we must take into account
in our work. We found and selected some proposaladcuracy and only one for freshness.

Data quality improvement was the area we analyzecknm depth, since it is the closest one to our
work. Works that address quality maintenance andlityjuchanges management are usually
presented as quality improvement works. Besidds, gizality maintenance includes the problem of
data quality improvement.

The approaches of the analyzed improvement workicéley focus on any of the following: (a)
iteration of tasks for proactively improving quglit(b) data quality monitoring and change
detection, (c) models for the process applied ta,denhanced with data quality issues, (d) specific
technigues for improving quality factors in datae Wlassified the works into three categories:
practices-oriented improvement, data-processingpatetd improvement, and specific quality
improvement techniques. The works classified instheond category are the ones that are closest to
ours, and their approaches have points in commdm evirs. In Section 5 we position our work
with respect to these ones.

Some important proposals about source schema @mintDIS were commented in order to show
some basic knowledge about how to manage this bl

Finally, works about probabilistic techniques apalions to the area of information systems are
commented. Some of these works show how data bahaviprobabilistically modeled, and in
particular, there are cases that are assumed &vbels a Poisson process.

As we tried to remark in this chapter, many appneacthroughout the analyzed literature present
characteristics that show the pertinence and retavaf the approach we have chosen in the
present work.
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CHAPTER 3. MAINTAINING QUALITY

We should take care of quality in our Data Integyat System, avoiding its
degradation.

1. Introduction

As said before, our goal is to maintain the systgrality at a level that satisfies the user quality
requirements. In order to achieve this, we mustagarall the changes that affect system quality,
considering that it may be continuously changing, particular its data sources, its data
transformation graph and its users’ requirements.

For the management of DIS changes we identify twssible approaches. In the first one, we
simply act when a change occurs, evaluating ifritvpkes the dissatisfaction of the user quality
requirements and acting in consequence. We work with what we see in a certain moment (a
“snapshot” of the system). This strategy would ngenaach quality change independently, using
the available information about the current statethe system. It allows solving the quality
problems originated by each change on the systawekier, when thinking on system changes, it
is clearly more natural and useful to have a dyoarision of the system. This is the base of the
second approach. It has a vision of the systenugfrdime, and not only in a punctual moment.
This dynamic vision allows to better diagnose wisahappening to the system and to take more
effective decisions. The main advantages of hathigvision are the possibilities of: (i) detecting
more “macro” changes, for example a change on VYieeage freshness of a source, instead of a
change on the source freshness in certain monm@gmtcting preventively, i.e. taking actions before
the system is negatively affected by a change, (@indconsidering historical information for
determining the actions to be taken after a chahge.second one is the approach we choose for
maintaining quality. We present the following simgixamples with illustration purposes.

Example 3.1 (about freshness)

A DIS has a data source that provides it econonfrination, whose freshness oscillates
between 0 and 12 hours. However, only in exceplioases, when the enterprise does not
work normally due to an unexpected holiday or eiypds’ problem, the data source
freshness reaches 13 hours or more. The DIS ddesatisfy users’ freshness requirement if
this source passes the value of 12 hours. Suppasethe first approach for changes
management is being applied. One day, the soueahes 13 hours, this change is detected
by the DIS quality management system, and as aeqoesice the source is eliminated from
the system, and substituted by another one. In fhthe DIS administrator would have
known that this was an exceptional situation, held/mot have taken that decision since the
source was very reliable and accurate.

0

Example 3.2 (about accuracy)

Suppose there is an operational database thateegibe sales in certain store, and which
also serves as a data source for a DIS of the lglofmmpany. There are pre-defined
procedures for measuring the accuracy of the DiBess’' data, which are executed
periodically at the sources. In certain moment theasurement is applied to the mentioned
store database and the resultant accuracy is uhdeacceptable values for the accuracy
required at the DIS. The DIS administrator immesliastarts implementing very expensive
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cleaning processes for the data extracted fromsthisce (affecting the obtained freshness).
Perhaps, if the DIS administrator would have knawat the last-measured accuracy was
strongly influenced by one exceptional day, whesn dperator was momentarily substituted
by an inexperienced one, he would not have takandicision.

0

With these examples we intend to show the impogafadetermining which situations should be
considered as relevant quality changes, since @ersg a change as relevant may have drastic
consequences on the DIS, its design, its sourtesDee of our main sub-goals is to propose good
criteria for determining which changes are relevamd an effective mechanism for identifying
them. Once a relevant change is detected, it neugietermined which are the possible actions that
may be taken in order to “repair’ the DIS qualiBor this, having a dynamic vision of the DIS
quality is also very useful, since it gives morwimation for selecting the best actions to betake

We carry out the chosen approach strongly basingaabilistic and statistical techniques.

Quality maintenance is performed by the Quality Kgament System, which is in charge of all the
functionalities related to the quality of the DIBis in charge of quality evaluation, proposed in

[Peralta-06], quality-oriented DIS design, partialddressed in [Peralta-06] and in the present
work, and quality maintenance, addressed in theeptevork.

In this work we focus on the management of twodestfreshness and accuracy, considering
definitions and evaluation-calculations that are@e or simplified. This is because our goal is to
propose techniques for changes management andefer ps a strategy, to start with non complex
factors and calculations such that the focus cgpoled on the object of our study.

In this chapter we intend to give the support foderstanding the proposal of the thesis, which is
presented in the three following chapters. We mieseset of concepts that are basic in our work,

the specification of the basic components of oamfework, and the whole mechanism that we

propose for maintaining quality. The latter is resaey to put the pieces together, because we
present the solutions to the different aspectshefproblem in different chapters. These are: the
modeling of quality behavior, in Chapter 4, theedtibn of relevant quality changes, in Chapter 5,

and the repair of DIS quality, in Chapter 6.

In Section 2 we present basic definitions, in $#c8 we present the mechanism for maintaining
guality and in Section 4 we present the summath®thapter.

2. Basic Definitions

In this section we present some concepts that @sie In our work. Some of them are taken from
existing work, some are adapted to our problem,esara proposed by us. We also present here the
specification of some of these concepts, which éllextended all through the document.

2.1 Data Integration System and Quality Management Sysim

As said before, thBata Integration SysterfDIS) is an information system that integratesdedm

a set of heterogeneous and autonomous informatiantas and provides it to users. In our context,
it basically consists of a set of data sourcestaasformation process that is applied to data
extracted from sources, and a user front-end, wisiehset of pre-defined queries or an integrated
schema. The data involved in these different elésneave some quality, which can be measured,
estimated, and eventually improved.
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We propose the existence oQaality Management Systgf@MS) associated to the DIS. The main
functionalities of this system are the following:

0 Construction of source quality model.
Given certain information about the source, the QNl®apable of building a model that
represents the quality behavior of the source.

o Evaluation of the quality of the DIS. (ProposedReralta06])
The quality values provided by the DIS to the usees calculated from the sources quality
values.

o Construction of the DIS quality model.
Given the sources quality models and the user tguaguirements, the DIS quality model is
calculated.

o DIS quality changes management.
The QMS is capable to detect relevant quality ckarand to propose actions in order to repair
the DIS quality.

The QMS functionalities are based on a frameworkdeality management. This framework,
called Quality Management Framewaqrks an extension of th@uality Evaluation Framework
proposed in [Peralta-06].

2.2 Freshness and Accuracy

As seen in Chapter 2, there are many differentrpnétations and definitions of freshness and
accuracy quality factors. We intend to give solusidhat are as general as possible for freshness
and accuracy factors, however, in order to avoidanbiguity, we choose the following particular
definitions for these factors and we restrict olweseto them in all our proposals.

Definition 3.1: Freshnesss the time elapsed since the data is updateaeabtS sources until the
data arrives to the DIS data target (user-querwaner materialized database).

Definition 3.2: Accuracytells how correct the data is. It may refer to afythe following
interpretations: semantic correctnesssyntactic correctnesor precision according to their
definitions in [Peralta-06]. Basically, semantiareztness describes how well data represent states
of the real-world, syntactic correctness expretiseslegree to which data is free of syntactic error
(such as misspellings and format discordances),paacision concerns the level of detail of data
representation.

For our work we assume some context characteriftatsare related to the management of these
guality factors in the DIS, which are the following

0 Granularity. The granularity is the basic informoatiunit to which quality measures are
associated. We manage a granularity of relationth&tsources we have a quality value for
each source relation (in general, we call it souritethe transformation process we have a
quality value for each activity result, which igedation, and we also have a quality value for
each data target, which is also a relation.

0 Measure unit.

- In the case of freshness, it is a Natural numbat rdpresents any measure of time; days,
hours, minutes, seconds, etc., according to tHeasa.

- In the case of accuracy, it is a Decimal numbewéen 0 and 1, whose precision is
determined according to the needs of the real case.
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- Time and accuracy values are discretized as exquldater, in Chapter 4, Section 2.2.
o0 Measurement at the sources.

- In the case of freshness, it is measured in funafdhe occurred updates. When there is an
update in a source relation it holds freshnessas@ime passes, freshness increases one by
one according to the chosen unit.

- In the case of accuracy, there are processes twgure the different types of accuracy in a
relation. In general, it is measured tdlly cell and these measures are aggregated to a
granularity of relation [Etcheverry+06].

o Information about sources. The Quality Managemeste3n needs metadata from the sources
that provide either the quality values or data #gilws deducing them.

- In the case of freshness, the system receivesniafosn of the updates occurred on the
source or information that allows estimating thesfmess through the construction of a
model.

- In the case of accuracy, either the source providesccuracy values of each relation or
the system itself measures them periodically.

0 User required values. The user expresses the #eshend accuracy values with the same
units, precision and interpretation we presentex/ab

2.3 Quality Evaluation

Quality evaluation problem in DIS is addressed Rerplta-06]. We incorporate the proposed
solutions and, as said before, extend the propaettwork (Quality Evaluation Framework).

The proposed techniques for quality evaluation applicable in different situations and with
different strategies. In the following sub-sectioa state our approach for their application.

2.3.1 DIS Quality Evaluation through Estimations

We identify two different ways of evaluating qugliln a DIS. We call them calculation and
estimation. In the case of calculation, at the munw# integrated schema population or at the
moment of user-query execution, quality is measatetie sources and propagated (combined and
calculated) with the data that goes from the sautoehe user. In the case of estimation, sources
quality is measured and DIS quality (quality ofamhation provided by the DIS) is estimated,
regularly. When the user comes to use the DISioides quality information before he retrieves
the data from the sources. This quality informatisran estimation based on knowledge about
sources quality (which may be obtained in differamays) and about sources and DIS
characteristics. Estimated quality is the qualitgttthe DIS is currently providing (at any moment
DIS information is required), while calculated gtials the quality provided by the DIS at certain
instant with a certain dataset. Calculation neattsination that is only obtained through execution
of the data queries or transformations. Table ®idws a summary of Calculation/Estimation
characteristics.

In this work we consider that the DIS quality iseated through estimation. In this context, we do
not give the quality values of certain data, weegin estimation of the data quality that the DIS is
offering to its users. That is why we manage averagaximum, most probable, etc. quality values,

! We call cell to the value of an attribute in aléupf a relation.
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instead of punctual quality values. If we considerfer quality evaluation, calculation instead of

estimation, it would not have any sense to talkualohanges, since quality would be fixed values
corresponding to certain data at a certain mon&tat.would not have any changes to detect or
calculate their impact.

Calculation Estimation

Based on actual quality values of the soL Based on representative quality values of
sources (max, average, etc.)

Using actual sources’ instanc Using usual characteristicf sources’ instanci

Actual quality values of the DIS are calcule |Mean, maximum or mac-probable quality
values of the DIS are calculated

Quiality given by the DIS at a given time ins | Quality given by the DIS at any mom

Table 3.1: Calculation vs. Estimation

2.3.2 Quality Evaluation Framework

The Quality Evaluation Framework is proposed inrfiRa-06], first as a specific solution for
freshness quality factor and then it is extendedafizuracy factor. In the framework the DIS is
modeled; sources, transformation process and datédpd to users are modeled.

DIS is modeled as a workflow process in which tlerkflow activities perform the different tasks
that extract, integrate and convey data to endsuguality evaluation algorithms are based on the
workflow’s graph representation, basically consigton value aggregation and propagation through
this graph.

The following definitions are textually transcribdtbm [Peralta-06], with the exception of
Definition 3.3, where we substitute the set of Qu@raphs by only one QualityGraph. This is
done with the purpose of simplifying the specificatand does not interfere with the correct DIS
representation.

Definition 3.3: The quality evaluation frameworks a 5-uple: Sources Targets QualityGraph
Properties Algorithms>, whereSourcess a set of available data sourc€argetsis a set of data
targets,QualityGraphis a graph representing the DIS procdampertiesis a set of properties
describing DISs features and quality measures Algdrithms is a set of quality evaluation
algorithms O

Definition 3.4: A data sourceis represented by a pailName Descriptior», whereNameis a
String that uniquely identifies the source dbescriptionis a free-form text providing additional
information useful for end-users to identify theusse (e.g. URL, provider, high-level content
description)

Definition 3.5: A data targetis represented by a pair <Name, Description>, e/fName is a String
that uniquely identifies the data target and Desiom is a free-form text providing additional
information useful for end-users to identify theget (e.g. application/process name, interfaces,
servers running the applicatiofn).

It is introduced the concept gfiality graph which is a graph that has the same workflow $tinec
as the DIS and is adorned with additional DIS infation that is useful for quality evaluation.
Figure 3.1 shows an example of quality graph.
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Figure 3.1: Quality graph [Peralta-06]

2.4 Specific Scenarios for Managing Freshness

Freshness quality factor is highly dependant otagecontext characteristics that generate differen
scenarios. We define three dimensions that arevameteto freshness management and whose
crossing generates the different scenarios. Themsions are the following:

1) DIS materialization

This dimension refers to the degree of materidbpabf the integrated schema. This is very
important when considering freshness property,esihdirectly affects the calculation of the
freshness of the data that arrives to the user. DI® are classified in (i) Virtual, (ii)
Materialized, and (iii) Hybrid, as presented in Qteat 1, Section 1.

2) Sources loading

In order to know about the behavior of freshnestofaat a source, it is essential to know how
the source is loaded. In this dimension we classify sources according the way they are
loaded, into two categories: (i) periodic loadiagd (ii) continuous loading.

In (i) the source is loaded or updated in a pecidaisis, i.e. the data is always updated with
exactly the same frequency. An example of this kihdource may be a Data Warehouse that is
loaded every month, and provides its informatioratsystem that integrates data from several
Data Warehouses.

In (ii) the source is updated in a continuous hasiadomly. This occurs, for example, with
sources that are autonomous with respect to thegraed system, and are the operational
databases of other systems.

3) Sources meta-data
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We distinguish four kinds of meta-data, relateddarce freshness, that may be provided by the
sources: (i) date-time of last update, (ii) allsome of the occurred updates, (iii) update period
(only for case of periodic loading), and (iv) esdiions of the update frequency.

Example 3.3
We classify, according to the previous dimensian®ata Warehouse and an OLAP System.

The Data Warehouse has a materialized integrateabalse, its sources are updated in a
continuous basis, since they are operational ds¢shand each source provide to the Data
Warehouse system the estimation of the frequencypdétes.

The OLAP system integrates information coming freaveral Data Marts, which are its
sources. It has a virtual integrated databasesoitsces are updated periodically, and they
provide information about the update period. (Irafbtta+06] we propose techniques for the
management of quality factors in a Data Marts systéth these characteristics.)

Figure 3.2 shows this classification by the différdimensions.

Sources
DIS o Meta-data
Materialization
4 e S @
S DATA
T AT @ WAREHOUSE
OLAP 3
) SYSTEM :
Hybrid —— : '
. L Update
Materialized—— § period
NLrerdate
frequency
Virtual == Updates
ast-update time
g = >
Periodic Continuous Sources
loading loading Loading

Figure 3.2: Classification of example cases

3. Mechanism for Maintaining Quality

In order to maintain the quality of the DIS at a&dethat satisfies user quality requirements, the
QMS must becontinuously doing two basic tasks: (1) maintaining up-to-dateta-information
about system quality and about other system priegetthat affect quality, and (2) monitoring the
guality of the system (this includes the qualitytlod sources and the quality of the DIS), detecting
when there is a change that is relevant to DIS ityuaDn the other hand, the QMS must
occasionallyreact doing the following tasks: (3) evaluations &alculations related to DIS current
guality, as necessary and (4) analysis and recomtatiens of actions for repairing DIS quality.
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3.1 Mechanism overview

The mechanism for maintaining quality proposed hie present work is integrated with other
functionalities into a larger context. This contextomposed by the Data Integration System (DIS),
meta-information about it, the Quality Managemeydt&m (QMS), and the users. Figure 3.3 shows
the architecture of the whole process of DIS qualitanagement, which we explain in the
following paragraphs.

As can be seen, in the DIS environment we distsigthie DIS processes, and other four processes
that interact with itExecution which obtains information about the DIS processexutionEvent
Monitor, which monitors the events sent by the sourbesign & Maintenancewhich executes
design tasks and modifications to the DIS, andllfindeasurementwhich is a process that may
exist for measuring the quality of data extracteanfa source.

The meta-information needed by the QMS acts astnface between the DIS environment and
the QMS. We divide it in thevents repositorgnd theestimations & statisticsThe first one stores
all the events that it receives, which come from Bvent Monitor and/or triggered by changes on
estimations & statisticsThe second one stores a large variety of infdomaabout the system,
which we can group basically in: current informatiand estimations about DIS properties, quality
models, historical information about them, andistiaal data about quality measurements.

In the QMS we distinguish three groups of processes related to the building of the management
framework, a second one related to the evaluatfoDI$ quality, and a third one related to the

improvement of DIS quality. All the processes ofgb groups interact with the Quality Graph,

which is the representation of the DIS.

Quality Graph Buildeiis in charge of the creation and maintenance eftality graph, obtaining
the necessary information from tlestimations & statisticanetadata.Quality Models Builder
calculates the quality behavior models of the sesii@nd the DIS, obtaining information from the
meta-information repositories and storing the medehd the histories of these models in
estimations & statisticeepository.

Quality Changes Detectioand Quality Verificationsare in charge of managing the changes
occurred on the DIS, and determining if they atevant to the DIS qualityQuality Verifications
verifies the DIS quality taking into account theeuguality requirements and the quality provided
by the DIS to the useQuality Evaluationevaluates the quality given by the DIS, providthgs
information to the end-user if needed.

Design Refinemerinproves the DIS design basing on quality evatuatind an analysis of critical
points. Quality Repairis the process that compensates the DIS qualignwh was negatively
affected by a change, and this event was notifieil by theQuality Changes Detectioprocess.

The Improvementprocesses do not act directly on the DIS, but thase the designer the
recommendations of which improvement actions heilshapply.

Not all the solutions for the different modules whoin the figure are given in the present work.
Here we propose solutions for the proces&aglity Models BuilderQuality Changes Detection
Quality VerificationsandQuality Repair(green-colored in the figure), we define meta-infation
about eventsand estimations & statisticsand we enrich theuality graph specification. The
processeQuality Graph BuilderQuality EvaluationandDesign Refinemenas well as thguality
graphproposal and specification, are addressed in faebé].

Our proposal for the proce<3uality Models Builderand the meta-information it manages is
presented in Chapter 4. Our proposal Garality Changes Detectioand Quality Verifications as
well as the events they manage, are presented apt&€h5. Our proposal faQuality Repairis
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presented in Chapter 6. Our specification of theagament framework is presented in next section
of this chapter.

DIS : i Quality Management
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Figure 3.3: Architecture of the process of DIS Qudtly Management

The parts of the architecture covered in our waekslnown in Figure 3.4. There we also show how
the modules of DIS quality maintenance are intemeated. Quality Models Builderfeeds
estimation & statisticgepository, which generatesents(through database triggers), which are
received byQuality Changes Detectipmhich in some cases invok@siality Repair

The mechanism we propose for maintaining qualiguisported by two main actions: (1) up-to-date
maintenance of the quality models and statistied, (@) management of the DIS changes that affect
quality.

Quality models of the sources are maintained anditored such that changes on them can be
detected. This maintenance is doneQuyality Models Buildehased on events that come from
sources, and on periodic measurements. The mamgtigiautomatically carried out kstimation

& statisticsdatabase, through triggers that react when madelapdated.

In addition to source quality models changes, changn user quality requirements and DIS
transformation process are detected. These chamgesiotified toQuality Changes Detection
module through events, which are generated festimation & statisticsepository.

Quiality Models Buildeis also in charge of maintaining DIS quality madélhese models take into
account sources models, DIS transformation pro@esbuser quality requirements. They are used
for determining if the DIS quality is acceptableifdt must be repaired.
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Figure 3.4: Modules of DIS Quality Management solwein the present work

It is important to note that in the proposed me@raractions are taken in function of changes that
have already occurred. If a quality factor reachealue that falls far from the expected rangss, th
situation is not avoided neither managed at th&ammst occurs. The reached value affects the
general quality behavior of the sources and syséem,it is later taken into account in the relevant
changes detection.

3.2 Quality Management Framework

In order to specifying and implementing our solntowe define a framework, called Quality
Management Framework. In the following we presestspecification. We extend the Quality
Evaluation Framework of [Peralta-06], also makingme modifications to the existing
specifications. Our definitions are based on thetieg definitions, changing basically the way the
properties are defined and related to the quality graph sretements. This modification is
necessary because in our proposal most of the redramncepts are representechespertiesand
the previously existing definitions do not adapoto needs naturally.

Definition 3.6: The Quality Management Frameworis a 6-uple QMF = <Sources, Targets,
QuialityGraph, Properties, Algorithms, ChangeManagi@iielements>, where.

- Sources is a set of available data sources,

- Targets is a set of data targets,

- QualityGraph is a graph representing the DIS gse¢

- Properties is a set of functions for describin§®features and quality measures,
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- Algorithms is a set of quality management aldoris,
- ChangeManagementElements are the tools thatsarkta manage quality changes.

Definition 3.7: The ChangeManagementElemeritsa 7-uple QMF = <Events, DetectionRules,
Statistics, Interpretations, InterpretationRulestiéns, RepairingRules>, where.

- Events is a set of events managed by the QMS,
- DetectionRules is a set of rules that allow ditgaelevant quality changes,

- Statistics is a set of functions that give cur@amd historical information about the DIS,

- Interpretations is a set of interpretations aliol& situation,

- InterpretationRules is a set of rules that dedoigpretations from events and statistics,
- Actions is a set of actions that may be appleethe DIS,

- RepairingRules is a set of rules that definenftbe interpretations, which actions should benake
for recovering DIS qualityd

The different components @@hangeManagementElemerage defined and specified through the
different chapters of this document, except in tase ofStatistics component, which is not
completely specified in this work. It involves madifferent kinds of meta-information, which in
some cases is specified and in other ones notll Inages this information is assumed to be
available and up-to-date in tleetimations & statisticeepository.

Definition 3.8: A data sourceis represented by a pailName Descriptior», whereNameis a
String that uniquely identifies the source dbescriptionis a free-form text providing additional
information useful for end-users to identify theuss®e (e.g. URL, provider, high-level content
description)

Definition 3.9: A data targetis represented by a pair <Name, Description>, e/fName is a String
that uniquely identifies the data target and Desiom is a free-form text providing additional
information useful for end-users to identify theget (e.g. application/process name, interfaces,
servers running the applicatiofn).

Definition 3.10: PropTypesis a set of Strings, each of which names a prgdgge. A property
type is for example, “user quality requirement’pst’, “source quality behavior model.

Definition 3.11: PropertiesDefinitionis a functionPD: PropTypes—> U that gives for each
property type the domain of the properties of §pet where U is the universe of domains (the set
of possible domains for a property).

The quality graph specification we propose has itwain differences with the one of [Peralta-06]:

we specify a relation between graph elements aodepty values and we add the possibility of
assigning properties globally to the graph.
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Definition 3.12: A quality graphis a 5-uple G = (V, By, pg, gp) where:

V is the set of nodes.*W" and V" are the sets of source, target and activity noessectively;
with V = Vv°* 0 V' O V2 Each source or target node corresponds to aesaurtarget of the
framework.

EOV xV x T is the set of edges. T ={c, d} distinghes between control edges (c) and data
edges (d). The edde, v} originates at nods, terminates at nodeand has typg with u, v OV,
tOT.

pv represents the node properties. It is a functim given a node returns a function, which
given a property type returns a function, whichegiva property name returns the value of the

property,
pv:V - {f/f: PropTypes> (String> U) O

Ox O PropTypedly O String (f(x))(y) 0 PD(x) O {{0}},
wherelU is the union of the property domains.

pe represents the edge properties. It is a functian given an edge returns a function, which
given a property type returns a function, whichegiva property name returns the value of the

property,
pe: E - {f/f: PropTypes> (String> W) O

Ox O PropTypedly O String (f(x))(y) d PD(x) O {{}},
wherelU is the union of the property domains.

gp represents the graph properties. It is a fundiia for each property type, gives a function
that for each property name gives the value optoperty,

gp: PropTypes> {f/ f: String > U O
Ox O PropTypesiy O String, Gp(x))(y) O PD(x) O {}},
wherel is the union of the property domains.

It is considered, without loss of generality, tterget nodes have a unique incoming data edge and
source nodes have a unique outgoing data edge.

To better understand the representation of praseiti the quality graph, refer to Example 3.4,
shown in the following subsection.

3.3 Quality Requirements

The use of statistical and probabilistic values B quality factors gives the possibility of
expressing the user quality requirements usingtalsse kinds of values.

We define the following types of user quality regonents that can be expressed in the DIS:

(0]

(0]
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value + probability

The user gives a quality value v and a probabilithue p. This means that the user requires a
maximum or minimum (depending on the quality fagtaalue v, which must be verified by
the DIS with a probability p. In other words, q@alvalue v must be verified in the p*100
percent of the cases.

maximum / minimum
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The user expresses that the quality value of ti&edddment must be greater than or equal to or
less than or equal to a given value.

0 average

The user expresses that the average quality valexects from the DIS element, must be the
given valueg or 2, according to the quality factor.

o most frequent value

The user expresses that the most frequently quaditye verified by the DIS element, must be
the given values or =, according to the quality factor.

These possibilities for expressing quality requieats give to the user much more flexibility than
expressing the requirements only by a quality valioe example, suppose a user needs that certain
information has a freshness of, as maximum, 24 idaut he does not care if in some punctual
cases this freshness reaches greater values. Hgtatenas quality requirement: freshness <= 24
with probability = 0.9. With this requirement hecapts greater freshness values in 10% of the
cases, otherwise, if he could not express thihygmsr he would loose some source, which cannot
verify always the requirement, or he would accepteximum value of 48 hours.

Definition 3.13: User Quality Requiremeri$ a property type, whose corresponding domain
is a set of 4-uples of the form: <qgfactor, typdueaprob>, where:

- gfactor is a String, representing the qualitytdac

- type O {“probability”, “maximum”, “minimum”, “average”, frequency”), tells the type of the
requirement.

- value is a Decimal, the quality value of the riegment.

- prob O 0..1, is the probabilistic value associated to qhelity value. Used only when type =
“probability”. O

We present an example in order to illustrate tipeasentation of these properties in the DIS.
Example 3.4

Suppose the data target T1 has four user qualjtyirements defined, two for freshness and
two for accuracy. They are specified as follows:

((pv (T1)) (UserQualityRequirement)) (reql) = <freshmemaximum, 10, NULL>,
((pv (T1)) (UserQualityRequirement)) (req2) = <frestsjggobability, 8, 0.9>,

((pv (T1)) (UserQualityRequirement)) (req3) = <accutaojnimum, 0.7, NULL>,
((pv (T1)) (UserQualityRequirement)) (req4) = <accutdogquency, 0.9, NULL>

For referencing all T1 requirements:

T1Reqgs = {<n, r>/ il String, rO0 PD(UserQualityRequirement) and
r = (pv (T1) (UserQualityRequirement)) (n)}

0

It is well worth clarifying that the requiremenfpis “average” and “frequency” are later confronted
with the calculations ofxpectationand mode (concepts that are explained in next chapter),
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respectively, of the sources quality models. Whefiarring to user requirements we prefer to use
the terms “average” and “frequency” because theychoser to the user perspective.

4. Summary

In this chapter we present different concepts #natbasic for the comprehension of the following
chapters. They are basic concepts, definitionscifipations of objects that are managed in
successive chapters, and a complete vision of gehamism proposed in this thesis.

The basic concepts we present are those definiindsassumptions from where we start. Some are
taken from previous work, some are taken and adapteur needs, and others are defined by us.

The mechanism for maintaining quality that we pnésan be seen as the summary of our proposal.
It contains the different solutions we give in thierk and how they inter-relate. In addition, we
present the specification of the framework we us¢he rest of the work and the definition and
specification of the user quality requirements.
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CHAPTER4. QUALITY BEHAVIOR MODELS

How does quality vary in our Data Integration Sys&

1. Introduction

In order to achieve the dynamic vision of the systguality and considering the volatility of the
source quality values, we build quality behaviordels for the sources as well as for the system
itself. The quality behavior models are stronglysdmh on probability distributions. Having
probabilistic models describing the quality of tbeurces and the DIS gives the possibility of
foreseeing what may happen with quality in the stesm.

The idea is to model which can be the quality-feitealues at any instant and how they vary
through time. In the case of the sources, for eatinice we calculate the probability distribution of
the quality values. In the case of the system, aleutate the probability that its quality satishet
required quality, and the probability distributiohthe quality values given by the system. In both
cases we maintain the history of the models.

In order to buid and maintain these models we moriite sources and the DIS and we maintain
metadata, which constitute the support for the @islity maintenance.

In Section 2 we present an overview of the prolistluilconcepts we apply, en Section 3 we present
the modeling of the sources quality, in Section &l present the modeling of the DIS quality, in
Section 5 we comment the strategy for having tHerination about quality through time, and
finally, in Section 6, we present the summary o thapter.

2. Probabilistic Techniques Application

As said before, we want to model the system quaktysomething dynamic, and we achieve this
through the construction of probabilistic models.

Given some information relative to the behaviotthed quality factor, the probabilistic techniques
application allows us to: have an estimation of ¢berent quality value and to have information
about the possible quality values in the short teflrese techniques give enough information to
characterize the quality of a source as well agjtiadity of the DIS.

In this section we enumerate and briefly explaimagrobabilistic concepts that we apply in our
problem, and we comment some particularities af éfiplication.

2.1 Some Probabilistic Concepts

We give here an overview of the basic concepts p@yain our analysis and solutions, mainly
based on [Canavos-88][IOCourse-07][Virtamo-04][WWidia-07]. The idea is to briefly comment
these concepts, assuming the reader has a basidekige of the topic. For a deeper study, the
interested reader may go to the cited references.

Random Experiment

It is a process whose result can be observed, basevvalue cannot be anticipated with certainty.
Each possible experiment result is called randoimt gmd notedv..
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Sample Space

It is the set of all the possible results of a ndexperiment.
Q ={w;: w; is an observable result of the experiment}

Event

It is any sub-set of the sample space.
An eventA consists in the set of the random pomtghat represent experiment results whare
occurs.

Union of E; and B: E; O E,. The event that consists of all the possible tesaflE, E, or both.
Intersection of E; and E: E; n E,. The event that consists of all the results tleddiiy to & and E.
E; and & aredigointif E; n E; =0

Probability

The probability is a real number that measuregptissibility that a result of the sample space occur
when the experiment is carried out.

There are three different interpretations of thebpbility: classic of relative frequengyand
subjective The first and second ones are based on the tiepedi experiments carried out under
the same conditions. The third one represents auneaf the degree of belief with respect to a
proposition.

The axiomatic definition of Probability is the folling:

Let S be a sample space and E any event of S.i®@&)probability function over S if it
satisfies the following axioms:

1) P(E)=0
2) P(S)=1
3) If, forevents |, E, E;, ...
Ei n E =0 for all i #j, then
PEOED.)=PE)+PE) +...
Theaddition rule of probabilitiesis used for any two eventg Bnd E of the sample space:
PEUOE)=P(E)+P([E)-PENE)

Intuitively, P(&) and P(Ek) reflect the number of times that results efaed & will occur,
respectively. It is necessary to subtract the commesults because otherwise they are
double counted.

Joint probability is the probability of the intersection of two etegnlt is the probability of two
events in conjunction.

Marginal probability is the unconditional probability of an event, thebability of one event
regardless of the other event.

Conditional probability is the probability of an event, conditioned to firevious occurrence of
other event.

Let A and B be two events of the sample space Sthab P(B) >0. The conditional
probability of A when B occurs is the following:

P(A|B) = P(An B)/ P(B)
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Statistical | ndependence

Let A and B be any two events of a sample spads.shatistically independent from B if P(A|B) =
P(A). This has as consequence:

P(An B) =P(A) P(B)

Events A, A, ..., A, of a sample space S are statistically independestd only if the joint
probability of any combination of them is equal ttee product of their respective marginal
probabilities.

Random Variable

It is a function defined over the sample space,clwiiransforms all the possible results of the
sample space in numeric values.

A random variable is discrete if the quantity ofues it can take is countable (finite or infinite)d
if they can be arranged into a sequence that quonets with the positive integer numbers.

Probability distribution of a discrete random variable

The domain of the random variable is the sampleespa/e can associate a probability measure to
each possible random variable value.

Let X be a discrete random variable, ang {%1,2,3,...} the set of the values X can takeeTh
probability distribution of the random variable X i

PX=x%)=p(%)=20,j=1,2,3, ... and; p(x) = 1
Expected Value (or expectation) of a discrete random variable

The expected value of a discrete random variabléeXpted E(X), is the average or mean value of
X.

E(X) =2, p(X)
Mode of a discrete random variable

The mode of a discrete random variable X is thaierad, of X that maximizes the probability
function, i.e. the most frequent value assumed by X

Known probability distributions

There are specific probability distributions thatve empirically demonstrated to be useful models
for diverse practical problems. Their probabilityn€tions are mathematically deduced basing on
certain hypothesis that are supposed to be valithéoconsidered random phenomenon.

Poisson Distribution

It is a discrete probability distribution where thandom variable represents the number of
independent events, each of which occurs with avknaverage rate and is independent of the time
since the last event.

The distribution parameter I the average number of occurrences of the rand@mnteén a time
unit.

The Poisson process can be defined in three diffefleut equivalent) ways. We choose the
following one:
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The number of arrivals N(t) in a finite intervallehgth t obeys the Poissat) distribution,
P{N() =n}=Qp)"e™
n!

Moreover, the number of arrivals N(t1, t2) and N{§ in non-overlapping intervals (Klt2 <
t3 < t4) are independent.

The expectation is: E(N(t)) &t

We can say that the resulting process of countiegnumber of events occurred in a time interval
of duration t, has a Poissson distribution of paatmmit.

Descriptive Statistics

Statistics is the study of random phenomena. lis @mspect is the obtainment of conclusions based
on experimental data (called statistic inference).

Descriptive statistics are used to describe théctfaatures of the data in a study. They provide
simple summaries about the sample and the meadimeg.are useful when we have large data sets
that can be considered as random samples. Thegivaithe general distribution of values, basing
on empirical evidence. Graphical description, tabutlescription and summary statistics are
commonly used to summarize data. These techniquedased on the collection of data, its
classification and the calculation of their relativequency. Thedative frequency is the quotient
between the frequency of a class of observatiodstantotal quantity of observations. Tiatative
frequency histogram is the graphical representation of the relatiegfiencies of the classes.

Probability as relative frequency

As said before, one of the possible interpretatimingrobability is through relative frequency. The
idea is that an experiment is carried out many simeder the same conditions, and each time, a
result is observed. The probability of the preseateertain attribute is approximated by the
relative frequency of the results that have thebaite.

The definition of probability with this approachtise following:

If an experiment is repeatadtimes under the same conditions amdof the results are
favorable to an attribute B, the limit of / n whenn becomes large, is defined as the
probability of the attribute B.

PASTA Property (Poisson Arrivals See Time Averages)

This property says that customers with Poissorvalgisee the system as if they came into the
system at a random instant of time. The probahilint when a customer arrives, he observes the
system in a given state n, is equal to the proibaliiat the system is in that state.

In our solutions we also apply some conceptStafistical Reliability Theory [Gertsbakh-89], but
we prefer to present them in the Section of thejliaation for reasons of presentation clarity.

54



Adriana Marotta

2.2 Application to our problem

In our problem we apply probability techniques &dcalate the probability distributions of: (i) the
quality values of the sources, (ii) the qualityues provided by the DIS in certain data target, and
(iii) the satisfaction of the user quality requiremts by the DIS.

In all these cases, thandom experimentonsidered is the observation of the DIS at a fuahc
moment. At this moment the sources have certaititguealues, the DIS data target have certain
quality values and the DIS is satisfying or nottiser quality requirements.

For the experiment it is important to remark tha gonsider our observations have B®STA
property, ensuring there is not any correlation betweendb®ervations and the variation of the
sources and system.

We define theandom variablesaccording to the model we are constructing. Fanmgde, in some
cases we define the following ones:

X — Variable that represents the quality value sbarce.

Y — Variable that represents the satisfaction drafahe user quality requirements by a
source.

Theeventswe define are sets of sources quality values coatioins.

In all our models waliscretizethe quality values. The used criteria for thiscoitization vary
according to the quality factor and the use ofdbality value. When we discretize the values we
must define two aspects: the precision we will nggntor the values, and how we will round the
values to the corresponding discrete value. Thécehof the precision strongly depends on the
particular case, for example, for freshness fadtog, use of days, hours, minutes or seconds is
determined by the characteristics of the data aatd dequirements in the DIS. The criteria we
propose for rounding the values for freshness andracy are in general the following:

- In quality requirements we round the value to tlwstmestrictive value. This implies that in
the case of freshness we round it to the lowestevahd in the case of accuracy to the
highest one. Note that quality requirements areamby the ones directly posed by the
users, but also the ones calculated in the sysbernding compared to the sources values
(this is presented later in the document).

- In the sources quality models, in the case of fiesh, values are rounded to the lowest
value, since the idea is to transmit the quantitiimoe units that has effectively passed. In
the case of accuracy, values are rounded to threstemme.

3. Probabilistic Modeling of Sources Quality

We build probabilistic models where the random expent consists on the verification of a source
quality value, the random variable (RV) represéimssource quality factor, and the sample space is
the set of all its possible values. With this weénthe probability distribution of the quality vaki

at the source. The objective is to know the prdhggds that hold for each of the possible quality
values of the source if we query it at any moméidyving this distribution also gives us the
possibility of calculating useful indicators suchexpectation, mode, maximum and minimum.

In the case of freshness, for example, supposeawe the random variables,XX,, ..., X, so that
each one corresponds to one of the n sources difitdgration system. Xepresents the freshness
value of source i at a given instant. The probphihat freshness: k is verified (where freshngss
is the current freshness value of source i afgl& positive integer number), is: pXk).
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3.1 Models Construction

We build the models through three possible mechamisiepending on the characteristics of the
guality factor and the system, and on the availatftemation.

Mechanism 41 Using an existing distribution. This can be ddnthe behavior of the quality
factor or some property on which it is based, isady represented in a theoretical model.

Mechanism 2 Calculating the distribution. This can be doheé have enough information
about the behavior of the quality factor to dedbogs the probabilities distribute across the
possible values.

Mechanism 3- Obtaining the probability distribution throughet utilization of statistical
techniques. We calculate the relative frequendamfivos-88] with the collected values of the
quality factor. These relative frequencies, venifysome conditions depending on the case, are
a good estimation of the respective probabilitiéarfavos-88] [Cho+03].

In the cases dflechanism JandMechanism 2the calculation of the models may be aided by the
use of SQL tools that specialize in extracting plmlistic models from data or generating known

probabilistic models given the necessary informrmatione of these tools is SQLSAM, proposed in

[Choobineh-9k

3.1.1 Freshness

In order to obtain the probability distribution thfe freshness of a source, we need to know some
specific characteristics of the source, which debee the mechanisms we can use. Following the
definition of possible scenarios stated in Cha@erSection 2.4, we distinguish the different
scenarios that are based on two of the dimenswhigh are relevant to the source probabilistic
modeling: (1) type of sources loading (periodicatycontinuously), and (2) meta-data provided by
the sources (with respect to updates). The crossintpese dimensions generates the different
scenarios.

In the following we show three probabilistic modeie have developed for three different
scenarios. The first one is built through Mechanimhe second through Mechanism 1 and the
third through Mechanism 3.

Model 1

This model corresponds to a scenario where sowadifg is periodic and the available source
meta-data is the update period. In this case wd theé model calculating the distribution.

Consider a source S, let T be the period of theceoloading, and X be the RV for the source
freshness. The probabilities for the different jjuesvalues of freshness are all equal to 1/T:

P(x) = p(X=x)
p(0)=p(1)=...=p(T-1) = 1T

We also calculate the expectation for X, which calas with the average of the possible freshness
values:

E(X) =%, xp(X) = O(L/T) + L(L/T) + ... + (T-1)(L/T) = (0+1++T-1) / T
On the other hand, supposing we start at an ingteitwe have an expression for the freshness at

a given instant t:
freshness(t) =t— (tDIVT)*T
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Figure 4.1 shows a graph that represents the iariaf freshness through time, in the case of T=5.

freshness

| | | I |
I | | | [ I
0l 1 2 3 4 5 6 11 12 time

Figure 4.1: Freshness values through time

Examples of sources that are updated periodicedly a

0 Salaries system database. A database that is dpdatth 30 days, when salaries are
liquidated.

o Cinema billboard. A cinema where the billboard figlated once a week.

o Data Warehouse. A data warehouse that is updatéd2dahours.

Model 2

In this model the source loading is in a continubasis. We assume that source updates follow a
Poisson process and that the update frequinisyavailable. We chose this example taking into
account the paper [Cho+03], where the authors asshat a source element changes by a Poisson
process, mentioning experimental data that showssbihavior for web pages. With respecito
estimation, they say that in the case of “comphigeory of changes”, it is well known that (hnumber
of changes)/(monitoring period) gives “good” estiimia of the frequency of change.

We build the model deducing the probability digttibn of freshness values from the probability
distribution of the quantity of updates in the smymwhich is a Poisson distribution.

Given a source S, the RV X represents the quanfitypdates in a time unit, and the RV Y
represents the source freshness. We know thebdistn of X, we deduce the distribution of .

The probability that there is at least one updata certain time interval (jp is the complement of
the probability that there is zero updates in tinie interval:

pu =1 - p(X=0)

The probability that the freshness at the end ofage time interval is 0, is equal ta,pThe
probability that the freshness is 1, is equal ®® phobability that there has been an update in the
previous time interval, multiplied byyplIn this way we can obtain the distribution foe tRV Y:

p(Y=0) = p
p(Y=1) = p.p(X=0)
p(Y=2) = p.p(X=0).p(X=0)
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We also calculate the expectation:
E(Y) =2, yp(y) = p(X=0) + (p(X=0)j+ ...

In addition, this model is a stochastic processasd a Markov chain [Hillier+91] [IOCourse-07].

A stochastic process = (X, tZT) is a family of random variables that describe thelwion of an
experiment, through time.JT is the time parameter of processEach possible value of RX; is a
possible system staté, = e indicates that at instabthe process is in stage

{X} is a stochastic process, whergiX the quantity of updates in each time inter¥dle X are
independent RVs and identically distributed wittowm probability distribution, Poisson.

{Y i} is a stochastic process, wherei¥ the freshness at the end of i interval. Tharé dependent
RVs and they can be evaluated iteratively throigheixpression:

Yur=d Yi+ 1, ifXan=0
0, if Xppp =21

Y0:0

The {Y;} stochastic process has the markovian propertyictwinoughly means that given the
present, the future is conditionally independerthefpast:

P{Yti=jlYo=ko ... Ya = ker, Ye= i} = p{Y wa =] [Ye = i}

Additionally, the transition probabilities p{¥ = j |Y; = i} are stationary, since:
Pi =P{(Yuw1=j|Yi=i}=p{Y1=]| Yo=1} forallt=0,1, ...

This characteristic gives us the possibility ofccddting the transition matrix, obtaining all the
transition probabilities, i.e. the probabilitiesaththe freshness changes from certain value to
another.

The following is an example where this model isligp
Example 4.1

The considered data source is a database tablebahla In the bank the clients arrive
following a Poisson process and also the databpdates occur according to this process.
The estimated update frequency for the table isdate each 4 minutes.

We choose the interval length as 4 minutes. Whémyuhis method the time interval we
choose for the Poisson model of the updates isssadly the time unit the model for
freshness will have. Therefore, our values foriness will be multiples of 4 minutes.

t = 4, time interval (minutes)
A = 1, estimated quantity of updates in 4 minutes

Let X be the RV that represents the quantity ofates of the source, and Y the RV that
represents the freshness of the source measutietkininits (of 4 minutes).

P(X=0) = A"/nl)e?= (190! ) e* = e*=1/é =0.36 -- Probability of 0 updates in a 4-
minutes interval
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pu=1-p(X=0)=1-0.36 =0.64 -- Probabilitathireshness is equal to 0 at the end of the
interval

The distribution of RV Y is the following:

p(Y=0)=p,=0.64

p(Y=1) = p,.p(X=0) = 0.64 x 0.36 = 0.2304

p(Y=2) = p,.p(X=0).p(X=0) = 0.64 x (0.36)= 0.082944

p(Y=3) = p.p(X=0).p(X=0).p(X=0) = 0.64 x (0.36)= 0.02985984

p(Y=4) = py.p(X=0).p(X=0).p(X=0).p(X=0) = 0.64 x (0.38)= 0.0107495424

p(Y=5) = py.p(X=0).p(X=0).p(X=0).p(X=0).p(X=0) = 0.64 x (0.38}¥ 0.003869835264

p(Y=n) = p.(p(X=0))" = 0.64 x (0.36)

Intuitively, we can see that the deduced distrdnutior freshness is correct. See the graph
presented in Figure 4.2. This is the graph of Hodability distribution (Poisson distribution)
of the quantity of updates at the source. It shthas the highest probability is for the value
1, and the values near 1 have also a high probals the values increase, the probability is
drastically lower. The value 0 for freshness hdsigh probability (P(Y=0)), because this
probability is equal to the sum of the probabititieorresponding to quantity of updates
greater than 0, which is the probability B{y. The probabilities corresponding to freshness
values greater than 0 (P(Y=v), v>0), are noticedbleer because they are equal to the
product of several probabilities of X; the greatethe value, the greater is the quantity of
times we multiply by P(X=0), which is equal to 0.36

0,4000
0,3500 +
0,3000 +
0,2500 +
0,2000
0,1500 +
0,1000 +
0,0500 +
0,0000

Probability

0 1 2 3 4 5 6 7 8 9
Quantity of updates

Figure 4.2: Poisson Distribution of Quantity of Updites

We also calculate the expectation for freshneasegal
E(Y) =2, yp(y) =2, (y X 0.64 x 0.3§ = 0.36 x 0.64 %,y x 0.36" =" 0.5625

Finally, we can express freshnésderms of minutes We consider a RV Z that represents
the freshness of the source, measured in minues)dthe following distribution:

p(Z=0) = 0.64 p(Z=8) = 0.082944 p(Z=16) = @D0495424
p(Z=4) = 0.2304 p(Z=12) = 0.02985984 p(Z=2@).603869835264
Expectation now is: E(Z) = 2.25

0

! We apply the following equalitg,n g™ =1/ (1 - p§, wherep<1
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Model 3

In this model the source loading is in a continubasis. The information we have for constructing
the model is an events repository where each @gagegnerated when a data update occurs at the
source. The following are the steps for obtaintmg model:

- From the events repository calculate a tahlvhich will be the sample for our model,
where:
o there is a tuple for each “time point”, accordinghe defined timestep
0 each tuple has a timestamp (the time point)
0 each tuple has the freshness value correspondihg timestamp
- Considering the lasttuples inserted in tablg construct a relative frequencies table,
containing for each freshness value that occuTs an index that is calculated as the
guantity of occurrences ihof the freshness value, divided iy
- The probability distribution is derived from thdative frequencies, assigning a probability
value for each possible freshness value as follows:
o For the freshness values that appears in thewelfiquencies table, the
probability is equal to the corresponding indexymded to a predefined precision
o For the freshness values that do not appear iretagve frequencies table, the
probability is equal to 0

The numbem of tuples considered as enough to build the reddfiequencies table (our sample)
must be determined according to the context, a$ agethe precision of the probability values.
From the relative frequencies table, a frequensgolgram can be constructed, which shows a
graphic description of the data.

We show an example where this model is constructed.
Example 4.2

Consider a source relation that stores data abettarological predictions, which comes
from a satellite in real time. The source is updateegularly.

Table 4.1 is a portion of the events repositoryerghDate-time is the date and time in the
format “dd/mm-hh", where time is represented iniisou

Source Event Date-time
S1.Mete data upate |2/11-2
S1.Mete data updal |2/11-3
S1.Mete data updal | 2/11-5
S1.Mete data updal |2/11-8
S1.Mete data updal |2/11-9
S1.Mete data updal | 2/11-1C
S1.Mete data updal |2/11-12
S1.Mete: data updatl | 2/11-14
S1.Mete data updal |2/11-18
S1.Mete data updatl |2/11-21
S1.Mete: data updatl | 2/11-22

Table 4.1: Events Repository

From the events repository we calculate the freshiteat held at each time point (see Table
4.2), considering the first time point as 2/11ig first timestamp of the events repository,
and a time step of 1 hour.
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Source Time point | Freshness
S1.Metei 2/11-2 0
S1.Metei 2/11-3 0
S1.Metel 2/11-4 1
S1.Mete: 2/11-5 0
S1.Metei 2/11-6 1
S1.Metei 2/11-7 2
S1.Mete 2/11-8 0
S1.Metei 2/11-9 0
S1.Mete 2/11-10 0
S1.Metel 2/11-11 1
S1.Metei 2/11-12 0
S1.Metel 2/11-13 1
S1.Metel 2/11-14 0
S1.Metei 2/11-15 1
S1.Mete: 2/11-16 2
S1.Metel 2/11-17 3
S1.Metei 2/11-18 0
S1.Metei 2/11-19 1
S1.Mete 2/11-20 2
S1.Mete 2/11-21 0
S1.Metei 2/11-22 0

Table 4.2: Calculated freshness

Then we calculate the relative frequencies of teehiness values (see Table 4.3). For each
freshness value, the relative frequency is the muroboccurrences of the value divided by

21, which is the quantity of hours chosen as ompde.

Source Freshness value| Relative frequency,
S1.Metel 0 11/21

S1.Metec 1 6/21

S1.Metei 2 3/21

S1.Metel 3 1/21

Table 4.3: Relative frequencies of freshness values

Let X be the RV that represents the freshness ofceoS1.Meteo. The following is the

probability distribution of X:

P(X=0) = 0.52
P(X=1) = 0.29
P(X=2) = 0.14
P(X=3) = 0.05

We calculate the expectation of X as follows:

E(X) = 5, xp(X) = 0*0.52 + 1*0.29 + 2*0.14 + 3*0.05 = 0.72
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3.1.2 Accuracy

To obtain the probability distribution of the acacy quality factor of a source we apply the

mechanism of calculating the relative frequenciéh e collected values (Mechanism 3). For this
we need to have a periodic measurement of the acgaf the source. The method we propose is
the following:

Source accuracy is measured eatime-units.
Whenm accuracy measurements have been done, a relayeehcies table is constructed,
containing for each possible accuracy value, aexritat is calculated as the quantity of
occurrences of the value divided fm(the quantity of measurements done).

We consider these relative frequencies as an dstimaf the probability distribution of the
accuracy values.

We show this through the following example.

62

Example 4.3

Suppose we have a source table that stores meaigmall information and is updated three
times a day by humans operators. The accuracyiofahle is measured twice a week. Table
4.4 shows the measured values.

Source-Table Measure |Date
S1-Temperatur |0,€ 7/3/07
Sl-Temperatur |0,5 10/3/0
Sl-Temperatur |0,€ 14/3/07
Sl-Temperatur |0,6 17/3/07
S1-Temperatur |0,€ 21/3/0%
Sl-Temperatur |0,7 24/3/07
S1-Temperatur |0,7 28/3/0%
Sl-Temperatur |0,€ 31/3/07
Sl-Temperatur |0,€ 4/4/07
S1-Temperatur |0,7 714107
S1-Temperatur |0,7 11/4/0%
Sl-Temperatur |0,7 14/4/07
Sl-Temperatur |0,7 18/4/07
S1-Temperatur |0,€ 21/4/0%
Sl-Temperatur |0,7 25/4/07
Si-Temperatur |0,7 28/4/0

Table 4.4: Accuracy measurements.

We construct the relative frequencies table andh é&o months we update it. Table 4.5 is
the relative frequencies table that correspondiseaalata in Table 4.4.

Source-Table

Acc-value | Relative frequency

S1-Temperatur

0

S1-Temperatur

0.1

S1-Temperatur

0.2

S1-Temperatur

[ellelleo]le]

0.2
.
2
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Sl-Temperatur |0.4 0
Sl-Temperatur |0.E 1/1€
Si1-Temperatur |0.6 4/1¢
Si1-Temperatur |0.7 8/1€
Si1-Temperatur |0.€ 3/1€
Sl-Temperatur |0.€ 0
Sl-Temperatur |1 0

Table 4.5:; Relative frequencies.

We consider this table as an estimation of the gty distribution of accuracy values in
table Temperature of S1. Considering the RV X a&sabcuracy, the rounded probability

values are:
p(X=0.6) = 0.3
p(X=0.7) = 0.5
p(X=0.8) =0.2

The expectation for X is calculated. It coincidagwthe average of the measured values.
E(X) = Z, xp(x) = 0.6*0.3+0.7*0.5+0.8*0.2 = 0.690.7
0

3.2 Models Specification

We specify a source quality model through the plodiva distribution of its quality values. For
each source and quality factor there is a set hfevpairs that have the probability associated to
each possible quality value.

Definition 4.1: A source quality behavior modi a property type, whose corresponding domain is
a set of 3-uples of the form: <gfactor, sourcetritistion>, where
- gfactor is a String, representing the qualitytdac
- source is a String, the name of the source telwthie model corresponds,
- distribution is a set of pairs <qvalue, probdpHi where
- gvalue is a Decimal number and
- probability is a number between 0 and 1, repiasgithe probability of the quality value.
g

This information allows obtaining, for a source aadquality factor, besides the probability
associated to each value, the expectation, the jaodethe maximum and minimum values.

We include sources quality behavior models ingbality graph(presented in Chapter 3), each one
as apropertyassociated to a source.

4. Probabilistic Modeling of System Quality

In order to model DIS quality we first must defindat the quality of the DIS is for us. As we
previously said, quality is better, the nearevdblies are to the quality values required by thex.us
Therefore DIS quality not only involves the qualgiues provided by the DIS to the user, but also
the satisfaction or not of the user quality requieats. DIS quality is affected by sources quality,
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transformations that are applied to sources dathuaer quality requirements. To model it we must
take into account the three elements.

The DIS model may be given through three diffeasygects: (1) ThBIS Quality Certaintywhich

is the probability that the DIS satisfies the giyalequirements (those whose type is “probability”)
(2) the information about the satisfaction of teguirements of maximum, minimum, average and
most frequent value, and (3) the probability disttion of the possible quality values satisfied by
the DIS. Calculation of (1) is done when theretiteast one requirement of type “probability”, i.e.
that gives a condition and a probability for ittisfaction. Calculation of (2) only has sense i
are any requirements of type “maximum”, “minimurféyerage” or “frequency”. The three aspects
can be calculated and used simultaneously.

Different approaches could be chosen to calculhteafid (2). We choose to propagate the user
guality requirements to the sources and verifysitgsfaction of these requirements by the sources’
models. In the propagation we take into accountrdmesformations that are applied to the data. We
emphasize in the satisfaction of quality requiretserorking at sources levelvhich gives us more
information about each source influence in DIS iyakspecially useful at change detection-and-
management time. We caltcepted configuratiort® the requirements at sources’ level.

In the calculation of (3) user quality requiremeate not taken into account. The possible sources
guality values are propagated to the data targetsder to obtain the DIS quality distribution.

In the following sub-sections we present the dgéniand calculation ofccepted configurations
the calculation oDIS quality certaintyand of the satisfaction of “non-probability” recginents,
and the probability distribution of the quality pided by the DIS.

4.1 Accepted Configurations

Given a quality graph and a set of quality requiata associated to its target nodes,ateepted
configurationsare all the combinations of quality values, eaalu® associated to a source, that
make the quality requirements satisfied. The quakguirements considered for this calculation
must be all of the same type, for example we cateuhccepted configurations for requirements of
average or for requirements of maximum, etc.

From the user quality requirements we deduce traitgurestrictions the sources must satisfy,
existing different combinations of sources quali#jues that satisfy these restrictions, which hee t
accepted configurations.

As said before, we need the accepted configurationsodel the quality of the DIS, since this
guality depends on how the system achieves thsfaetibn of the quality requirements. However,
the accepted configurations are also very usefuhfother viewpoints. For example, each time
there is a source quality change it is not necgdsare-calculate the system quality to know if it
satisfies the requirements. On the other hand, gy be used as an assistance for negotiation with
sources (if you want to ask another source to ingpsDme quality value).

The following are the concepts we manage for reymiirsg the accepted configurations:
Definition 4.2: A source restrictions a restriction to be verified by the quality ttarcof the source.
It is a 4-upler = <qgfactor, source, op, value>, where:

- gfactor is a String, representing the qualitytdac
- source is a source node of the quality graph
-opO{«”, “ <, “>" “ 2" “="}, is a comparison operator
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- value is a DecimalO

Definition 4.3: A restriction vectorlis a set of source restrictions, one restrictmmefach one of the
DIS sources, where all the restriction operatoestlae same. We use the following notation:

v=<vrg, ..., Vs>, Wherergis the restriction associated to sourc&lS

Definition 4.4: A restriction-vector spaces a set of restriction vectors. We use the foifmv
notation:

$={Vvy ..., Vm}, Wherev; is a restriction vector]

We specify the accepted configurations as a prgpetiich is associated to the graph. It may exist
many different accepted configurations associaigbe quality graph.

Definition 4.5: The accepted configurationis a property type, whose corresponding domain is a
set of pairs of the form: <req-set, rv-space>, wher

- regs-set is a set of pairs of the form <targsg;mame>, where:
- target is the data target to which the rezqugnt is associated
- reg-name is a String (the name of the requéira)

- rv-space is a restriction-vector space, whiclesponds to the requirements of reqs-get.

Note that the accepted configurations contain thatisn space for the satisfaction of a set of user
guality requirements. If the sources satisfy anyhefrestriction vectors of the solution spaceythe
are satisfying these requirements.

We calculate the accepted configurations by mednsh® propagation of the user quality
requirements to the sources. For each target nedeirement (user quality requirement), we
traverse the quality graph from the target nodhéosource nodes, starting with an equation (it may
be an equation or an inequation, depending onyfiedf requirement, but for simplicity we use the
word “equation”) whose variable is the quality walof the activity node that is predecessor of the
target, and finally obtaining an equation, whose variabége the sources quality values. This
equation is the restriction the sources qualityi@almust satisfy in order to satisfy the user guali
requirement considered. When we have processethrgiet node requirements, we obtain an
equation system, whose variables are the souredgyqualues.

We present a general algorithm to achieve thisutation and associating it to the quality graph.
Our algorithm has as precondition that the propagdor evaluating the quality of the graph target
nodes is pre-defined. This means that we know Hwmwvquality values of each activity node are
calculated in function of its predecessors. We msswe have a function, callé@ropagation-
expression,that returns the calculation expression for aiviiginode. This problem is studied and
solutions are proposed for freshness and accund®eralta-06].

In the following we present a pseudo-code of tlge@hm, which intends to describe the steps we
follow to calculate the accepted configurations dograph, a set of requirements and one quality
factor. This is a general approach, since the fipegiplementations are different according to the

guality factor considered and the specific charéties of the DIS.

! According to [Peralta-06], target nodes have gumincoming data edge.
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TYPE
TargetRequirement: target: DataTarget
req-name: String

RequirementExpression: op: Operator
value: Decimal
Operator: (<g, >,2, =)
Equation: exp: Expression
op: Operator
dec: Decimal
Expression: String
EquationSystem: Set of Equation

FUNCTION Accepted_Conf_Calculation (G: QualityGraph,gfactor. String, reqs Set of
TargetRequirement): AcceptedConfigurations

R: TargetRequirement

requirement UserQualityRequirement
reqexp RequirementExpression

equ source-eque: Equation

v. SourceRestriction
equation-systenEquationSystem

% RestrictionVectorSpace

Createf)
FOR EACHR of reqsDO
requirement= Obtain_requirement (R)
reqexp= Obtain_requirement_expression(requiremenf
equ= Generate_satisfaction_equatiorfG, R.targef reqexp
source-equ Obtain_sources_equation(G, eqy
IF it is possible to obtain a set of equationgheane depending on only 1 source
THEN
FOR EACH obtained equati@corresponding to sourceDO
IF Exists_source_restriction(s; S) THEN
r = Obtain_source_restriction(s; S
IF ris less restrictive thamTHEN
Change_source_restriction(s; e, v; S, gfactoy
ELSE
Add_source_restriction(s e, S, gfactor
ELSE
Insert §ource-equequation-systejn
IF equation-systeris not empty THEN
%= Obtain_solutions (equation-systejm
Accepted_Conf_Calculation reqs s>

END FUNCTION
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The following are the descriptions of the used fioms and procedures:

- Obtain_requirement (R: TargetRequirement): UserQualityRequirement
It obtains the requirementi, (R.targe} (“UserQualityRequirement”)R.req-namg

- Obtain_requirement_expression(req: UserQualityRequirement): RequirementExpression

It obtains from a user quality requirement a §ap, value)according to the requirement’s type
and quality factor. E.g.:€, 20)

- Generate_satisfaction_equationG: QualityGraph,t: Node, reqexp RequirementExpression):
Equation

It generates a 3-uplelast-activity, op, valuey where:last-activity is the activity node that is
predecessor df andop andvalueare extracted fromeqgexp

Obtain_sources_equation(G: QualityGraphequ Equation): Equation
It generates an equation through the following step
expressiors Propagation-expressionequ.exp
WHILE there is an activity nod& contained irexpressiobO
I/ It ends when all nodes @xpressiorare source nodes.
expressiore Substituted by Propagation-expressiof)(
Build equation as: expression, op, valae

Propagation-expression §ctivity-name String): Expression
Given an activity node, it returns the expresstmat torresponds to the calculation of the quality
factor value in that activity node.

Exists_source_restriction(s : RestrictionVectorSpac& Node): Boolean
It verifies if:

- it exists a restriction vectard s$and

- it exists a source restrictiond v, wherer.source =S

Obtain_source_restriction (§: RestrictionVectorSpac&, Node): SourceRestriction

It returns the source restrictionthat verifies:
- r.source =S
- rQd v, vis a restriction vector of

- Change_source_restriction(s : RestrictionVectorSpaces: Equation »: SourceRestrictionS
Node gfactor. String)

It substitutes irg'the source restrictior by the source restrictiorgfactor, S e.op e.value>
- Add_source_restriction(§: RestrictionVectorSpace: Equation S Node gfactor. String)
It adds the source restrictiogfactor, S e.op e.value> to §

- Insert (equ Equationequation-systenEquationSystem)
It inserts an equation into a set of equations.

- Obtain_solutions (equation-systenquationSystem): RestrictionVectorSpace
It returns the set of restriction vectors thatsfgtall the equations of the equations system.
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Note that this algorithm calculates the acceptatfigarations for one quality factor and a set of
user requirements that are posed for this qualitiof. As said before, the user quality requiresent
of this set must be all of the same type, othentfime algorithm may not work correctly. The
different quality requirements involve differentusces, according to the sub-graph that generates
the data target corresponding to the quality reguént.

We distinguish two possible cases for the calcdlaecepted configurations. They depend on the
way the quality values are propagated from thecasuto the target, more precisely; in the way the
quality is calculated in a node in function of jteedecessors (we call it “propagation function”).
These cases are the following:

1- The accepted configurations consist of an onlyresériction-vector. This means that there
is a fixed restriction for each source relation, daample: “freshness(Source2)<15". This
occurs when in the propagation of quality requireteefrom targets to sources, the
generated equation can be decomposed in variousegeations such that each new
equation has only one variable (a source qualityeja This is shown more clearly in
Example 4.4 presented below.

2- The accepted configurations consist of a set dficdisn vectors (a vector space). This
means that there is a set of possible combinatidrsources quality values, where each
combination satisfies the user quality requiremeRtss occurs when in the propagation of
quality requirements from targets to sources, &mherequirement an equation is generated
that has several variables (representing the sauralty values).

Observing the algorithm, it can be noted that gacitessed quality requirement can generate: (i)
new source restrictions, which substitute the egstource restrictions, or (ii) new restrictiohatt
combine several sources and are combined with otisénictions.

In order to experiment this proposal we worked vatlstudy case. We considered a system that
integrates information from several hospitals aboantry (presented as example in Chapter 1). In
the following we present as an example some oft#ieulation of the accepted configurations for
the quality factor freshness in the quality grapbuwr case study.

Example 4.4

Figure 4.4 shows the quality graph of the DIS ef $kudy case, which works with five source
relations. The activity nodes have labels thatesgnt the cost of the activity expressed in
hours. The target nodes have labels expressingethéred values for freshness, giving the
maximum quantity of hours they accept. The edgese htabels that represent a

synchronization delay between one activity andother, expressed in hours.

The freshness propagation function in this casieeigollowing for any activity node A:

Freshness(A) = Max ( Freshnesg(A Delay(A,A), ..., Freshness(A+ Delay(A,A) ) +
Cost(A) where A, ..., A, are A predecessors

We calculate the accepted configurations:

1) We propagate requirement of T1.:
We generate the first inequation in function of pihedecessor of T1.
fr(A6) <24
We substitute fr(A6) by an expression in functiérsaurces freshness.

Max (fr(Al) + 3.5, fr(A2) + 3.5, fr(A5) + 0) + & 24
fr(Al) = fr(S1) + 0 + 0.5
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fr(A2) = Max (fr(S2) + 0, fr(S4) + 0) + 0.5

fr(A5) = fr(A4) + 0 + 1

Max (fr(S1) + 0.5 + 3.5, Max (fr(S2), fr(S4)) + 0+53.5, fr(A4) + 1)< 24
fr(A4) =fr(S5)+0 + 3

Max (fr(S1) + 0.5 + 3.5, Max (fr(S2), fr(S4)) + 0.5 3.5, fr(S5) + 3 + 1x 24

We obtain several inequations with only one vagabl

fr(S1) + 0.5 + 3.5 24

Max (fr(S2), fr(S4)) + 0.5+ 3.5 24
fr(S2) + 0.5 +3.5x 24

fr(S4) + 0.5 +3.5x 24

fr(S5) +3+ 1< 24

Source restrictions: fr(S1)< 20
fr(S2) <20
fr(S4) < 20
fr(S5) < 20

req freshness < 24 req freshness <10

req freshness < 24

@ c=0,5

d=0

st

Figure 4.4: Quality graph of Study Case
2) We propagate requirement of T2:
We generate the first inequation in function of pnedecessor of T2.
fr(A9) <10
Analogously to 1), we obtain:

Source restrictions: fr(S1)< 5.5
fr(S3)<5.5
fr(S5)<5.5

3) We propagate requirement of T3:
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We generate the first inequation in function of pihedecessor of T3.
fr(A10) < 24
Analogously to 1), we obtain:

Source restrictions: fr(S4)< 19.5
fr(S5) < 19.5

The accepted configurations are:

fr(S1)< 5.5
fr(S2) < 20
fr(S3) < 5.5
fr(S4) < 19.5
fr(S5) < 5.5

Y

In [Peralta-06] there is a proposal for freshnesgiirements propagation in a specific scenario.

4.2 Satisfaction of Probabilistic User Quality Requirenents

Probabilistic user quality requirements are thaliegnents (presented in Chapter 3, Section 3) that
express a value and an associated probabilitypef tprobability”). The meaning is that the value
must be verified (as maximum or minimum) with theeg probability.

Using the sources quality models and the acceptedigurations, we calculate with which
probability the DIS can verify the values statedalhthe probabilistic requirements. For this, we
first model the satisfaction of the accepted canfidjons by the sources, and then we calculate the
DIS Quality Certainty.

4.2.1 Probabilistic Modeling of Accepted Configurations Stisfaction

In Section 3 we presented how we model the quafitthe sources. Basing on those models we
calculate the model of the satisfaction of acceptadigurations by the sources.

Before working with the combination of the soureesdels and the accepted configurations, we
need to make the values managed in both cases,atibiep This means that the values of the
accepted configurations and the possible valugheoSources must be in the same units and with
the same precision. We must consider that in theces models we discretize the possible values
of the sources quality, therefore, in order towlthe satisfaction of the restrictions, the valussd

in the restrictions must be discretized with theealiscretization unit. Furthermore, to discretize
the values of the restrictions we must take intmaaot the comparison operator used. If it is “<” or
“<” the value must be rounded down, while if it is'‘tr “>" it must be rounded up. If the operator
is “=" we must take into account the quality factor decide how to round the value. In the
following we show an example of the discretizatmfnthe restrictions values, and how they are
compared to the sources values.

Example 4.5

Continuing with Example 4.4, we convert the obtdiaecepted configurations as follows:

f(S1)<55 >  fr(S1)<5
fr(S2) < 20
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fr(S3)<55 >  fr(S3)<5
fr(S4)<195 >  fr(S4)<19
fr(S5)<55 >  fr(S5)<5

Note that if S1 has a freshness valué.8f in the source model it is consideredbdthe idea
is that 5 hours has passed, not 6), so the réstriist verified. However, if the restriction was
fr(S1) < 5.5 it would be converted tin(S1) < 5, which would not be verified by S1.

If we have, for accuracy, a restriction:
acc(S3)=z 0.73 we must convert it tacc(S3)= 0.8.

Note that if S3 has an accuracy valu®ad4 it is discretized t®.7, and the restriction is not
verified. However, if S3 has an accuracy valueOafg it is descretized t®.8 and the
restriction is verified.

If we have the following restriction:

fr(S5) = 5.5 we convert it tdr(S5) = 5, such that we prevent the passing of freshnesgyal
greater than 5.5

If we have the restriction:

acc(S3) = 0.73we convert it taacc(S3) = 0.8such that we prevent the passing of accuracy
values lower than 0.73

0

When modeling the quality of a source, the randaqmegment consists on the verification of a
source quality value, the random variable (RV) Xresents the source quality factor, and the
sample space is the set of all its possible vallresrder to model the accepted configurations
satisfaction by a source, we define a binary RW¥pse possible values are 0 and 1. Y maps the
values of the sample space to these two valuesdéfilee Y in function of X and of the accepted
configurations:

Definition 4.6:

Let y¥be the accepted configurationss { vy, ..., Vm}, Where Vi = <risy, ..., rise>, andrig

is the restriction associated to sougén the restriction vectow, ris; = <gfactor, S, op,
value>

Let X be the RV that represents the quality faaifarctor in sourceS, over the sample
spaceS

Let (X, Xo, ..., X%,) the values ofS / x, 0 Real and x< x,; and (Ok / x, = value)
Y is a random variable ove§; such that:

For restriction vectow; and source;S Y = 1 if (X op valug

Y =0 if not (Xop valug
ad

The probability distribution of Y is calculated fanction of the probability distribution of X. This
calculation depends on tls@ comparison operator, according to these cases:
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1) op="<"

P(Y =1) = P(X valug = Xzt 11 P(X=X)
2) op="<’

P(Y = 1) = P(X< valug =2-; x P(X=Xx)
3) op=">"

P(Y = 1) = P(X walug = Xi-k1.n P(X=X)
4) op="2"

P(Y = 1) = P(X= value =Xz« .n P(X=x)
5) op="="

P(Y = 1) = P(X =valué = P(X=x)
For all cases, P(Y =0)=1-P(Y =1)

In the definition of Y, for simplicity, we consided that the sample space is discrete and finite.
However there are some cases where we need taleomssample space discrete and infinite. For
example, this may occur in the case of freshnekenvit is not possible to anticipate which value
the freshness can reach. In these cases, the \dilties sample spacgare (%, X, ...) and some
probabilities must be calculated as the complerokathers:

If op=">"
P(Y=1)=P(Xalug =1 -P(X<valug = 1 2= x P(X=X)
If op=">"

P(Y=1)=P(X=valueg =1 -P(X <valug = 1 —X3i=1 .1 P(X=x)

In the following we show an example of a model afepted configurations satisfaction.

Example 4.6

We retake the Example 4.2, which is a source updategularly (S1.Meteo), whose data is
about meteorological predictions and comes fromtellite in real time.

X is the RV that represents the freshness of SkMand the following is its probability

distribution:

P(X=0) = 0.52
P(X=1) =0.29
P(X=2)=0.14
P(X=3) = 0.05

The accepted configurations has for source S1.Méteaestriction: fr(S1.Mete@® 2

Let Y be the RV that represents the accepted cordigpns satisfaction by S1.Meteo. We
calculate distribution of Y:

P(Y = 1) = P(X< 2) = P(X=0) + P(X=1) + P(X=2) = 0.52 + 0.29 + 0440.95
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P(Y=0)=1-P(Y=1)=0.05
Therefore, there is a probability of 0.95 that Satdbd verifies the accepted configurations.
0

We model the satisfaction of one restriction by saerce through RV Y. To model the satisfaction
of a restriction vectowv = <y, ..., ;> by the n sources involved, it is necessary toehtne

distributions of the RVs X ..., Y,/ Y; represents the satisfaction igfby source STo obtain this
we must have the distributions of,X.., X,/ X; is the RV that represents the quality factor value
of source S

4.2.2 DIS Quality Certainty

Considering the requirements of type “probabilistiee define DIS Quality Certainty as follows:
Definition 4.7: DIS Quality Certaintyis the probability that the DIS quality requirerterare
satisfied.O

This concept and its calculation were inspired gfidbility Theory [Gertsbakh-89], in particular
some of its techniques.

According to Reliability Theory, “the word reliahil refers to the ability of a system to perform it
stated purpose adequately ... under the operatiomalitions encountered”. In particulatyuctural
reliability relates the reliability of the components of ateys and the reliability of the whole
system. It is based on tls&ructure functionwhich relates the state of the system to the sthits
components. The possible states are two, operhtiamg and failure (down). The state of
component i, i= 1, 2, ..., n, is described by raby variable X/ X; =1 if the component is up and
Xi; = 0 if the component is down. The state of thetesysis determined by the state of its
components through the structure functip(X), where X =X, ..., X,, and¢(X) = 1 if the system
is up andp(X) = 0 if the system is down.

Reliability of a system, whose components are independentantenewable is defined:

Let X be the RV that represents the state of componay(®X) = ¢(X4, ... X,) is also a
binary RV and the system reliability R is the prioitity that $(X) = 1.

We make the analogy with these concepts in thevdtlg way:
- our system is the DIS
- our components are the sources
- each component is operational when it satisfieatioepted configurations
- the system is operational when its quality requésts are being satisfied

- DIS Quality Certaintyis theReliability of our system

! If a component fails it is not repaired or sulsét!
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In order to calculate DIS Quality Certainty, in floilowing we deduce how our structural function
¢ is.

In previous Section we defined the RYtiat represents the accepted configurations aetish by

a source SConsidering n sources, for a restriction veaster <r,...,r;> we have a set of n RV,,Y
i=1..n, each of which is equal to 1 if sourgesperational (if the quality value at sourcatisfies

the restriction;), and is equal to 0 if;$ not operational. Note that ¥re statistically independent
random variables (each source quality value vamigspendently from each other).

According to [Gertsbakh-89] a series system issiesy that is operational if and only if all of its
elements are up, while a parallel system is a sythat is down if and only if all of its elementea
not operational. Figure 4.5 illustrates these idéas series system the structural function asd it
probability of being equal to 1 are the following:

O(X) = MMz X
POX) =1) =[er.n P(X = 1)
In a parallel system they are:
O(X) =1 —[Ticr.n (1 = X)
POX)=1)=1-[Tcan(1-P(X=1))

@ (b)

Figure 4.5: (a) Series system, (b) Parallel system

We must make an important distinction between tages:

In the cases where the accepted configurationsistosfsonly one restriction vector, we have a
series system, and our structural functiord{¥) = []i=..n Yi. Therefore we calculate the DIS
Quality Certainty as follows:

C=PO(Y)=1) =N nP(Yi=1)

Once we have the Certainty calculated, we comptr® ithe probabilities expressed in the
“probability” requirements. All these requirememstse considered in the accepted configurations
and their associated probabilities should be leggjoal to the Certainty of the DIS.

Example 4.7

Retaking the Example 4.4, we now consider that tiser posed the requirements
accompanied by a probability value. See Figure 4.6.

Using an informal notation, the restriction vectgas: < 5.5, 20, 5.5, 19.5, 5.5 >. We
discretize the values as explained in previousi@ect 5, 20, 5, 19, 5 >

Suppose that from the sources models we calctilatiotiowing satisfaction probabilities:
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P(Y;=1) =P(X<5)=0.9
P(Y,=1)=P(%<20)=1
P(Ys=1) = P(%<5)=0.9
P(Y,=1)=P(%<19) =1
P(Ys=1)=P(%<5)=1

req freshness <24 fresh 24
prob = 0.9 T2 | req freshness < 10 req freshness <

o T3 |prob=0.9
@\ [ prob = 08 /

\ / T
’ DIS Quallty Certainty: 0.8 ‘

Restriction Vector: ‘\
@ <5J5,20,55,195,55>
P(Y,=1)=
@ S4 P(x,s19)=1 S5
S3
P(v,=1)= P(Y,=1)= P(Y. = 1) =
P(X,<5)=0.9 P(X,<20)=1  P(Y;=1)= s_ o0

P(X,<5)=0.9 P(X;<5) =1

Figure 4.6: Calculation of DIS Quality Certainty
We calculate DIS Quality Certainty:
C=P@O(Y)=1) =Miz2.nP(Yi=1) =P =1) P( = 1) P(%; = 1) P(Y, = 1) P(%s = 1)
C=09*1*09*1*1=0.81

0.8 is the probability that the DIS satisfies &l tireshness values required. It satisfies T2
requirement, but it does not satisfy T1 and T3 ahality requirements. However, we can
calculate the probability that the DIS satisfiesr&quirement, this is the DIS Certainty taking
into account only T1 requireme(f+,). We do this in the following:

Restriction vector only for T1 requirement, sourfesS, S, S < 20, 20, 20, 20 >
Now the satisfaction probabilities are:

P(Y;=1)=P(X<20)=1
P(Y,=1)=P(%<20)=1
P(Y,=1)=P(%<20=1
P(Ys=1) = P(%<20)=1

Now C+; = 1, which satisfies T1 requirement.
0
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In the case where the accepted configurations sbafinany restriction vectors we can think of

a parallel system, where each vector is a compdhahiay be operational or not. The problem we
encounter is that the componemi® not statistically independent since the probability of a
restriction vector conditioned to the occurrenceotbfer one, may be different from its marginal
probability. We show this through an example:

Example 4.8

Consider the restriction vector for freshness: \B,=K0), 8> that pose the restrictions: f}($
5, fr(S) < 10, and fr(9 < 8. Consider v2=<3, 9, 8>. We calculate the matgimabability
P(vl) as:

P(vl) = P(fr(§) < 5) P(fr(S) < 10) P(fr(S) < 8)
On the other hand, we can state that:
P(v1|v2) = 1, since we know that if v2 occurs théralso occurs.

We cannot say that P(v1|v2) = P(v1), thereforend \&® are not statistically independent.
0

Due to the exposed reason, in the case of mamnyctast vectors that satisfy the requirements, we
cannot calculate DIS quality certainty applying tteehnique proposed in [Gertsbakh-89] for
parallel systems. We apply a different approachttese cases. We model the random experiment
for this scenario in the following way.

Previous definition:

Definition 4.8: A quality-valuesvectoris a set of quality values, containing one valreegach one
of the DIS sources. We use the following notation:

V=< qVsy ..., QVsr>, Whereqvs;is the quality value associated to sourc&lS
Note that a source-restriction vector represeistst af quality-values vectors.
Random experiment:
- Sample spacelt is the set of quality-values vectors that amegible in the DIS.

- Event. Itis any subset of the sample space. A sourdeigisn vector is an event, since it
represents a set of quality-values vectors.

We must calculate the probability that the acceptedfigurations are satisfied. This is the
probability that at least one of the restrictiortess is satisfied.

Let S={w, ..., v}, WhereV; is a source restriction vector, be the acceptefigurations.

We considew, as events of our experiment, being not disjoiftie probability of event,, or event
V...,0r eventy,, is the probability of the union of the events [@ans-88].

To calculate the union of the events, considerivgg they are not-disjoint sets, in order to avoid
multiple counting, we must apply the Inclusion-Esibn Principle, from set theory, [Weisstein-
03]:

Let |[A| denote the cardinality of set A, then itdas immediately that
|ADB| = |Al +[B| - |~ B
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This formula can be generalized for sets A, A, in the following manner.
A1 O A, O ...0 Ap| =2 1cicp |A] —2asicizp A N Aj| + Ziciciekep JA N A 0 A — . +
P AL N Az 0 Ay

We apply the principle to Probability:

If there are only 2 events, m = 2, the formula is:

P(VJ_D Vz) = P(Vl) + P(Vz) — P(Vl al Vz)

If there are more than 2 events:

P(vi0O vo0O... O Vi) = 2aciem P(Vi) _Z:lsiq'sm P(vin Vj) +lei<j<ksm P(vin vin Vi) —

e (FD"PPVIN Vo 0 V)

To calculate the probability of one restriction wed(v;) we directly apply the calculation of the
DIS Quality Certainty for only one restriction vec(presented above).

In order to calculate the probabilities of the iagetions of restriction vectors, we previouslwsol
the intersection operations. In the following wewstthat the result of these intersections is always
a restriction vector.

Theorem 4.1

Given the accepted configurations of a DIS, thersdction between two restriction
vectors is a restriction vector.

Demonstration:

We demonstrate by construction.
Let v; andV, be restriction vectors, such that:

Vi = <Ksy, ..., Visr>, Whererig; is the restriction associated to soug;e

visj = <gfactor, S, op, valug> (recall thaijfactorandop are the same for all the restrictions
of the sameccepted configuratiofs

Whenop = “<” or op = “<”:

Vs=vin VW, : FORj:1..n DO
IF valug < value THEN
v = <gfactor, S, op, valug>
ELSE
v = <gfactor, §, op, value>

Whenop = “>" or op = “>"

Vs=vin V,: FOR j:1..n DO
IF valug = value THEN
rs3sj = <gfactor, S, op, value>
ELSE
r3sj = <gfactor, S, op, valug>
The diagrams in Figure 4.7 show how the points lle&ing to the intersection are the ones
that we obtain through the previous constructigiodhm. We consider the possible kinds
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of cases for two restriction vectors rl= <x1, yhe a2= <x2, y2>. Figure 4.7, a) and b) are
the cases whemp = “<”. In a), x1< x2 and y1 < y2. In b), x1< x2 and ¥2/1. c) and d)
are the cases wheop = “>". In ¢), xX1< x2 and y1 < y2. In d), x1< x2 and ¥3/1.

A a) A b)
y2-1- . e S—
| —
y1aaTs | Y2 ERERREE T T T T
x1 X2 x1 X2
A O ) .
yo-poee B it
1 I
yl-—----17 : "“““‘i “““““ y2—--""1 et Attt
BN N BN R,
x1 X2 x1 X2

Figure 4.7: Intersection of restriction vectors <xlyl> and <x2,y2>. a), b): restriction vectors withs
operator. c), d): restriction vectors with= operator.

O

As the result of the intersections is a restrictientor, we first solve these operations and then w
solve the probability of the resulting restrictieector.

In summary, in the cases where the accepted coafigns consist ofmany restriction vectors,
Vi, ..., Vm, We calculate the DIS Quality Certainty asdiek:

Ifm=2:
C=PMW) + P(\,) — P\ nV)
If m>2:
C =21ciem P(Vi) = Liciqism P(Vi 0 V) + Zicicjkem P(ViN Vin Vi) — .0+
CD™P(Vin Von .0 V)
Example 4.9

Consider a DIS where there are 5 sources S1... Shvalieto calculate the Certainty for the
quality factor accuracy. The Accepted Configuraiaronsist of the following restriction
vectors, whose operators
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vl =<0.8, 1, 0.8, 0.9, 1> (This means the remdris: accuracy(S£D.8, accuracy(S21,
accuracy(S3)0.8, accuracy(S&p.9, accuracy(S£Ll)

v2=<1,1,0.8,0.7,0.9>
v3=<0.9,1,0.8,0.8, 1>
v4 =<0.9,0.9,08, 1, 0.9>

C = leism P(Vi) _stiq'sm P(Vi n Vj) + lei<j<ksm P(Vi n Vj n Vk) —... ('l)n_l P(Vl n vy
N ...N Vi)

C= P(vl) + P(v2) + P(v3) + P(v4) — ( P(vilv2) + P(v2n v3) + P(v3n v4) + P(vln v3) +
P(vln v4) + P(v2n v4) ) + P(vln v2 n v3) + P(v2n v3 n v4) + P(vln v3n v4) —
P(vlin v2n v3n v4)

We have the probability distribution of each souxgkere the RV is Xfor source Si.
P(v1) = P(%=0.8) P(%=1) P(%=0.8) P(%=0.9) P(x=1)

P(v2) = P(%=1) P(%=1) P(%=0.8) P(X%=0.7) P(%=0.9)

P(v3) = P(%=0.9) P(%=1) P(%=0.8) P(%=>0.8) P(X=1)

P(v4) = P(%=0.8) P(%=0.9) P(>)s=0.8) P(% = 1) P(X%=0.9)

vlinv2 =<1, 1,0.8, 0.9, 1>
P(vinv2) = P(% 2 1) P(%=1) P(%=>0.8) P(%=0.9) P(%x=>1)

v2nv3 =<1, 1,0.8,0.8, 1>
P(v2nv3) = P(% 2 1) P(%=1) P(%=0.8) P(%=0.8) P(%=>1)

(v3nvd) = <0.9, 1, 0.8, 1, 1>
P(v3nv4) = P(% = 0.9) P(% = 1) P(% = 0.8) P(% = 1) P(% = 1)

We calculate analogously the probabilities of thieep intersections. From the probability
distributions of each source we substitute theesponding probability values, obtainifg

0

4.3 Satisfaction of non-probabilistic user quality requrements

When there are quality requirements whose type “am@ximum”, “minimum”, “average” or

“frequency”, we propagate them to the sources,ininiga the accepted configurations. From the
sources models we obtain the corresponding catmlililues, e.g expectation, maximum, etc, and
verify if they satisfy the accepted configuratiottsis important to remember that the requirement
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type “average” corresponds to the concept of egpiect in source models, and the requirement

type “frequency” corresponds to the concept of madsurce models.

In the following we sketch the algorithm used fetetmining the satisfaction of non-probabilistic

requirements. We must execute it for each typéefeixisting quality requirements, and previously
calculate the corresponding accepted configurati@igen a requirement type and the accepted
configurations for the requirements of this tyges algorithm determines if the sources satisfy the
accepted configurations. For doing this, it vesfieexists a vector in the accepted configurations

whose source restrictions are all satisfied.
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FUNCTION QualitySatisfaction (G: QualityGraphac: AcceptedConfigurationgjfactor.

String, reqt RequirementType): Boolean

sat], sat2 Boolean

sat2= FALSE

FOR EACH restriction vectoy of ac.rv-spaceDO

satl= TRUE

FOR EACH restrictiornvg of vDO

satl = Satisfy? ( gfactor, reqt, ) AND satl
IF satlTHEN sat2= TRUE
QualitySatisfaction sat2

END FUNCTION

FUNCTION Satisfy? (gfactor String, reqt RequirementType,»: SourceRestriction):

Boolean

val: Decimal
CASEreqtOF

“maximum”;

“minimum”;

“average”

val = ObtainMaximum (G, gfactor, GetSource r))
CASEGetOp(r) OF

“<”; Satisfy? = (val < GetValue(r) )

“<": Satisfy? = (val < GetValue(r) )

“=": Satisfy? = (val = GetValue(r) )
val = ObtainMinimum (G, gfactor, GetSourcgr))
CASEGetOp(r) OF

“>" Satisfy? = (val > GetValue(r) )

“>". Satisfy? = (val < GetValue(r) )

“=": Satisfy? = (val = GetValue(r) )
val = ObtainExpectation (G, gfactor, GetSourcd r))
CASEGetOp(r) OF

“<” Satisfy? = (val < GetValue(r) )

“<": Satisfy? = (val < GetValue(r) )

“>" Satisfy? = (val > GetValue(r) )

“>". Satisfy? = (val < GetValue(r) )
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“=": Satisfy? = (val = GetValue(r) )
“frequency”. val = ObtainMode (G, gfactor, GetSourcd r))
CASE GetOp(r) OF
“<”: Satisfy? = (val < GetValue(r) )
“<": Satisfy? = (val < GetValue(r) )
“>" Satisfy? = (val > GetValue(r) )
“>": Satisfy? = (val < GetValue(r) )
“=": Satisfy? = (val = GetValue(r) )
END FUNCTION

The functions ObtainMaximum, ObtainMinimum , ObtainExpectation and ObtainMode,
calculate the maximum, minimum, expectation and enadspectively from the source model, as
explained in Section 3.

The functionsGetSource, GetOp and GetValuebtains the source, the operator and the value,
respectively, from the source restriction.

As can be seen in the presented pseudo-code, ify #ee satisfaction of a source restriction
(function Satisfy?), we compare the value calculated from the sooradel (maximum, minimum,
expectation or mode) to the value of the sourceicéen.

4.4 Probability Distribution of DIS Quality

In addition to calculating the quality provided the DIS for certain user quality requirements (as
presented in previous Sections), we can calculaeptobabilities of the different quality values

that the DIS may give. For simplicity we considkistcalculation for only one data target, and
therefore only the sources involved in its generati

We calculate the DIS quality values that resulbfrall the possible combinations of sources quality
values, and the probabilities of satisfying therhisTcan be done if and only if the set of possible
guality values in each source is finite.

For the calculation of the probability of each @j&ality value we calculate the probability that one
of the combinations is satisfied by the sourcest #ids, we sum the probabilities of the

combinations of sources values (quality-values omsgtthat give the DIS quality value, since we
consider the quality-values vectors as disjoinnése

The following are the steps to claculate the prdivaldistribution of DIS quality, for target T and
set of sources (involved in T generation),{S., S}

1- Generate all the possible combinations of qualalues for § ..., S, obtaining a set of
combinationsComb= {wv, ..., v}, where vy is a quality-values vector (defined in Section

4.2.2) w={di, -, Gn}

2- For each wi Comh calculate the quality value provided in T,,qyeneratinddISValuesl=
{gvy, ..., qu}. This is done through the corresponding qualitglaation algorithm (Chapter 3).

3- Eliminate duplicate values froDISValues]lgeneratindDISValues2= {qvii, ..., Q¥m}, 1< j <
k.

4- For each gv DISValues2sum the probabilities of the vectors@mbthat generate g\this
probabilities are obtained from the sources’ mggealbtaining the probability that one of the
vectors is satisfied by the sources.
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The following example illustrates how the stepsagplied.

82

Example 4.10

Continuing with example 4.4, where T3 obtains itdadfrom sources S4 and S5, we will
calculate the possible DIS maximum freshness valnethis case T3 freshness values, and
their corresponding probabilities. See Figure 4.7.

Suppose that:

S4 possible freshness values: {0, 1, 2, 3, 4, 5, 6}

S5 possible freshness values: {0, 1, 2}

The following is the set of all possible combinasof freshness values for S4, Sb:

Comb={ <0, 0>; <0, 1>; <0, 2>; <1, 0>; <1, 1>; <1,;22, 0>; <2, 1>; <2, 2>; <3, 0>; <3,
1>; <3, 2>; <4, 0>; <4, 1>; <4, 2>; <5, 0>; <5, k5§, 2>; <6, 0>; <6, 1>; <6, 2> }

c:O,5
d=0
c:O
d=2

d=0

(a3) c=2 -
d=0 \d:o

c:3

d=0

Figure 4.7: Quality Graph for T3
For each combination, we calculate the quality @gluwovided in T3. As stated in Example
4.4, the freshness propagation function for a fodes:

Freshness(A) = Max ( Freshnesg(A Delay(A,A), ..., Freshness(A+ Delay(A,A) ) +
Cost(A) where A, ..., A, are A predecessors

For simplicity of the presentation we show only soof the combinations:

Sources freshnes T3 Freshnes

<S4, S5>

<0, 0> 4.t
<0, 1> 5.t
<0, 2> 6.5
<1, 0> <
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<1, > 5.k
<6, 1> 10.t
<6, 2> 10.t

We eliminate duplicated values of T3 freshness:
{4.5,5.5, 6.5, ..., 10.5}

For fr(T3) = 4.5:

P(fr(T3) = 4.5) = P(<0, 0>) = P(fr(S4) = 0) P(fr(S50)

For fr(T3) = 5.5:

P(fr(T3) = 5.5) = P(<0, 1>) + P(<1, 0> + P(<1, )

P(fr(S4) = 0) P(fr(S5) = 1) + P(fr(S4) = 1) P(fr(S50) + P(fr(S4) = 1) P(fr(S5) = 1)

The models of S4 and S5 include this information:
P(fr(S4) = 0) = 0.7
P(fr(S4)=1) = 0.2
P(fr(S5) = 0) = 0.6
P(fr(S5)=1)=0.4

P(fr(T3) = 4.5) = 0.7 * 0.6
P(fr(T3) =5.5) = 0.7 * 0.4 + 0.2 * 0.6 + 0.2 * 0.4

Distribution of T3 freshness values:
T3 Freshnes Probability
4.t 0.42
5.E 048

From the probability distribution of the possibléSDquality values we can easily obtain the DIS
Quality Certainty of a possible DIS quality valud (consideringvl as the user quality
requirement), i.e the probability that the DIS diyavalue is equal or “better” thawil. Depending
on the quality factor, we consideR as better thanl if v2<vl or if vZ2vLl In particular, if the
quality factor is freshness it should hetekvl, and if it is accuracy it should hol@>v1

Let X be a RV representing the possible DIS qualitipes.
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Let the probability distribution of RV X be the foWing:

P(X=qw) = p.
P(X=qw) = p
P(X=qw) = p

We calculate the DIS Quality Certainty of; @s:
P(X<qv) =21 B

or

P(X2qu) =2in B

according to the quality factor.

4.5 Models Specification

We specify two types of DIS quality behavior mod€is DIS quality satisfaction model and (ii)
DIS quality distribution model. (i) includes DIS @ainty and satisfaction of non-probabilistic
quality requirements. (ii) is for specifying prolilil distribution models of the quality provided b
the DIS in certain data-target.

Definition 4.9: A DIS quality satisfaction mod& a property type, whose corresponding domain is

a set of 3-uples of the form: <gfactor, requireraesdt, sat-probability>, where

- gfactor is a String, representing the qualitytdac

- requirements-set is a set of Requirements,

- sat-probability is a number between 0 and 1,esgmting the probability of the satisfaction of
these requirements by the DIS.

We include DIS quality satisfaction models in theality graph (presented in Chapter 3), as
propertiesassociated to the graph.

In the case of models of satisfaction of non-prdlsiic quality requirements, the sat-probability
field is always 1.

Definition 4.10: A DIS quality distribution modek a property type, whose corresponding domain
is a set of 3-uples of the form: <qgfactor, datay¢drdistribution>, where

- gfactor is a String, representing the qualitytdac

- data-target is a String, the name of the datgetao which the model corresponds,

- distribution is a set of pairs <qvalue, probadpHi where

- gvalue is a Decimal number and
- probability is a number between 0 and 1, reptasgithe probability of the quality value.
g

We include DIS quality distribution models in tgeality graph each one as @roperty associated
to a data-target.
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5. Quality Behaviour through Time

The behaviour of the sources quality factors, the. way their values vary, may change through

time, and therefore their probabilistic models. kwtance, in the case of freshness, the update
period of a periodically updated source may changd,the updates follow a Poisson distribution,

it may change the update frequeicyn the case of any quality factor that is meadyneriodically

and its distribution is estimated, this distributimay change when considering new measurements.

We propose to maintain for each source, the histbrpe different distributions, a quality factor
has through time. We simply store some summary egalthat characterize the probability
distribution, such as the expectation, the mode, ieximum and minimum values, with a
corresponding timestamp.

Maintaining this information is very useful becauiseonstitutes highly valuable information when
we have to take actions in order to improve the qislity.

The following is the specification of this histaldnformation.

Definition 4.11: A source quality models histoiy a property type, whose corresponding domain is
a set of 3-uples of the form: <gfactor, sourcetritistions>, where

- gfactor is a String, representing the qualitytdac
- source is a String, the name of the source tclwtiie model corresponds,

- distributions is a set of 5-uples, indicators mimimum, maximum, expectation, mode,
timestamp>, where

- minimum, maximum, expectation and mode are Delcimmbers,

- timestamp is a date/time field, representingitiséant when the distribution was stated as
current.0

The indicators are the information that characeésria distribution.

The most recent distribution in source quality models historgorresponds to the current
distribution of the source, that is, to theurce quality behavior model

We includesource quality models historiés the quality graph(presented in Chapter 3), each one
as apropertyassociated to a source.

6. Summary

The way we have chosen to maintain information aiioel quality of the DIS is through quality
behavior models. These models show how quality veshdeyond punctual values, providing
information that enables to make estimations atf@iturrent and future quality.

The quality behavior models are probabilistic med&Ve apply them to sources quality as well as
to DIS quality. We characterize DIS quality, thrbutwo different approaches, as: the quality
values that the DIS can take (for the data targets)l the quality considering the user quality
requirements, i.e. the satisfaction or not of thality requirements.

For DIS quality approach where user quality requiats are taken into account, it is necessary to
define and be able to calculate the accepted amatigns. These are the quality requirements at the
sources that are deduced from the user requireraadtthe transformations suffered by the data as
it goes from sources to data targets. The complefithese requirements is due to the possible
existence of many combinations of source qualityesthat satisfy the user quality requirements.

This caused that, when modeling DIS quality, wetfstated a solution for the case where there is
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only one restriction for each source (only onerretsdn vector), and then we achieved a more
advanced solution for the cases where the accemrfigurations consist of many restrictions
vectors.

For the DIS quality model that provides the probgbdistribution for the possible DIS quality
values, it also was considered that it may exishynm@ombinations of sources quality values that
generate the same quality value in a data tarf&jrong a global probability in those cases.

The source quality models that were presentedamges of possible models. In some cases it
may happen that none of these models are useffleguate, and it may exist other ones, which
better adapt to the cases. The idea is to shoviotlegved approach and the possibility of working
with this kind of models.

All the presented models can be summarized intoeglthat characterize them, such as the
expectation or the mode. We propose to store thersuized information of the models, through
time, since they may be used to explain currenaitns and observing tendencies.

The examples presented all along the chapter &adad to clarify the proposals and show their
viability and usefulness.
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CHAPTERS. QUALITY CHANGESDETECTION

We must be alert. Our Data Integration System roagd quality...

1. Introduction

Detecting changes implies identifying the chandpes &re relevant to our problem. Our problem
can be synthesized as achieving the satisfactiorthef DIS user quality requirements as
continuously as possible. Therefore, we are intedesn detecting changes that generate the
dissatisfaction of DIS quality requirements.

There are different kinds of changes that may affH& Quality. We manage changes on sources
quality, changes on DIS structure, and changesuatlitg requirements. We present a classification

for changes, according to their nature and to dmponents of the system where they occur. On the
other hand, changes may have different degreaescimfence on the DIS, characteristic that is very
important for detecting relevant changes. Therefaredefine another classification, orthogonal to

the first one, which considers how the change &fB¢tS quality.

In order to model the dynamism involved in the goence of changes and its notification to the
different modules of our management system, we basselves on the notion efents We define
different types of events. We consider that somtheifn are generated by the sources, while there
are many of them that are generated internalljn¢oQuality Management System (as said before,
QMS).

With respect to the events received from the s mmer intention is to leave this aspect as open as
possible, since the quantity of meta-informatioscairce may give to a DIS is very variable. It
depends on the degree of autonomy of the soureethss its will of collaborating with the DIS
and sharing the different information. In our prsglp we consider some possible cases of meta-
information given by sources.

Our proposal for relevant changes detection is Ip@iontained in the management of events that
are generated internally to the QMS. We managesthesnts in a way that changes are gradually
filtered, remaining only the relevant ones. For i@nagement of events we propose a set of ECA
(Event Condition Action) rules, which we c@lhange Detection Rules

There is a close relationship between the qualigets developed in the previous chapter and the
techniques for detecting relevant quality changepgsed in the present chapter. First, the source
guality change that is detected and then treatetthdoyules is a change on theality modelof the
source. Second, the evaluation of the relevancengfchange, performed through the rules, is
strongly based on thguality modelsof the DIS (verifying DIS Quality Certainty, andtssfaction

of requirements of average, most frequent value). et

The detection of relevant quality changes involtres verification of different aspects of quality
satisfaction. Our proposal is to verify only thegpeats that were affected by the change, in order to
avoid unnecessary work. Therefore, when the managesystem is normally working, partial
quality verifications are done each time a changmis. However, it is necessary to define how a
complete verification of DIS quality must be dosggting this way, the quality level we demand to
the DIS and the state we try to maintain in ourppeal. On the other hand, this complete quality
verification may be done periodically to ensure tleection of quality problems that may be
involuntary ignored through the change detectioacess. We propose one possible complete
verification for DIS quality.
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Figure 5.1 shows the processes that are proposedodlwing changes detection, and their
interaction. Events that come from sources aregas@d, sometimes causing updates to the source
guality models contained in thestimations & statisticsneta-information. Certain changes in this
meta-information generate the creation of QMS eefihese events may also be created as a
consequence of an execution of a complete DIS tguarification. QMS events are processed by
the Change Detection Rules, which sometimes create QMS events, and other times generate
events that notify to the Quality Repair moduleéraf QMS, that a relevant quality change occurred.

Quality Changes Detection

estimations
& statistics

Complete
DIS Quality
Verification

Change :

: TE

Detection g epai)r/
Rules

source events

events

Source-
events
Processing

Figure 5.1: Quality Changes Detection Architecture

This Chapter is organized as follows: Section Zs@nés a proposal for doing a complete DIS

quality verification, Section 3 presents a taxonoofychanges, Section 4 presents the events
defined for change management, Section 5 presemtstiaod for relevant changes identification,

Section 6 present an example and Section 7 pretbenssimmary of the chapter.

2. Complete DIS-Quality Verification

Before addressing the detection of quality changesdefine how a complete quality verification
must be done for a quality factor. Later, we takis s a guide for the different verifications that
must be done in the different cases of quality gean

The algorithm for a complete DIS-quality verifiaati must perform the following verifications:

- The accepted configurations that have as requirenahDIS user quality requirements of
type “minimum” must be satisfied

- The accepted configurations that have as requirenahDIS user quality requirements of
type “maximum” must be satisfied

- The accepted configurations that have as requirenahDIS user quality requirements of
type “average” must be satisfied
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- The accepted configurations that have as requirenahDIS user quality requirements of
type “frequency” must be satisfied

- DIS Quality Certainty must be greater or equalhi® probabilities of all DIS user quality
requirements of type “probability”

We present a pseudo-code of the algorithm, fovargquality graph and a given quality factor:

FUNCTIONDIS_Quality_Verification (G: QualityGraphgfactor. String): Boolean

DIS_Quality_Verification = Quality_Verification (G, gfactor, “minimum”,
“ac_minimum”) AND Quiality_Verification (G, gfactor,
“maximum”, “ac_maximum”) ANDQuality Verification (G,
gfactor, “average”, “ac_expectation”) ANIQuality Verification
(G, gfactor, “frequency”, “ac_mode”) AND

Quality_Certainty_Verification (G, gfacton

END FUNCTION

FUNCTION Quality _Verification (G: QualityGraphgfactor. String,reqtype String,
acname String): Boolean

reqs Set of <Target, String>
ac. AcceptedConfigurations

reqs= Get_Target_Requirements(G, gfactor, reqtypg
IF NOT Empty (req9
ac = Accepted_Conf_Calculation(G, gfactor, req9
G = Add_Graph_Property (G, “AcceptedConfigurations’acnameac)
Quality Verification =QualitySatisfaction (G, ac, gfactor, reqtypg
ELSE
Quality_Verification = TRUE

END FUNCTION

FUNCTION Quality_Certainty_Verification (G: QualityGraphgfactor. String,acname
String): Boolean

reqs Set of <Target, String>
ac. AcceptedConfigurations
aux Boolean

C: Decimal (0.. 1)

reqs= Get_Target_Requirements(G, gfactor, “probability”)
IF NOT Empty (req9
ac = Accepted_Conf_Calculation(G, gfactor, req
G = Add_Graph_Property (G, “AcceptedConfigurations’acnameac)
C =DIS_Quality_Certainty (G, gfactor, ac)
aux=TRUE
FOR EACH requirementof reqsDO
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aux=auxAND ( C = GetProbability (r))
Quality_Certainty_Verification aux
ELSE
Quality_Certainty_Verification = TRUE
END FUNCTION

FunctionGet_Target_Requirementsobtains, given a quality graph and a quality fgdiwze names
of all the requirements of certain type. It retuanset of pairs <target, requirement-name>.

Function Accepted_Conf_Calculationwas specified in Chapter 4, Section 4.1. It caiad the
accepted configurations for a quality graph, ao$eéquirements and a quality factor.

FunctionAdd_Graph_Property receives a graph, a property type, a property nam a property
value, and modifies the graph adding the new ptgper

FunctionQualitySatisfaction was specified in Chapter 4, Section 4.3. Giverguirement type
and the accepted configurations for a set of requénts of this type, this function determines ¢ th
sources satisfy the accepted configurations.

FunctionDIS_Quality Certainty implements the formula stated in Chapter 4, Sec@®.2 to
calculate DIS Quality Certainty from the acceptedfigurations and the models of the involved
sources.

FunctionGetProbability obtains the probability from a requirement of typeobability”.

The QMS executes periodically this verificatiortle DIS, since there may be changes that are not
detected through the proposed mechanism althowgh dhnerate requirements dissatisfaction. If
this execution detects dissatisfaction of qual#guirements, the even€@ValuesDissatisfaction
and/orProbabilityDissatisfactionwhich are explained later in this chapter, amegated.

3. Changes Taxonomy
We classify the changes that may affect the DISlityuaccording to the taxonomy shown in
Figure 5.2. In the following we describe each tgpehange:
0 Quality changeA change on the value/s associated to a qualdtyf.
- Change on the quality of a sourcghange in quality behavior model.

- Change on user quality requiremen@hange on one user quality requirement, additfon o
a user quality requirement or elimination of a uggality requirement.

0 Structural changeChange on some structure or property of the DIS.

- Source-schema chang€hanges on the structure of a source table, iaddif a source
table or elimination of a source table.

- Integrated-schema changé&or the cases where the DIS has a pre-definesyriztied
schema. Changes on a table structure, additiortaifla or elimination of a table.

- Change on the DIS transformation gragbhange on the structure of the graph or change
on an activity's property (cost, effectiveness,)etc

We left out of the scope of this work the managen@frsource schema and integrated schema
changes.
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The possible changes of each type of change, dhe slame time classified according to how they
affect the DIS.

From all the possible source quality changes (Sgaré 5.3, (a)), only a subset change the source
guality model, since there are many changes thattaia the same probability distribution of the
source quality. From the mentioned subset only sohaages affect the DIS quality, changing the
guality values of the information received by theenu From the changes that change the DIS
quality, only some make the user quality requirermelissatisfied. The following summarizes this
classification of changes.

0 Source quality changes (Figure 5.3, (a)).
- Changes that change the source quality model
» Changes that affect the DIS quality
= Changes that make the user quality requiremengatiified
= Changes that do not make the user quality requimesiissatisfied
» Changes that do not affect the DIS quality
- Changes that do not change the source quality model

S
-:‘;/f};é J‘?&'é//ﬁ’d‘

TRANSFORM.
GRAPH

Figure 5.2: Changes taxonomy

From all the possible changes on the transformagraph (See Figure 5.3, (b)), only some change
the DIS quality, and from these, only some genettagequality requirements dissatisfaction. For
example, if a cleaning activity is eliminated, thecuracy of some query results may decrease,
which may generate the dissatisfaction of the gselity requirements. In the same way, if this
activity is added to the system the accuracy magemse, and this would change the DIS quality
but not generate requirements dissatisfaction. filewing summarizes this classification of
changes.

o Transformation graph changes (Figure 5.3, (b)).
- Changes that affect the DIS quality
» Changes that make the user quality requiremengatit§ed

» Changes that do not make the user quality requinesmssatisfied

91



Quiality Changes Detection

- Changes that do not affect the DIS quality

Only some of all the possible changes on user tyuaguirements (See Figure 5.3, (c)) generate
changes on the sources required quality values gnethe accepted configurations). For example, if
user quality requirementeql changes, there may exist another requirermeg® that already
generated a stronger requirement on the sourcaggdachange does not affect sources required
values. Besides, only some of the changes thatctafeurces required values cause the
dissatisfaction of the user quality requiremenits;es it may happen that the sources quality values
satisfy the new requirements. The following sumeesgithis classification of changes.

0 User quality requirements changes (Figure 5.3, (c))
- Changes that affect the sources required qualltyega
» Changes that make the user quality requiremengatit§ed
» Changes that do not make the user quality requintsrissatisfied

- Changes that do not affect the DIS quality

Those who (a)
change the DI

quality

Those who
generate the
quality regs.
tissatistaction

Those who change the
source quality mode

Source quality changes

Those who generate
the quality regs.
dissatisfaction

Those who generate
the quality regs.
dissatisfaction

Those who change the
DIS quality

Those who change the
sources required values

Transformation graph
changes

Quality requirements
changes

(©)

(b)

Figure 5.3: (a) Source changes classification, (Byansformation graph changes classification, (c) Us
quality requirements changes classification.

Our strategy to detect relevant changes is basdtigmatest classification. We filter the changes
through the different layers shown in Figure 5.3taming the ones that generate quality
requirements dissatisfaction.
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4. Events

The way the QMS (as said before, Quality ManagerSgatem) is notified about changes and also
the way it treats these changes is through eviévgslean our change detection mechanism on the
reception, generation and management of events.

We model the events using the notions of classdohbjects of the Object Oriented paradigm. We
define different classes of events whose objedstlas particular events that are generated in the
system.

We define two groups of events: (1) the events tbate from the sources to the DIS and (2) the

events that are generated at the QMS. The evamts(ft) are, for example, source data updates and
source schema changes. The events from (2) argehah DIS elements, such as a source model
or transformation graph change, which need to ltieetband managed.

Events from group (1) are generated at the souwmnéscaptured by the QMS, while group (2)
events are generated by the QMS and also captyried b

We concentrate in the management of group (2) sysinice this is the base of our approach for
relevant changes detection.

4.1 Events that come from sources

The events generated at the sources enable thHieatain to the QMS of sources changes that are
important for it. We assume that these events areemted by the sources themselves, although
they could be generated by an external monitorieghanism.

These events may be generated as consequencealfdiving happenings:

0 There was a data update
There was a data update at the source. Note thatirae for us is a whole data source or a
relation from a relational source (a source retgtio

0 Update frequenc) has changed
In the cases where the source is updated accotaliag?oisson process, the source may give
the information about the estimated update frequanaotifying the QMS when changes.

0 Update period has changed
In the cases where the source is updated peribditiaé source may inform the QMS when
the period changes.

For freshness as well as for accuracy quality factthe QMS needs to detect some of the above-
mentioned sources’ events, or some other one tbatdes useful information, in order to obtain a
periodic measurement of the freshness or of theracg. For this work, we assume that the QMS is
able to detect at least data update events abthees.

In Table 5.1 we show the events classes that weedef

We do not extend in the details of these class@er in the management of these events, since we
prefer to concentrate in the management of the @véhts. In the following we give a brief
description of the processing of these events.
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Event Name Event Description
SourceDataUpdas There was a data update in the sc.
UpdateFreChang: The estimated update frequencA) of a

Poisson-updated source has changed.

UpdatePerioChang The updte period of a periodically updat
source has changed.

Table 5.1: Classes of sources events

SourceDataUpdateevents are accumulated in a repository, storireg changed source and a
timestamp corresponding to the instant of the chaAgcertain time period is chosen, according to
the characteristics of the application and the samuEach time this period passes, a quality model
for the source is calculated, from the repositatad The calculation of this model for freshness is
described in Chapter 4, Section 3.1.1, Model 3,fandccuracy, in Chapter 4, Section 3.1.2.

When anUpdateFreqChangevent is received by the QMS, it calculates a mewdel for the
corresponding source, with the néw This calculation is described in Chapter 4, $ec8.1.1,
Model 2.

When anUpdatePeriodChangevent is received by the QMS, it calculates a newdel for the
corresponding source, with the new period. Thisudation is described in Chapter 4, Section 3.1.1,
Model 1.

In all cases, once a new model is calculated,stated as the current model for the source (amd th
corresponding quality factor) and added to theohjsbf the source models, as follows:

0 For sources], quality factorgfl, and distribution = {gw;, prob,>, ..., <qv,, prob,>}, we create
a source behavior model:
- <qfl, S1 distributior>, wheredistribution= {<qw, prob;>, ..., <qw, prob,>}

0 We add the model, with nanneodell such that:
((pv (SD) (SourceQualityBehaviorModel)) (“modell”) =g, S1, distributior>

0 The following indicators are calculated:
- minimum maximumexpectatiorandmodeare calculated from
<gvy, prob;>, ..., <gw, prob,>
- timestamp= current date and time

o We modify the models history of the sourf4 and quality factorgfl, adding the new
distribution:
- histl = ObtainHistory v (S1) (SourceQualityModelsHistoryyfl, S1)
- A new fieldindicatorsis added to theistributions seDf histl, indicators= < minimum
maximum expectation, modéimestamp>
- We substitute the current models histongdfandgfl, by histl

4.2 Events that are internal to the QMS

At the QMS we generate events that notify a changa source quality model, a change on the
transformation graph or a change on the user guaduirements. These events originate a series
of verifications and eventually the generation tfevp new events. The succession of events may
culminate with the notification of the dissatisfaatof user quality requirements, which means that
we detected eelevant change.
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We group these events in three levels, accordinthed meaning and to how they inter-relate.

Level-1 events cause the generation of level-2 tsvand level-2 events cause the generation of
level-3 events. Level-1 events are fired when anghahat may affect the DIS has occurred, level-2
events are fired in the cases where DIS qualiti®@ required quality has changed, and level-3
ones are fired in the cases where quality requingsrgre not being satisfied.

In Figure 5.4 we show how each level of events @tlthas L1, L2 and L3) corresponds to a group
of changes as previously classified. As can be,daethe case of source quality, we pay attention
to changes that have affected the source qualijeindiltering those which have not changed the
model.

Those who L2
gﬁgﬁtr;urz c:f;d_3 Those who (a)
R llon change the DI

quality

Those who change the
source quality mode

Source quality changes

Those who generate

the quality regs.
dissatisfaction L3 L2

Those who generate
the quality regs. L3
dissatisfaction

Those who change the

DIS quality Those who change the

sources required values

Transformation graph
changes

Quality requirements
changes

(b) ©

Figure 5.4: Event levels in different types of chages. (a) Source changes classification, (b)
Transformation graph changes classification, (c) Us quality requirements changes classification.

We define seven classes of events. The eventsesé tblasses give alerts notifying the following
situations:

0 Quality model of a source has changed.
One of the indicators of the quality model of arseuhas changed. These indicators are: the
maximum, minimum, expectation and mode of the podibg distribution of a quality factor in
a source.

0 The transformation graph of the DIS has changed.
A change on the structure of the graph or a changen activity’s property (like the cost or the
effectiveness) has occurred.

0 There was a change on the user quality requirements
There was a change on one user quality requireraengddition or an elimination of a user
quality requirement.
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o0 DIS Quality Certainty has changed.

0 The degree of satisfaction of quality requiremdrats changed.
This means that there was a change that affeceegatiisfaction of some quality requirements,
i.e. there was a change in the relation betweenadity value provided by the DIS and the
corresponding quality value required by the user.

0 There is a required probability that is not beiatisied by the DIS.
There is at least one quality requirement of typeobability”, whose probability value is
greater than the DIS Quality Certainty.

0 There is a quality requirement that is not beirtgsBad by the DIS.
There is at least one quality requirement of tygerent from “probability”, associated to a
data target, such that the quality value providgdhie DIS in that data target does not satisfy
it.

The events classes are presented in Table 5.2theitlevel to which they correspond.

Event Leve Event Name Event Description
QModelChang The probability distribution of a quality fact
has changed in a source.
Level 1 TGraphChanc There was a change in the transformation g
of the DIS.
QReqgChanc There was changin the quality requiremen
CertaintyChang DIS QualityCertainty has changec
Level 2 QSatisfactionChant The degree of satisfaction of uality
requirements has changed.
ProbabilityDissatisfactio | Required probability for required quality val
Level 3 is not satisfied by the DIS.

QValueDissatisfactio Required quality value is not satisfied by
DIS.

Table 5.2: Classes of QMS events

With the only objective of showing graphically hahe different events generate the creation of
others, we take advantage of the idea of collalwratiagram from UML. Figure 5.5 presents a
collaboration diagram of the events classes thawshhow the events interact. The label
“Create(att-vals)” means that the event invokesctieation of the other one (according to the arrow
sense) passing the values of the attributes to it.

Each event class has a set of attributes whoseewvadve necessary at the moment of events
management, for example, the source that was afféesta QModelChange event. With illustration
purposes we show the detailed specification of tivdhe event classes in Table 5.3, while the
complete specification can be read in Appendix .
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reate (W&‘)
Create (att—valsx Create }@‘é %‘te (att-vals), %reate (att-vals)

LEVEL-2 EVENTS !
:

’ CertaintyChange ‘ ’ QSatisfactionChange ‘

LEVEL-3 EVENTS |
:

’ QValuesDissatisfaction

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 5.5: Interaction of events

ClassNam Attribute Attribute Description
QModelChang QGrapt Quality Graph where the change occur
QFacto Quality factor corresponding to the chani
model.
SourceNam Name of the source whose quality model
changed.
Changedindicato | Set of model indicators (min, expectation, €
that changed.
Timestamg Date-time of the chang
CertaintyChanc QGrapt Quality Graph where the change occui
QFacto Quality factoraffected by the chan.
OriginalChang Change that generated the l¢1 event
OriginalSourc Source where the change occu
GraphChang Kind of change that occurred on 1
transformation graph.
ChangdActivity Graph activity where a change occur
ChangedRe Requirement that has chanc
Timestam, Date-time of the original chang

The idea is that events from a level pass inforomatd events from the following level, such that at

Table 5.3: Specification of some events

the end of the chain, if a level-3 event is cregaiteid able to provide information about the ogedr

change.
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As can be seen in Table 5.3, the attributes ofta@ertaintyChangesover the different possibilities

of changes that may occurred when level-1 eventgeasrated. Therefore, some of these attributes
will have the NULL value. If the original change sva source quality model change, attributes
GraphChange, ActivityChange and ChangedReq are NULIt was a transformation graph
change, OriginalSource and ChangedReq are NULLjfaneias a user quality requirement change
OriginalSource, GraphChange and ActivityChangeNué.L.

4.3 Generation and capture of QMS events

Events that are internal to the QMS are generajatifferent mechanisms.

Each generated event is immediately captured aaded by theChange Detection Rulesvhich
are presented in the following section.

Level-1 events are related to changes on objectsldls, graph, requirements), and they are
generated by the mechanisms that manage tQdMmdelChangevents are generated by triggers of
the repository that stores the sources quality nsod&raphChangeand QRegChangevents are
generated by triggers of the database that stbee®uality Graph. In the following we describe the
generation of these events:

QModelChange events

Let ind; be a 5-upléndicators/ ind; = < minimum, maximurm, expectation mode, timestamp >
of a source quality models histgrywhere timestamp is the most recent timestamp of the
distributionsset.

A QModelChangevent is generated when:

- A new 5-upleindicators, ind, = < minimum, maximurg, expectation modeg, timestamp > is
added to thelistributions setAND

- minimum # minimum OR maximum # maximum OR expectation# expectation OR mode #

mode

TGraphChange events

Given a quality graple, an event of this class is generated when a chaocgés over one of the
following elements:

- the set of activity nodes &

- the set of edges &

- a property of type “feature” associated to ativdgtnode
- a property of type “feature” associated to aneedg

Note: An event of this class is generated for epdlity factor managed in the system.
QRegChange events

Given a quality graphG and its set of target nodes let R be the set of all user quality
requirements, which are associated to differegetanodes oY.

A QRegChangevent is generated when one of the following ogcur

- in arequirement 0 R, r = <name gfactor, type value prob>, valuechanges oprob changes
- a new requirement is added to R
- arequirement [0 Ris eliminated
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Level-2 and level-3 events are generated byGhange Detection Rulekevel-3 events may also
be generated by an execution of tomplete DIS quality verificatiopresented in Section 2.

5. ldentification of Relevant Changes

The management of the previously presented evdloissathe Change Detection module of the
QMS to identify the relevant changes and to ndtilgm to Quality Repair module, so that it takes
the corresponding actions.

We process the events through a set of ECA rulgéedcChange Detection Rulgsvhich are
executed when there is a change, they discardhmeges that do not affect negatively the DIS, and
they notify the relevant changes. These rules pesents that are generated at the QMS. They
execute different verifications, according to tlype of requirements that are affected by the
change. Generalizing, some rules check if the sedwwhange affects existing quality requirements,
while other ones check if certain set of qualitguieements are being satisfied.

5.1 Change Detection Rules

We use Event Condition Action rules [Elmasri+00] astool for specification of events
management.

The rules for level-1 events may be triggered dréhis a change on a source quality model, on the
transformation graph or on the user quality requéets. These rules, considering the occurred
change and the user quality requirements that fieeted by the change, make other rules be
executed through the creation of level-2 event® ites for level-2 events determine if there are
user quality requirements that are not satisfiedtiy DIS and in that case generate the
corresponding level-3 events.

We define a set of rules for each class of eveme. fdllowing is a general description of the rules.

0 Rules forQModelChangevents.

We define a rule for each possible type of uselityueequirement. In the cases of types
different from “probability”, each rule verifies the source model change has modified an
indicator that is involved by a requirement of twmsidered type. If this condition is verified,
it creates an event of clag¥SatisfactionChangepassing to it all the requirements of the
considered type that involves the changed sourcéhd case of “probability” type, the rule
creates an event of clagsertaintyChangepassing to it all the existing requirements of
“probability” type.

0 Rules forTGraphChangevents.
We define a rule for each possible type of usellityueequirement. Each rule verifies if it
exists a requirement of the considered type, anthim case it creates an event of class
QSatisfactionChanger CertaintyChanggeaccording to the requirement type, passing tallit,
the existing requirements of the considered type.

0 Rules forQRegChangevents.
We define a rule for each possible type of usefityusequirement. Each rule verifies if the
changed-requirement’s type is the considered inule and in this case it creates an event of
classQSatisfactionChanger CertaintyChangeaccording to the requirement type, passing to
it, all the existing requirements of the considengxb.

0 Rule forQSatisfactionChangevents.
It verifies if the accepted configurations thatrespond to the received (through the event) set
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of user quality requirements are verified by therses. If this condition is not verified it
creates an event of cla®¥aluesDissatisfaction

0 Rule forCertaintyChangevents.
It verifies if the DIS Quality Certainty is greater equal to all the probabilities of the received
(through the event) user quality requirementshi tondition is not verified it creates an event
of classProbabilityDissatisfaction

In the following we give a high-level specificatiaf the rules in order to state what they are
intended to do.

Change Detection Rules

Rules for QModelChange events:

EVENT:
CONDITION :

ACTION :

EVENT:
CONDITION :

ACTION :

EVENT:
CONDITION :

ACTION :

EVENT:
CONDITION :

ACTION :

EVENT:
CONDITION :
ACTION :

100

QModelChange

Or, quality requirement that involves the changaegrse AND

ris of type “minimum” AND

source minimum has changed

Create evenQSatisfactionChangawith set of requirements of type “minimum” that
involves the changed source.

QModelChange

Or, quality requirement that involves the changeuree AND

ris of type “maximum” AND

source maximum has changed

Create evenfSatisfactionChangewith set of requirements of type “maximum” that
involves the changed source.

QModelChange

Or, quality requirement that involves the changeuree AND

ris of type “average” AND

source expectation has changed

Create evenQSatisfactionChangewith set of requirements of type “average” that
involves the changed source.

QModelChange

Or, quality requirement that involves the changeuree AND

ris of type “frequency” AND

source mode has changed

Create evenDSatisfactionChangawith set of requirements of type “frequency” that
involves the changed source.

QModelChange
Or, quality requirement of type “probability”
Create eventertaintyChanggewith set of requirements of type “probability”.
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Rules for TGraphChange events:

EVENT:
CONDITION :
ACTION :

EVENT:
CONDITION :
ACTION :

EVENT:
CONDITION :
ACTION :

EVENT:
CONDITION :
ACTION :

EVENT:
CONDITION :
ACTION :

TGraphChange
Or, quality requirement of type “minimum”
Create evenDSatisfactionChangevith set of requirements of type “minimum”.

TGraphChange
Or, quality requirement of type “maximum”
Create evenDSatisfactionChangevith set of requirements of type “maximum?”.

TGraphChange
Or, quality requirement of type “average”
Create evenDSatisfactionChangevith set of requirements of type “average”.

TGraphChange
Or, quality requirement of type “frequency”
Create evenDSatisfactionChangevith set of requirements of type “frequency”.

TGraphChange
Or, quality requirement of type “probability”
Create eventertaintyChangewith set of requirements of type “probability”.

Rules for QReqChange events:

EVENT:
CONDITION :
ACTION :

EVENT:
CONDITION :
ACTION :

EVENT:
CONDITION :
ACTION :

EVENT:
CONDITION :
ACTION :

EVENT:
CONDITION :
ACTION :

QRegChange
Affected requirement is of type “minimum”
Create evenDSatisfactionChangevith set of requirements of type “minimum”

QRegChange
Affected requirement is of type “maximum”
Create everDSatisfactionChangavith set of requirements of type “maximum”

QRegChange
Affected requirement is of type “average”
Create everDSatisfactionChangavith set of requirements of type “average”.

QRegChange
Affected requirement is of type “frequency”
Create evenSatisfactionChangevith set of requirements of type “frequency”.

QRegChange
Affected requirement is of type “probability”
Create eventertaintyChanggewith set of requirements of type “probability”.
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Rule for QSatisfactionChange events:

EVENT: QSatisfactionChange

CONDITION : Accepted Configurations for the received qual@guirements are not satisfied by the
sources

ACTION : Create everQvaluesDissatisfaction.

Rule for CertaintyChange events:

EVENT: CertaintyChange

CONDITION : The probability of one of the received qualitgueements is greater than the DIS
Quality Certainty

ACTION : Create everiProbabilityDissatisfaction.

Through the application of these rules we filteamipes that are not relevant to the system. For
instance, suppose that the quality requirementsrlgeon maximum values, and the source quality
model changes, but the maximum value of the sczmnénues being the same. In this case none of
the rules are applied and therefore the changmaréd.

There are two filters, which are applied betweandhents’ levels. The first one is between level-1
and level-2 events and filters the changes thaiadaffect the aspects of the quality considered in
the requirements. The second one is between lemaldevel-3 events and filters the changes that
do not generate the dissatisfaction of the quadiuirements. (See Figure 5.6)

Only if the change leads to the dissatisfactiona gfiality requirement, a non-satisfaction event wil
finally be generated and passed as a notificaticanbther layer of change management. Besides,
this notification event will provide a consideraldmount of information about the change that is
useful for taking the appropriate decisions antast

””””””””””””””””””””””””””””””””””””””””””””””””””””””””””” LEVEL1 EVENTS |
QModelChange TGraphChange QReqgChange
%ate (att-vals) Create (att W
FILTER 1
Create (att—valsx Create }a{ ,/Create (att-vals)
”””””””””””””””””””””””””””””””””””””””””””””””””” LEVEL 2 EVENTS |
‘ CertaintyChange ‘ ‘ QsSatisfactionChange ‘ |
s S  ——————
FILTER 2
\ Create (att-vals) \ Create (att-vals)
""""""""""""""""""""""""""""""""""""""""""""""""""""""""""" LEVEL3 EVENTS |
ProbabilityDissatisfaction ‘ ‘ QValuesDissatisfaction

Figure 5.6: Filtering of changes
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5.2 Specification of Change Detection Rules

In order to show how the rules are specified, wesent, as an example, some of them. The
complete specification can be read in Appendix Ill.

Change Detection Rules

EVENT: el:QModelChange
CONDITION : SelectRegs (‘average’,
GetCorrespondingRequirements(el.QGrahQFactor, el.SourceName))]
AND ‘expectation’d el.Changedindicators
ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = SelectReqs (‘average’,
GetCorrespondingRequirements (e1.QGraph, eliQfa&d.SourceName))
- OriginalChange = ‘QModelChange’
- OriginalSource = el.SourceName
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:TGraphChange
CONDITION :Get_Requirements (el.QGraph, el.QFactor, ‘priibgbiz O
ACTION:  Create event eZertaintyChangeattribute values:
- QGraph = e1.QGraph
- QFactor = el.QFactor
- OriginalChange = ‘TGraphChange’
- OriginalSource = NULL
- GraphChange = el.Type
- ChangedActivity = el.ActivityName
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:QReqgChange
CONDITION : GetType(el.ChangedReq) = ‘maximum’
ACTION:  Create event e®)SatisfactionChangeattribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (e1.QGraph,
GetQFactor(el.ChangedReq), ‘maximum’)
- OriginalChange = ‘QReqChange’
- OriginalSource = NULL
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = el.ChangedReq
- Timestamp = el.Timestamp

EVENT: el:CertaintyChange
CONDITION :NOT Quality_Certainty_Verification (e1.QGraph,®Factor)
ACTION:  Create event eProbabilityDissatisfactionattribute values:
- QGraph = e1.QGraph
- QFactor = el.QFactor
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- OriginalChange = el. OriginalChange
- OriginalSource = el. OriginalSource

- GraphChange = el. GraphChange

- ChangedActivity = el. ActivityChange
- ChangedReq = el. ChangedReq

- Timestamp = el.Timestamp

Description of used auxiliary functions:

FunctionSelectReqgselects from a set of user quality requirememisseé whose type is the given
one.

FunctionGetCorrespondingRequirementbtains for a source, the quality requirementsesfain
quality factor, that involve it.

FunctionGet_Requirementsbtains, given a quality graph and a quality facadl the requirements
of certain type (which are associated to data targiethe given graph).

FunctionGetTypereturns the type of a user quality requirement.
FunctionGetQFactorreturns the quality factor of a user quality regment.

FunctionQuality_Certainty_Verificatiorreceives a quality graph and a quality factor, aeufies
if the DIS Quality Certainty satisfies the user lifyaequirements (specified in Section 2).

6. Example

In this section we present an example that showessible scenario in a DIS, and how two
different situations of quality change are detected

This example not only covers problems of this chaptt also of Chapter 4, since it is intended to
show the complete situation and resolution. Thiangxe scenario is based on one presented in
[Peralta-06] and parts of it have already beengmtesl in some examples of Chapter 4.

6.1 The DIS

Consider a DIS built for retrieving meteorologigafiormation, whose quality graph is illustrated in
Figure 5.7. Quality factor freshness is evalualétbre are three source relationswith real time
satellite meteorological predictions, Bhichis a dissemination database updated once a da$:and
with information about climatic sensors which isfished once an hour, & updated irregularly,
S; is updated periodically, each 24 hours, apts Spdated periodically with period 1 hour.

The goal of the system is to provide fresh metegiohl information to solve three types of
gueries: T (historical information about climate alerts), (Bggregated data about predictions) and
T; (detailed data about climate measurements). Usersre that freshness of retrieved data does
not exceed 72, 48 and 2 hours respectively. Addillg, they require that the average values
obtained in each query are: 60, 42 and 2 hourectisply.

The DIS is composed of nine activities that procth&s information performing the extraction,
filtering, integration and aggregation of data. gy 5.7 shows the quality graph; processing costs
and synchronization delays are expressed in holcsivity A5 executes every 12 hours,
materializing the produced data; for that reasgngisronization delay with activity A6 is 12 hours.
Analogously, activity A6 materializes data everfidurs. The other activities execute coordinated,
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one immediately after its predecessor (delay OYiviiies A7, A8 and A9 execute for each user
qguery and activities Al, A2, A3 (extraction actieft) and A4, execute when successor activities
ask them for data.

maxfr =72, avgfr =6C  maxfr =48, avgfr =42 maxfr =2, avgfr =2

idelay:O ! delay=0

delay=0

@ costl

delay=0

@ costl

delay=0

E

Figure 5.7: DIS Quality Graph

6.2 Sources’ Models

We build the quality behavior models of the sourcsing as discretization unit: 1 hour.
Source S1.

Since S1 is updated irregularly, we must estimdie probability distribution from the

SourceDataUpdatevents repository (as it was done in Chapter 4nipte 4.2). Table 5.4 is a
portion of the events repository, where Date-time¢hie date and time in the format “dd/mm-hh”,
where time is represented in hours.

Source | Date-time
S1 2/11-2

Si 2/11-3

Si 2/11-5

S1 2/11-8

Si 2/11-9

Si 2/11-1C

S1 2/11-12

S1 2/11-14
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S] 2/11-18
S1 2/11-21
S1 2/11-22

Table 5.4: SourceDataUpdate events repository

From the events repository we calculate the freshitieat held at each time point (see Table 5.5),
considering the first time point as 2/11-2, thetfitimestamp of the events repository, and a time
step of 1 hour.

Source | time point| Freshness
S1 2/11-2 0
S1 2/11-3 0
S1 2/11-4 1
S1 2/11-5 0
S1 2/11-6 1
S1 2/11-7 2
S1 2/11-8 0
S1 2/11-9 0
S1 2/11-1C 0
S1 2/11-11 1
S1 2/11-12 0
S1 2/11-13 1
S1 2/11-14 0
S1 2/11-15 1
S1 2/11-1€ 2
S1 2/11-17 3
S1 2/11-18 0
S1 2/11-1¢ 1
S1 2/11-2C 2
S1 2/11-21 0
S1 2/11-22 0

Table 5.5: Calculated freshness

Then we calculate the relative frequencies of ttesHness values (see Table 5.6). For each
freshness value, the relative frequency is the munolh occurrences of the value divided by 21,
which is the quantity of hours chosen as our sample

Source | Freshness value| Relative frequency|
S1 0 11/21

Sil 1 6/21

S1 2 3/21

S1 3 1/21

Table 5.6: Relative frequencies of freshness values

Let X be the RV that represents the freshness ofcgoS1. The following is the probability
distribution of X:

106



Adriana Marotta

P(X=0) = 0.52
P(X=1) = 0.28
P(X=2) = 0.14
P(X=3) = 0.04

In order to add the model to the source informatibthe QMS, we follow these steps:
- We create the source behavior model:

<freshness, SHistributior>, where

distribution= {<0, 0.52>, <1, 0.28>, <2, 0.14>, <3, 0.04>}
- We add this model, with name “fresh-meteo”, stitt:

pv (S1) (SourceQualityBehaviorModel) (“fresh-meteg”kfreshness, SHjstribution>
- We calculate indicators:

minimum = 0

maximum = 3

expectation =, xp(x) = 0*0.52 + 1*0.28 + 2*0.14 + 3*0.04 = 0.68
mode =0

- We modify the models history of the source S1 gudlity factor freshness, adding the new
distribution
<0, 3, 0.68, 0, 2/11-22>, where 2/11-22 is theenirdate-time.

Source S2:
This source is updated each 24 hours.
- We create the source behavior model:
<freshness, S2listributior>, where
distribution= {<0, 0.04>, <1, 0.04>, <2, 0.04>, <3, 0.04>, <23, 0.04>}
- We add this model, with name “fresh-meteo”, stit:
pv (S2) (SourceQualityBehaviorModel) (“fresh-meteg”kfreshness, Sajstribution>
- We calculate indicators:

minimum = 0
maximum = 23
expectation =, xp(x) = 11

- We modify the models history of the source S2 godlity factor freshness, adding the new
distribution
<0, 23, 11, NULL, current-date-time>

Source S3:

This source is updated each hour. As our precisioh hour, we consider this source as always
fresh.
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- We create the source behavior model:
<freshness, S3listributior>, where
distribution= {<0, 1>}
- We add this model, with name “fresh-meteo”, stiit:
pv (S3) (SourceQualityBehaviorModel) (“fresh-meteg”kfreshness, S8istribution>

- We calculate indicators:

minimum = 0

maximum =0
expectation =, xp(x) =0
mode =0

- We modify the models history of the source S2 godlity factor freshness, adding the new
distribution
<0, 0, 0, 0, current-date-time>

6.3 User quality requirements

We assign names to the requirements: Rmax1, R&max2, Ravg2, Rmax3, Ravg3, such that:
pv (T1) (UserQualityRequirement) (Rmax1) = < freslmesaximum, 72, NULL >

pv (T2) (UserQualityRequirement) (Rmax2) = < freslmesaximum, 48, NULL >

pv (T3) (UserQualityRequirement) (Rmax3) = < freslmaesaximum, 2, NULL >

pv (T1) (UserQualityRequirement) (Ravgl) = < freslmewerage, 60, NULL >

pv (T2) (UserQualityRequirement) (Ravg2) = < freslmewverage, 42, NULL >

pv (T3) (UserQualityRequirement) (Ravg3) = < freslmewverage, 2, NULL >

6.4 Initial DIS Quality Verification

We apply the algorithm specified in Section 2.
1) We verify the quality satisfaction for “maximum$er requirements:

- Requirements = { <T1, Rmax1>,
<T2, Rmax2>,
<T3, Rmax3>}

- Accepted Configurations, named: “ac_maximum?”:

gp(AcceptedConfigurations) (ac_maximum) = < {<T1, &>, <T2, Rmax2>, <T3, Rmax3>},
{<restrictionl, restriction2, restriction3>} >where:

restrictionl = <freshness, SkX"’ 23>

restriction2 = <freshness, S%"' 24>

restriction3 = <freshness, S¥" 0>

The calculation of accepted configurations is ddweugh the algorithm of Chapter 4, Section
4.1. We briefly show how it is done.
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For the propagation we use the following formuda,dn activity A:

Freshness(A) = Max (Freshnesg(A Delay(A,A), ..., Freshnessgp+ Delay(A,A) ) + Cost(A)
where A, ..., A, are A predecessors

For example, for T1 and requirement of maximum,diepagation is done as follows:

fr(T1) <72

fr(T1) = fr(A7) = fr(A6) + delay(A6, A7) + cost(A7¥ fr(A6) + 7 + 1 = fr(A6) + 8

fr(A6) = Max (fr(A5) + delay(A5, AB), fr(A4) + delgA4, AB)) + cost(AB) =
Max (fr(A5) + 12, fr(A4)) + 2

fr(A5) = Max (fr(Al) + delay(Al, A5), fr(A2) + delgA2, A5)) + cost(A5) =
Max (fr(Al), fr(A2) ) + 2

fr(A4) = fr(A3) + delay(A3, A4) + cost(A4) = fr(A3¥1

fr(Al) = fr(S1) + delay(S1, Al) + cost(Al) = fr(S1)2

fr(A2) = fr(S2) + delay(S2, A2) + cost(A2) = fr(S2)1

fr(A3) = fr(S3) + delay(S3, A3) + cost(A3) = fr(S3)1

fr(T1) = Max [Max (fr(S1) + 2, fr(S2) + 1) + 2 + 1&#(S3) + 1 +1]+2 + 8
Max [Max (fr(S1) + 2, fr(S2) + 1) + 14, fr(S3) 4 210< 72

Max (fr(S1) + 2, fr(S2) + 1) + 14 + 1072

Max (fr(S1) + 2, fr(S2) + 1 ¥ 48

fr(S1) < 46

fr(S2) < 47

fr(S3) +2 + 1 72

fr(S3) <60

Table 5.7 shows the propagated values form thdregants to the sources. For each source and
each data target the table presents the propagalteel for the requirement of maximum.

source | requirement maximum
Si T1 46

Si T2 23

SZ T1 47

SZ T2 24

S3 T1 60

S32 T2 37

S32 T3 0

Table 5.7: Propagated values for each user qualityequirement

Finally, the smallest value is selected for thériet®on of each source.

We verify the quality satisfaction of the requirents of maximum (algorithm specified in Chapter
4, Section 4.3):

For each source restriction we verify if it is sééd. Maxima of the sources models were obtained
in Section 6.2.

restrictionl = <freshness, SK"' 23>
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maximum of S1 =3
3 < 23, verifies
Analogously with restriction2 and restriction3:

23< 24, verifies
0<0, verifies

Maximum requirements satisfaction = TRUE

2) We verify the quality satisfaction for “averageser requirements:

- Requirements = { <T1, Ravgl>,
<T2, Ravg2>,
<T3, Ravg3>}

- Accepted Configurations, named: “ac_average”, eateulated analogously to the ones for
requirements of maximum.

gp(AcceptedConfigurations) (ac_average) = < {<Tl,avigl> <T2, Ravg2>, <T3,
Ravg3>},

{<restrictionl, restriction2, restriction3>} >where:
restrictionl = <freshness, SK"' 17>
restriction2 = <freshness, S%"' 18>
restriction3 = <freshness, S&"' 0>

- We verify the quality satisfaction of the requirents of average:

For each source restriction we verify if it is sééd. Expectations of the sources models were

obtained in Section 6.2.

restrictionl = <freshness, SK"' 17>
expectation of S1 = 0.68

0.68< 17, verifies
Analogously with restriction2 and restriction3:

11< 18, verifies
0<0, verifies

Average requirements satisfaction = TRUE
We conclude that DIS quality is being verified.

6.5 Detection of First Change

Occurred change:
The propertycostof the activity node A2 has changed (see Figuse 5.
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Before:py(A2) (Cost) (“cost”) = 1
Now: py(A2) (Cost) (“cost”) = 4

maxfr =72, avgfr =6C  maxfr =48, avgfr =42 maxfr =2, avgfr =2

delay=0

g) COStEO @ cost0

delay=0

Y

costl

delay=0

@ costl

delay=0

IS - 2 W

@}

Figure 5.8: Transformation graph change

EventTGraphChange is created, with attributes:

QGraph = “MeteoGraph”
QFactor = freshness
Type = activity-cost
ActivityName = A2
Timestamp = 5/11-3

Detection Rules application:

The following rule is applied:

EVENT: el:TGraphChange
CONDITION :Get_Requirements (el.QGraph, el.QFactor, ‘maxiingrl
ACTION:  Create event e@SatisfactionChangeattribute values:
- QGraph = e1.QGraph
- Requirements =Get_Requirements (el.QGrapQFeictor, ‘maximum’)
- OriginalChange = “TGraphChange”
- OriginalSource = NULL
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- GraphChange = el.Type

- ChangedActivity = el.ActivityName
- ChangedReq = NULL

- Timestamp = el.Timestamp

EventQSatisfactionChangeis created, with attributes:

QGraph = “MeteoGraph”

Requirements = { <T1, Rmax1>, <T2, Rmax2>, <T3, R&wa}
OriginalChange = “TGraphChange”

OriginalSource = NULL

GraphChange = activity-cost

ChangedActivity = A2

ChangedReq = NULL

Timestamp = 5/11-3

Is the following rule applied ?

EVENT: el:QSatisfactionChange
CONDITION :NOT QualitySatisfaction (e1.QGraph,
Accepted_Conf_Calculation (e1.QGraph,
GetQFactor(el.Requirements), el.Requirements),
GetQFactor(el.Requirements),
GetType(el.Requirements))
ACTION ; Create event e®ValuesDissatisfactigrattribute values:
- QGraph = e1.QGraph
- Requirements = el.Requirements
- OriginalChange = e1. OriginalChange
- OriginalSource = el. OriginalSource
- GraphChange = el. GraphChange
- ChangedActivity = el. ChangedActivity
- ChangedReq = el. ChangedReq
- Timestamp = el.Timestamp

The condition is verified:

- Requirements = { <T1, Rmax1>, <T2, Rmax2>, <T&dx3> }
- Accepted Configurations, named: “ac_maximum?”:

gp(AcceptedConfigurations) (ac_maximum) = < {<T1, &>, <T2, Rmax2>, <T3, Rmax3>},
{<restrictionl, restriction2, restriction3>} >where:

restrictionl = <freshness, SK"' 23>

restriction2 = <freshness, S%" 21>

restriction3 = <freshness, S¥" 0>

The restriction over S2 (restriction2) has changed.
- QualitySatisfaction:
The sources models have not changed, S2 maximudn we2verify S2 satisfaction:
23< 21, does not verify
QualitySatisfaction = FALSE
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The condition of the rule is satisfied.
EventQValuesDissatisfactionis created, with attributes:

QGraph = “MeteoGraph”

Requirements = { <T1, Rmax1>, <T2, Rmax2>, <T3, R&xma}
OriginalChange = “TGraphChange”

OriginalSource = NULL

GraphChange = activity-cost

ChangedActivity = A2

ChangedReq = NULL

Timestamp = 5/11-3

The following rule is also applied:

EVENT: el:TGraphChange
CONDITION :Get_Requirements (e1l.QGraph, el.QFactor, ‘avirage
ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (el.QGrapQFeictor, ‘average’)
- OriginalChange = ‘TGraphChange’
- OriginalSource = NULL
- GraphChange = el.Type
- ChangedActivity = el.ActivityName
- ChangedReq = NULL
- Timestamp = el.Timestamp

EventQSatisfactionChangeis created, with attributes:

QGraph = “MeteoGraph”

Requirements = { <T1, Ravgl>, <T2, Ravg2>, <T3, §Bav}
OriginalChange = “TGraphChange”

OriginalSource = NULL

GraphChange = activity-cost

ChangedActivity = A2

ChangedReq = NULL

Timestamp = 5/11-3

The condition of the rule that corresponds to #vient is verified:
- Analogously to the case for “maximum” requirensemtccepted configurations have changed.

gp(AcceptedConfigurations) (ac_average) = < {<T1lydle>, <T2, Ravg2>, <T3, Ravg3>},
{<restrictionl, restriction2, restriction3>} >where:

restrictionl = <freshness, SK"' 17>

restriction2 = <freshness, S%"' 15>

restriction3 = <freshness, S&"' 0>

The restriction over S2 (restriction2) has changed.
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- QualitySatisfaction:
The sources models have not changed, S2 averatewe erify S2 satisfaction:
11< 15, verifies
QualitySatisfaction = TRUE

No more rules are applied.

In summary, one relevant change was detected,\@rd@ValuesDissatisfactionwas created with
all the relative information.

6.6 Detection of Second Change

Occurred change:

The source quality model of S1 is re-calculatednfrime repository data (which contains source
data updates). Therefore the new model is storéteasurrent one:

pv (S1) (SourceQualityBehaviorModel) (“fresh-meteg”xfreshness, SHistributiors, where
distribution= {<0, 0.25>, <1, 0.12>, <2, 0.07>, <3, 0.02>, <24, 0.02>}
The indicators are calculated:

minimum = 0

maximum = 24
expectation =, xp(x) = 6
mode =0

The models history of the source S1 and freshressodified, the new distribution, <0, 24, 6, 0,
5/11-3> is added, where 5/11-3 is the current tate:

Now:
pv (S1) (SourceQualityModelHistory) (“fresh-meteo”xfreshness, SHistributions>, where
distributions= { <0, 24, 6, 0, 5/11-3><0, 3, 0.68, 0, 2/11-22>}

As a consequence of the fact that there are twizatmts (maximum and expectation) that have
changed their values, evedpModelChangeis created, with attributes:

QGraph = “MeteoGraph”

QFactor = freshness

SourceName = S1

Changedindicators = {maximum, expectation}
Timestamp = 5/11-3

114



Adriana Marotta

Detection Rules application:

The following rule is applied, since the conditisrsatisfied:

EVENT: el:QModelChange
CONDITION : SelectReqgs (‘maximun’,
GetCorrespondingRequirements (e1.QGraph, el.QfFadtSourceName}y O
AND ‘maximum’ O el.Changedindicators
ACTION:  Create event e@SatisfactionChangeattribute values:
- QGraph = e1.QGraph
- Requirements = SelectReqs (‘maximunt’,
GetCorrespondingRequirements( e1.QGraph, el.Qfacto
el.SourceName))
- OriginalChange = ‘QModelChange’
- OriginalSource = el.SourceName
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = NULL
- Timestamp = el.Timestamp

EventQSatisfactionChangeis created, with attributes:

QGraph = “MeteoGraph”

Requirements = { <T1, Rmax1>, <T2, Rmax2>} // Blthat Rmax3 does not involve S1.
OriginalChange = “QModelChange”

OriginalSource = S1

GraphChange = NULL

ChangedActivity = NULL

ChangedReq = NULL

Timestamp = 5/11-3

Is the following rule applied ?

EVENT: el:QSatisfactionChange
CONDITION :NOT QualitySatisfaction (e1.QGraph,
Accepted_Conf_Calculation (e1.QGraph,
GetQFactor(el.Requirements), el.Requirements),
GetQFactor(el.Requirements),
GetType(el.Requirements))
ACTION:  Create event e®ValuesDissatisfactigrattribute values:
- QGraph = e1.QGraph
- Requirements = el.Requirements
- OriginalChange = el. OriginalChange
- OriginalSource = el. OriginalSource
- GraphChange = el. GraphChange
- ChangedActivity = el. ChangedActivity
- ChangedReq = el. ChangedReq
- Timestamp = el.Timestamp
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The condition is verified:

- Requirements = { <T1, Rmax1>, <T2, Rmax2>}
- Accepted Configurations, named: “ac_maximum?”:

gp(AcceptedConfigurations) (ac_maximum) = < {<TIn&1>, <T2, Rmax2>},
{<restrictionl, restriction2>} > , where:

restrictionl = <freshness, SkX"; 23>

restriction2 = <freshness, S%"' 24>

The restrictions over S1 and S2 have not changed.
- QualitySatisfaction:
S1 quality model has changed, S1 maximum = 24,es@\S1 satisfaction:

24 < 23, does not verify
QuialitySatisfaction = FALSE

The condition of the rule is satisfied.
EventQValuesDissatisfactionis created, with attributes:

QGraph = “MeteoGraph”

Requirements = { <T1, Rmax1>, <T2, Rmax2>}
OriginalChange = “QModelChange”
OriginalSource = S1

GraphChange = NULL

ActivityChange = NULL

ChangedReq = NULL

Timestamp = 5/11-3

The following rule is also applied:

EVENT: el:QModelChange
CONDITION : SelectRegs (‘average’,

GetCorrespondingRequirements (e1.QGraph, el.QFadtourceName)y O

AND ‘expectation’' el.Changedindicators
ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = SelectRegs (‘average’,
GetCorrespondingRequirements (e1.QGraph, el.Qfkact
el.SourceName))
- OriginalChange = ‘QModelChange’
- OriginalSource = el.SourceName
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = NULL
- Timestamp = el.Timestamp

EventQSatisfactionChangeis created, with attributes:
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QGraph = “MeteoGraph”

Requirements = { <T1, Ravgl>, <T2, Ravg2>} //tdlthat Ravg3 does not involve S1.
OriginalChange = “QModelChange”

OriginalSource = S1

GraphChange = NULL

ChangedActivity = NULL

ChangedReq = NULL

Timestamp = 5/11-3

The condition of the rule that corresponds to ¢vient is verified:

- Analogously to the case for “maximum” requirensgrthe restrictions over S1 and S2 have not
changed. Restriction over S1: < freshness, §1,17>

- QualitySatisfaction:
S1 quality model has changed, S1 expectation =e6esify S1 satisfaction:
6< 17, verifies
QualitySatisfaction = TRUE

No more rules are applied.

In summary, one relevant change was detected,\@rd@ValuesDissatisfactionwas created with
all the relative information.

6.7 Example Conclusion

In this example we present a DIS that provides aretegical information, which is constituted by

3 data sources, a transformation graph, and 3 tdagets. It has some freshness requirements
associated to its data targets; each data targedria “maximum” requirement and one “average”
requirement.

We first calculate the sources quality models friva information we have about the sources

updates (applying the techniques presented in €ndjpt Source S1's model is calculated obtaining

the probability distribution through the calculatiof relative frequencies. Sources S2 and S3 are
updated periodically, so their quality models atealated from the respective update periods.

Then we verify the quality of the DIS in the initetate (applying mechanism presented in Section
2). The quality is correct, since all the qualiéguirements are being satisfied.

We then study two different quality changes thatymacur, and how the QMS would behave
applying the proposed change-detection mechanispadh alternative case.

The first considered change is a change in theafosh activity of the transformation graph. This
change causes the creation of an eviggtaphChangeA rule for this event is applied, which
considers the “maximum” requirements, and an e@®atisfactionChanges created. A rule for
this event is applied and an evépValuesDissatisfactiofs created. This event is the alert that
notifies thata relevant quality change has occurredThe event contains information about the
change, such as the graph activity that has chaaggthe requirements that are not being satisfied.
The same original change also causes the applicafianother rule that considers the “average”
requirements, generating the creation of ano@®atisfactionChangevent. However, this event
has no consequences. Figure 5.9 shows the floheajenerated events.
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The second considered change is a change in thigydaehavior model of source S1. This change
causes the creation of an evéiodelChangeAnalogously to the first changée change is
detected as relevantas a consequence of the non satisfaction of ‘maixi” requirements. Figure
5.9 shows the flow of the generated events.

In summary, in the first change case, a notificatib relevant change is generated, informing that
there was a change in the cost of the activity Athe transformation graph, that the requirements
of type “maximum” are not satisfied, and that themge occurred on 5/11, at 3. In the second
change case, a natification of relevant changei®eated, informing that there was a change in the
quality model of source S1, that the “maximum” riegonents of target T1 and target T2 are not
satisfied, and that the change occurred on 5/13,, at

| ‘ CertaintyChange ‘ 3
e e I

Create (att-vals)

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 5.9: Events flow

7. Summary

This chapter focuses on the problem of detectimyghs that affect the quality of the DIS.

The considered changes are changes on sourcety goladinges on the DIS transformation process
and changes on user quality requirements.

We propose a mechanism that allows the QMS to tiiat a change has occurred. In the case of
source quality changes we assume that certainniafibton about source updates can be obtained,
either through an alert provided by the sourcdfjtee analyzing the extracted information. In the
case of changes on the transformation or on usaityjuequirements, we assume that events are
automatically triggered from updates on the systestadata.

Once the QMS realizes that a change has occurhed ptoposed mechanism deals with the
information about the change and about the DISeotiistate, in order to determine if the change is
relevant to the system quality or not. In orderatthieve this, a set of events are defined and
managed, such that each change passes throughténs fvhich decide if the change is notified to
the quality repair module or it is discarded. Therds management is implemented through ECA
rules, which we call Change Detection Rules.
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Different kinds of events are defined and mana@g@vents that are generated when a change has
occurred on a source, (i) events that are gergtrateen a change has occurred on the quality
model of a source, on the DIS transformation preceson a user quality requirement, (iii) events
that are generated when certain conditions relatede occurred change and to the DIS state, are
verified. Events from group (i) cause the generatib some of the events from group (ii). Events
from (ii) cause the generation of events from griip Events from group (i) are generated by the
sources, events from group (ii) are generated byQMS through metadata triggers, and events
from group (iii) are generated by the QMS, spealficby the Change Detection Rules.

During quality changes detection, partial verifioas of DIS quality are done, minimizing the
workload of the QMS. This chapter also presentseahanism for doing a complete DIS quality
verification, that is, for evaluating if a DIS iatisfying all the existing requirements or not. S8

a basic verification, which considers one by oredloups of requirements, grouped by type, and
verifies if they are satisfied by the DIS. Variatioof this algorithm may be implemented, for
example, individualizing each requirement satisfact or showing the quality probability
distribution of the DIS.

An example is presented in detail, showing the ringef the sources quality and all the process
of relevant change detection. This example enalnesee the application of the mechanism to
concrete cases helping to better comprehend thogah

The proposed mechanism has two main characterit@tgive it effectiveness and efficiency. On
one hand, it works with a preventive strategy, siitcmanages source quality model changes
instead of changes on punctual values, and itraeages requirements that include probabilities,
expected values, and modes (most probable valOesihe other hand, it absorbs many changes
that do not affect DIS quality, avoiding unnecegsaork.

One aspect of the mechanism that could be improaetieving even more efficiency, is the
verification of some of the rules conditions. Fomample, in the case of transformation-graph
change, the verification is done over all the upality requirements and sources, while it may be
done only over the requirements and sources tkanaolved with the change. For doing this, it is
necessary to calculate, given an activity or areeafgthe graph, all the requirements and sources
that are “connected” to it.

It is important to note that the detection of sesrquality changes is done based on past events,
since we work with the model of the source qualitigis specially happens in the case of models
that are built from statistical information. Thikaracteristic has important advantages that have
already been commented, but at the same time ithieadisadvantage of putting the DIS at the risk
of suffering punctual changes that generate theimements dissatisfaction, which are detected
later.

Finally, we want to remark that the solutions pregmbin this chapter are totally independent from
the quality factor that is considered. The mechangapplicable to any quality factor, existing the
possibility of extending the information passedtigh the events with information particular to the
factor.
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CHAPTERG. DISQUALITY REPAIR

Quality of our Data Integration System has chang€dw it is not good enough.
What should we do?

1. Introduction

We consider that DIS quality is acceptable if tisfees all user quality requirements, and otheewis

it is unacceptable. When the DIS suffers a chahgegenerates the dissatisfaction of user quality
requirements, its quality becomes unacceptabletHese cases, we propose to search for actions to
repair DIS quality, which means to take DIS qudiiyan acceptable state.

In this chapter we first present an overview of plessible actions that may be applied to the DIS
and sources in order to repair quality. We analyaich actions have sense in the different cases of
change. Secondly, we present our proposal for DEgdity repair by the QMS.

In the beginning of our analysis we base oursebrea problem that seems to be near ours: source
schema evolution in information systems with mugtigsources. We use as starting point the
analysis of how to manage source schema changbese systems. From that point we find an
analogy, when we consider the different changesdfiact DIS quality, between the actions we
may do for repairing DIS quality and the actionattimay be done for propagating source schema
evolution. After this initial analysis we arrive &oclassification of the repairing actions. We grou
them according to which part of the DIS they modifyd according to the kind of modifications
they apply.

Among the possible actions for repairing DIS gyalthere are some that modify DIS-elements’
properties and others that modify DIS design,hi@y it combines data and which sources it uses.
We intend to propose modifications that affectess las possible the design of the DIS. We study
the different modifications that may be done inesrtb repair DIS quality in the different contexts
and cases of change, for freshness factor andcfarracy factor. In each case we observe how
modifications on different DIS elements affect Qj&ality. In addition, we analyze how freshness
behavior affects accuracy, and vice versa.

There are many different actions that can be appleimprove DIS quality, such as reducing
processing costs, restructuring the data transfimmaraph, adding new tasks, etc. The greatest
complexity resides in determining which actionsidtidoe applied in order to recover DIS quality
from changes that damaged it.

Our goal is to give to the user (DIS designer aniaiktrator) suggestions to repair DIS quality. In
our proposal, the QMS is capable of analyzing wie happened taking into account all the
available information, and creating a list of pbiesiactions, each of which would take the DIS to
an acceptable quality state. This list is a rankivaj goes from the most recommended action to the
least recommended one.

The QMS uses the following information in orderépair DIS quality: (i) the event received from
the Change Detection process, which notifies thatlevant change has occurred and provides
information about it, and (ii) the statistical imfieation about DIS properties and quality, which is
maintained at the system. The QMS analyses thatisituof changes at the DIS taking into account
the change that generated the event and the iswtist historical information, arriving to an
interpretation. This interpretation is later used¢onstruct the previously mentioned list of rejpair
actions as well as any warnings that are given whecessary. The repairing actions can be
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expressed in terms of the improvement actions,qaeg in [Peralta-06], which are basic actions to
apply over the quality graph.

The outline of this chapter is as follows. Sect®opresents an analysis and overview of the actions
that may be applied to repair DIS quality, Sectopresents our proposal for quality repair in the
QMS, Section 4 presents an example, and Sectioasepts the summary of the chapter.

2. Quality Repairing Actions

There is a wide range of different actions that rhaycarried out in order to repair DIS quality. In
this section we intend to visualize all these gaesactions and organize them in a taxonomy.

While analyzing our problem and searching for samgroblems that may be already addressed and
solved, we find that the problem of source schewtdu&on in integration systems presents some
common aspects with ours. An exhaustive compa$dioth problems is presented in Appendix 1
of this document.

2.1 Inspiration in Previously Studied Problem

Taking advantage of the existing similarity betweein problem and the problem of source schema
evolution in DIS, we use the latter as an inspirafor starting our analysis.

We take the idea of “change propagation”, which mseaalculating how the source change affects
the DIS, and includes the possibility of modifyidijferent DIS components in order to avoid the
change in the data targets. The similarity congist¢he actions that may be carried out in order to
manage the source change, minimizing the consegaéncthe results given to the DIS users.

As we are talking about schema evolution, for siaityl we suppose a DIS that has a pre-defined
integrated schema. Generalizing, we synthesizecsmahema evolution situations in the following
three cases:

() Source schema changes are propagated to the tettgehema generating changes on this
schema and also changes on the transformationg&oEmure 6.1 shows an example of this
situation. There are three sources providing datéhé relationDoctors In sourceS3 the
relation Symptomsis deleted and this change causes the deletionthef attribute
common_symptonfeom Doctors and its associated transformations.

(i) Due to a source schema change, the transformatiomodified in a way that it absorbs the
changes, and the integrated schema is not modifiggire 6.2 shows an example of this
situation. In this case relatidtatientsof sourceS2is changed and must be eliminated from the
system. This causes the modification of the transdtion and the elimination of sour&2
from the system (including relatiohreatments The schema of the relatiddoctors is not
modified.
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DOCTORS DOCTORS
(diagnosis, common_symptoms, doctor, hospital, g (diagnosis, coMmptoms, doctor, hospital, g

& cz@

—
=
—

=

@) (b)

Figure 6.1: Source change propagation to integratesichema. (a) Before change. (b) After change.

DOCTORS DOCTORS
(diagnosis, common_symptoms, doctor, hospital, gty | | (diagnosis, common_symptoms, doctor, hospital, qty)

Entries
Symptoms

(a) (b)

Figure 6.2: Source change propagation, where transfmation absorbs the change.
(a) Before change. (b) After change.

(iii) A source schema change causes a change in the asctiesther source relation. Figure 6.3
shows an example of this situation. In this exantipdeattributehospital of relationS1.Doctors
is deleted. This attribute was the join attributghwthe relationS2.Hospital In order to
maintain the integrated schema without alteratitites sourceS2 is changed, adding the
attribute doctor to relation Hospitals of S2 Obviously the transformation process is also
modified changing the join attribute.

123



DIS Quality Repair

We

DOCTORS DOCTORS
(doctor, city, ....) (doctor, city, ....)

Doctors Hospitals
(name, ....) (hospital, city,
doctor, ....)

Doctors Hospitals
(name, hospital, ....) (hospital, city, ....)

CHG: delete att. CHG: add att.
) (b)

Figure 6.3: Source change propagation, where otheource is modified.
(a) Before change. (b) After change.

now present the analogy of the situations ofligjuahanges with the previous presented

situations of source schema changes. In each wasegnsider the three different types of changes
we manage in this thesisource quality changdransformation graph changenduser quality

requ

irement change

Situations:

(i)

(ii)
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In source schema evolution, this is the case wtieaeges propagate to the integrated schema.
In the problem of quality changes, propagation c&automatically. If the quality change is on
a source or on the transformation graph, data tergeality automatically changes. If the
change is on a user quality requirement, data tsugeality does not change. In both cases the
DIS probably goes to a state of non-satisfactionselr quality requirements.

Figure 6.4 shows an example. Values for the faatouracyare shown. The value in source
Slchanges fron.8t0 0.7. After the propagation to the data target, theiwahanges fror@.7

t0 0.6.

This is the case where changes are absorbed jathetransformation process. This means
that a modification is done to the transformatiororder to compensate the occurred change.
This modification may be on the transformation ¢ragpructure or on some property of an
activity of this graph. In quality changes probléris case occurs as follows. If source quality
or a quality requirement changes, the transformatanodified, compensating the change. If
the change occurs on the transformation, some otioglification is applied to it in order to
compensate the change.

We show two different examples for this case. lguFé 6.5 we continue with the example of
Figure 6.4, but the sour@ecuracychange is compensated adding a cleaning tasletdata
transformations. In Figure 6.6 we show an exampherafreshnessfactor is considered.
Freshness value changes in souBZfrom 19 to 21, and this change is compensated
decreasing the cost of activi3 from 3 to 2, in order to continue satisfying the required

freshness.
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DOCTORS DOCTORS

(doctor, city, (doctor, city, . @

4 4

e CHANGE
CHANG
|:E"> f PROPAGATION

Hospitals
(hospital, city, ....)

Doctors Hospitals
(name, hospital....) (hospital, city, ...

Figure 6.4: Example: source quality change propag&in

DOCTORS DOCTORS

>

+
CHANGE

Hospitals
(hospital, city, ....)

Doctors
(name, hospital, ....)

Hospitals
(hospital, city, ....)

Doctors
(name, hospital....)

Acc=0,7

Figure 6.5: Example 1: source quality change absoda by transformation
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Required
DOCTORS %]

(diagnosiﬁ, common_symptoms, doctor, hospital, qty)

Patients
Treatments

G

Figure 6.6: Example 2: source quality change absoda by transformation

In this case, changes are compensated through #icatidn on a source. Considering the
problem of quality changes, if the change occurshenquality of a source, it is compensated
changing the quality of another source. If the gganccurs on a quality requirement or on the
transformation process, a quality change is applied source in order to improve DIS quality.
Figure 6.7 continues with example of Figure 6.5 tne change is compensated modifying
quality of another source. In order to know whigalality value is necessary in soursa for
satisfying quality requirements, accepted confiiaras (defined in Chapter 4) are calculated.

DOCTORS DOCTORS
(doctor, city, Required (doctor, city, ... JEEYSee
Acc=0,7 Acc=0,7
Accepted
CHANGE T Configurations
Calculation

Hospitals
(hospital, city, ....)

Figure 6.7: Example: source quality change compentad by change on another source
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It is important to remark that these cases may roocwnot, depending on the different particular
systems and conditions. In the cases correspondiigthe DIS may result in the dissatisfaction of
the required quality, while in the ones of (ii) aid, in general the actions are carried out idey

to achieve requirements satisfaction again.

In Table 6.1 we summarize the situations preseafsave. Each situation can be seen as the
consequence of the change.

Change \ [0) (i) (iii)

Situation

Source quality Data target qualit| Transformation it] Another source chang
changes modified its quality

User quality | Data target quality doe| Transformation it| Some source changes

requirement not change modified quality

Transformation | Data target qualit| Another change is Some source changes
changes applied to the quality

transformation

Table 6.1: Situations summary

2.2 Repairing Actions Classification

We classify repairing actions according to two etiént criteria. Therefore we have two orthogonal
classifications.

The first one is directly obtained from the anadysi previous section. We classify repairing action
into two categories, according to what part of Eh8 they modify:

0 Actions on transformation graph.
These are the actions that modify either the gsdplcture, either a property of certain graph
activity.

o Actions on a source
These are the actions that modify the quality atlaer characteristic of a source.

The second classification takes into account the kif modification that the action applies. There
are also two categories for the actions, accorttirthis criterion:

0 Actions that modify quality values or related prujes
These are the actions that are applied to quadityes of the sources or to DIS properties that
affect the quality values.

0 Actions that modify DIS design
These are the actions that change the design dbiBethat is, the transformation structure,
the transformation activities, the participant s@s; etc.

Finally, a repairing action, for us, can belongit® of four different categories, shown in Tabl 6.
as A, B, CorD.
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Fst classif\ Snd classi | modifies quality values or related propert | modifies DIS desigi

on transformation gray A B

on a sourc C D

Table 6.2: Possible categories for a repairing acth

“D” category corresponds to source schema modifinat In our work, we do not consider actions
from this category, they fall outside of the scope.

For example, an action that modifies the cost ofetivity of the quality graph, maintaining the
semantics of the activity, (see example in Figu®® & classified in “A” category. An action that
adds an activity to the graph (see example in Ei@gub) is classified in “B” category. An action tha
modifies the quality value of a source (see exarimpkagure 6.7) is classified in “C” category.

2.3 Quality Tuning

In order to determine the appropriate actions fuyaim each case, it is necessary to know how each
modification of each element of the DIS affects tbsulting quality values. This behavior strongly
depends on the quality factor we are considerimgréfore we do this analysis independently for
each factor, freshness and accuracy. However, we sludy how an action applied as a
consequence of a change on one quality factor fffiegtéahe values of the other.

In the following we analyze the possible adjustraghait can be made to the DIS in order to repair
its quality, after a change that generated theatifaction of quality requirements occurred.

It is important to note that the modifications weognse are intended to maintain as much as
possible the topology of the graph, that is, th8 Bésign.

2.3.1 Freshness

To know how the different DIS elements affect dteets’ freshness we must know how this
freshness is calculated.

Depending on the application domain, the kind ahs&formation activities, and the nature of the
data, data target freshness may be calculatedatitfg. Generalizing, we consider that freshness
can be calculated at each node of the quality gréyghwhat we callpropagation function
according to two possible criteria: (i) choosing freshness of one of the predecessors of the node,
or (ii) combining all predecessor nodes’ freshn&sssing on this, we distinguish two cases in our
analysis:

Case 1 - Propagation function chooses one freshnesdue

In these cases the most relevant characteridfieisxistence of eritical pathin the quality graph,
which we present in the following.

In order to fix ideas we consider the following pagation function, which is one of the possible
ones in this case (also used in Chapter 4):

For any activity node A:

Freshness(A) = Max ( Freshnesg(A Delay(A,A), ..., Freshness(i+ Delay(A.,A) ) + Cost(A)
where A, ..., A, are A predecessors
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The Delay is the time that passes between the end-time efamtivity and the start-time of its
successor. Th€ostof an activity is its processing time interval.

We found that in this case, given a target nodthefquality graph, there exists at least one path
from one source to the target node that fixes tbehhess of this node, which we aaitical path
This means that the other paths to that target mogl@ot affecting the final freshness. We define
path and critical path in [Marotta+05], but forghivork we use an alternative definition presented
in [Peralta-06], which is presented as follows:

Definition 6.1 (from [Peralta-06]): A data pathin a quality graph is a sequence of nodes of the
graph, where each node is connected to its suaciestite sequence by a data edge. We denote a
data path, giving the sequence of nodes that comnjipgomma separated and between square
brackets, for example [£A,AzA;. We also use suspension points for omitting miediate
nodes, for example [A..A4]. O

Definition 6.2 (from [Peralta-06{): Given a data path in a quality graphJA,...A], starting at a
source node 4 thepath freshnesss the freshness value propagated along the matbr{ng other
nodes of the graph), i.e. it is the sum of sourae dreshness of the source node, the processing
costs of the nodes in the path and the inter-psodekays between the nodes:

PathFreshness(fA..Ap]) = SourceFreshness@t > -0, COSt(A) + 2x=1.p
InterProcessDelay(4,Ax) O

InterProcessDelayis the time that necessarily passes between twoesgive activities, without
considering synchronization delays. That is toisayay exist a time interval between two activities
generated by the way one activity passes datatottter, the frequency, etc.

Definition 6.3 (from [Peralta-06f): Given an activity node A acritical path for A, is a data path
[Ao,...Ap], from a source nodeAfor which the freshness of data produced by rdgdélelivered
to each successor) equals the path freshness.

Freshness(@ = PathFreshness({A..A))
Given a target node, Ta critical path for Tis the critical path of its predecessor activity.

The following is an example for showing a critipalth in a quality graph.
Example 6.1

Retaking the example case managed in previousoeedti Figure 6.8 we show a quality
graph with the activities’ costs and the processietays attached to its nodes and edges
respectively.

We first calculate the freshness of the target naaletors
fr(Doctors) = fr(A)

fr(A+) = Max ( fr(A) + Delay(A,A7), fr(As) + Delay(As,Ay) ) + Cost(A)
fr(A7) = Max ( fr(Ag), fr(As) )

L With minimum nomenclature modifications.

2 With minimum nomenclature modifications.
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fr(Ae) = Max ( fr(A) + Delay(A,A¢), fr(As) + Delay(A,Aq), fr(A,) + Delay(A,Ae) ) +

Cost(A)
fr(Ae) = Max ( fr(A) + 0.5, fr(Ay), fr(As) )

fr(As) = fr(Symptoms) + Delay(Symptoms;)A+ Cost(A)
fr(As) =20+0+1=21

fr(A 1) = fr(S1.Patients) + Delay(S1.Patienty,A Cost(A)
fr(A;)) =20+ 0+ 0.5=20.5

fr(A,) = Max ( fr(S2.Patients) + Delay(S2.Patientg), &(Treatments) +
Delay(Treatments,A ) + Cost(A)
fr(A,) = Max (19, 12) + 0.5 =19.5

fr(A4) = fr(As) + Delay(As,A4) + Cost(A)
fr(Ag) = fr(Ag) + 2 + 1

fr(A3) = fr(Entries) + Delay(Entries A+ Cost(A)
fr(A3) =16 +3 =19

Substituting:

fr(Ay) =19+2+1=22

fr(As) = Max (20.5+ 0.5, 19.5,22) =22
fr(A;) = Max (22,21) =22

fr(Doctors) = 22

The following are the paths of the quality graphtthktart in a source node and end in the
target node:

[S1.Patients, A As, A;, Doctors]
[S2.Patients, A Ae, A7, Doctors]
[S2.Treatments, A As, A7, Doctors]
[S3.Entries, A, A4 As, A7, Doctors]
[S3.Symptoms, A A;, Doctors]

We calculate the freshness values of the paths, lyinpp the formula
PathFreshness([A...A]) =
SourceFreshnessfit 3o, Cost(A) + 2x-1.p InterProcessDelay(&,A).

PathFreshness([S1.Patients, As, A7, Doctors]) =20+ 0.5+ 0.5=21
Analogously we calculate the other ones, in padiguhe following:
PathFreshness([S3.Entries, A4, As, A7, Doctors]) =16 +4 +2 =22
We see that:

fr(Doctors) = PathFreshness([S3.Entries, A A4, A, A;, Doctors])

According to Definition 6.3, [S3.Entries,sAA4, As, A;, Doctors] is the critical path for
Doctors.
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Required
DOCTORS Qa2

(diagnosis?, common_symptoms, doctor, hospital, qty)

Patients Fre=12 Entries

Treatments Symptoms
Fre=16

Fre=19

Figure 6.8: Critical Path
0

The set of critical paths may change at any monikatpathpl is a critical path and its freshness
decreases, perhaps some other pathecomes a critical path. On the other hand, ifith plis a
critical path and some other pgtBincreases its freshnegs may become a critical path, whjpd
may not be a critical path any more.

From the study of critical paths we deduce thadldorease target freshness we must decrease the
freshness of these paths.

In the following we analyze the modifications waaply in order to repair the DIS after a change
that generated the dissatisfaction of the quakguirements, considering quality requirements
without probabilities.

If the occurred change was on a source qualitynahe transformation graph, the critical path may

have changed, i.e. is not the same path as béffiotiee case of source quality change, this happens
if the changed source node did not belong to titear path before the change. In this case the

critical path becomes the one that goes from tlengdd source node to the target node. This is
because the changed source node is the one thedcthe dissatisfaction of quality requirements.

This assertion can be clearly shown through an plarSee Example 6.2.

Example 6.2

Consider the quality graph of Example 6.1, see feidu8. The critical path is [S3.Entries,
As, As Ag, A, Doctors]. Suppose source relati®@.Patientcchanges its freshness frakf

to 24. This generates the dissatisfaction of the remeérd: freshnesss 24, since, now the
freshness oDoctors is equal t024.5 (calculating this freshness as it was calculated i
Example 6.1).
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(diagnosiﬁ, common_symptoms, doctor, hospital, qty)

c=0

Patients

=y Treatments

HAS CHANGED

Figure 6.9: Source quality change - Critical Path lsange

In this case we have as change, the source qohlityge ofS2.PatientsThis source did not
belong to the critical path before the change. \Aleutate now the critical path, applying its
definition. It is the path whose freshness is eqoidhe freshness of the data target, which is
Doctors

PathFreshness ([S2.Patients, As, A7, Doctors]) = 24.5
fr (Doctors) = 24.5

Therefore, the critical path now is: [S2.Patiers, As, A;, Doctors]. We can see this
comparing Figure 6.8 and 6.9.

0

Therefore, to repair DIS quality:

132

1) In the cases of source quality change, where thecemode did not belong to the critical
path, and transformation graph change, we musaleHate the critical path.

2) We must decrease the freshness value of the tnitath. The modifications that may be
useful to apply are:

a. decreasing costs of activities of the critical path

b. decreasing inter-process delays of the criticéi pat

c. eliminating an activity of the critical path

d. decreasing freshness value of the source that dgeetorthe critical path
e

eliminating a source that belongs to the criticathp(specially when the change
was on this source)
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f. substituting a source that belongs to the critfzath, by another one (specially
when the change was on this source)

3) After decreasing the value of critical path fresdmeét may happen that other path becomes
the critical path. If the quality requirements at#l not being satisfied, we must decrease
freshness value of the new critical path. The sepeats successively.

Case 2 - Propagation function combines freshnessluas

These are the cases where the propagation furasisociated to an activity of the transformation
graph, calculates a freshness value, for the ieguitata, from the combination of the freshness
values of the input data. For instance, a propagdiinction for an activity that applies a join
operation between two input relations, may caleufe¢shness of the resulting data as the average
of the input relations’ freshness.

In this case there is not a critical path, sincecar influence on the target freshness modifying
several different paths. This is because the fieshnesulting from each activity may be modified
changing any of the input data freshness.

For the previously exposed reasons, there are pussible modifications to repair DIS quality in
this case than in Case 1. That is to say, in Case ifnprove target freshness it only has sense to
“touch” the critical path. However, in this casee thet of DIS components we may “touch” to
improve target freshness after a change that gekegaality requirements dissatisfaction, is wider.
The DIS components we may modify achieving an imeneent are the following:

1) Any source that is connected to the target nodleerguality graph

2) Any part of the transformation graph that is coneeco the target node in the quality
graph

If the occurred change was on the transformati@plgror on the user quality requirements, the
accepted configurations must be re-calculated.

If we opt to modify 1), we propose the followingopedure: Choose a restriction vector from the
accepted configurations of the target node, antbtrgake the sources satisfy these restrictions. Fo
choosing the most convenient restriction vectogfulscriteria would be to choose the vector which
has the greatest amount of sources satisfyingetsteiations, or to take into account which sources
offer more possibilities of changing their quality.

If we opt to modify 2), the modifications that mdgcrease the freshness of the target are:
a. decreasing costs of activities
b. decreasing inter-process delays
c. eliminating an activity
d. substituting a source by another one
e

eliminating a source

Case 1 and Case 2

In both cases, if the user quality requirementfssimered is of type “probability” and the generated
dissatisfaction is that the DIS Quality Certaintged not satisfy this requirement, then the
modifications suggested in both cases have as danoeffect that the probabilities of the sources
satisfaction of quality requirements increase, theth certainty improves.
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2.3.2 Accuracy

The case of accuracy factor is very similar to Casé previous section, since we consider that for
accuracy, in general, the propagation function ¢a&ecombination of the accuracy values of the
input relations. For example, a typical and vergde propagation function is the one proposed in
[Naumann+99], which lays on the assumption thabrerare uniformly distributed in the input
relations. In this proposal, for the join operatithe accuracy of the joined data is calculatethas
product of the accuracies of both input relations.

Due to the characteristic of the propagation funmiof combining accuracies of the input relations
to obtain the resulting accuracy, like in Case &efhness, all the input accuracy values influence
the resulting accuracy. Therefore, the accuracuyltieg from each activity may be modified
changing any of the input data accuracies.

When a change that generated quality requiremesgatiésfaction has occurred, like in the case of
freshness, the DIS components we may modify toir€d& quality, are the following:

1) Any source that is connected to the target nodlearguality graph

2) Any part of the transformation graph that is coneeco the target node in the quality
graph

In addition, the statements about re-calculatioracdepted configurations and the procedure to
follow if we want to modify 1) presented for fregss, also applies to accuracy.

In the case we opt to modify 2), the modificatitimst may increase accuracy of the target are:

a. increasing effectiveness of cleaning activities gfaanting the percentage of
information that is corrected).

b. adding cleaning activities
substituting a source by another one

d. eliminating a source

2.3.3 Freshness vs. Accuracy
Freshness and accuracy are not totally indepetfiaeiats.

It is true that a change on one factor does natnaatically generate a change on the other one. For
example, if a certain source increases or decre@sascuracy, without affecting DIS structure or
functioning, freshness of the source or of the BIBot affected at all. However, when the occurred
change affects DIS quality and, as a consequenoge ®IS characteristics are modified, the other
factor may be affected. In summary, when we motig/ system in order to improve the values of
one factor, the values of the other factor maygese.

We can cite concrete examples of this fact, basinghe possible modifications suggested in
previous sections:

o Eliminating an activity of the quality graph to ingve target node freshness.
If the eliminated activity is a cleaning activitgqaps target node accuracy decreases.

0 Substituting a source by another one whose data laser freshness value, to improve target
node freshness.
If accuracy of the new source data is lower thaourery of the old source, target node
accuracy decreases.
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0 Substituting a source by another one whose data batter accuracy value, to improve target
node accuracy.
If freshness of the new source data is worse thashhfess of the old source, target node
freshness value increases.

0 Augmenting effectiveness of cleaning activitiegniprove target node accuracy.
This modification probably augments the cost of #utivities, and in that case it probably
increases target node freshness value.

0 Adding cleaning activities.
This modification may increase the freshness vafube target node.

Example 6.3

Retaking example of Figure 6.5, we now consider fiksshness factor. Before the change on
the accuracy of sourc®l, freshness of the data tardeodctors was equal tdl8. After the
source change, an activity is added to the graphtaiaing the accuracy of targBtoctors

but this action has as secondary effect that fieshohanges 2. Figure 6.10 illustrates this
example.

DOCTORS
(doctor, city, ....)

Fre=22

DOCTORS
(doctor, city, ....)

Fre=18

Freshness
CHANGE T has changed !!

Hospitals
(hospital, city, ....)

Acc=0,7

Figure 6.10: Accuracy change indirectly causes fregess change

3. Quality Repair in the QMS

The QMS receives two kinds of events, which commate that DIS quality has suffered a change
and now is not satisfying user quality requirementhese two kinds of events are:
QValuesDissatisfactioandProbabilityDissatisfactionThe first means that there was a change that
caused the dissatisfaction of quality requiremeahtt are not “probability” requirements. The
second means that there was a change that cawsdissatisfaction of “probability” requirements,
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that is, DIS quality certainty does not reach h# probability values given by the users in the
requirements.

The received events provide information about tteured change, such as the type of change, the
DIS component where it occurred, etc. On the ollaed, more useful information can be found in
the meta-information database, calkstimations & statisticgpresented in Chapter 3). The QMS
uses all this information for diagnosing the sitmatof the DIS and then determining the
recommendable actions that are adequate for thanelt diagnostic. The concept of DIS situation
involves not only its current state, but also itdry and its probable future. The actions that ar
recommended are basically the ones presented ahtzad in Section 2.

In this section we address the problem of detenmirdctions to recommend for repairing DIS
quality, given a received event and statisticablimfation. We divide this problem into two sub-
problems: (1) arriving to an interpretation of Dduation, and (2) from DIS situation, obtaining a
list of recommended actions for repairing DIS dyali

Our intention is to provide a mechanism for solvthig problem, which can be easily instantiated
with different statistics, interpretations and sul@he mechanism is based on two sets of rules, one
for deducing the interpretation, callétterpretation Rulesand the other for obtaining the actions,
called Repairing RulesFigure 6.11 shows the proposed processes for@u8&lity Repair. We
propose some of these rules, as examples of whighb@ done. The DIS administrator may define
new rules, interpretations, and actions. It is @lessible to define new statistics, but in thatdas
is necessary to implement the way these statisfitbe maintained.

DIS Quality Repair

estimations
& statistics . .
Interpretation
Analysis : Determining
Interpretation s 2 Actions
Rules Repairing Rules
/
3
Quiality
Changes
Detection list oiactions

t

DIS administrator

Figure 6.11: DIS Quality Repair Architecture

3.1 Analysis of DIS Situation
For the tasks of analyzing and interpreting the BitBation we definénterpretation RulesThese

rules give aninterpretation of the main problem the DIS is having, given argeevent a
conditionsatisfied by the change, and sostetistical information
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The eventis received from the Change Detection module asl,said before, it can be a
QValuesDissatisfactiomvent or aProbabilityDissatisfactionevent. It notifies that a change that
generated quality requirements dissatisfactiondwasirred, and it provides information about the

occurred change. Table 6.3 shows the structuteegbossible events.

Theconditionof the rules is a condition over the event’s hbitrés.

Event Clas: Attribute Attribute Description
QValuesDissatisfactic QGrapt Quality Graph where the change occui
Requiremen Set of requirements that are nofisfied.
OriginalChang Change that generated the le-1 event
OriginalSourc Source where the change occu.
GraphChanc Kind of change that occurred on
transformation graph.
ChangedActivit Graph activity where a change occur
ChangeRec Requirement that has chanc
Timestam, Date-time of the original chang
ProbabilityDissatisfactic | QGrapt Quality Graph where the change occui
QFacto Quality fador.
OriginalChang Change that generated the le-1 event
OriginalSourc Source where the change occu.
GraphChanc Kind of change that occurred on
transformation graph.
ChangedActivit Graph activity where a change occur
ChangedRe Requirement that has chanc
Timestam, Date-time of the original chang

Table 6.3: Events structure

Statistical informationis extracted from thestimations & statisticpart of the meta-information
managed by the QMS, which contains current infoionaand estimations about DIS properties and
quality models, quality measurements, and alsotiéstl information about them. We propose to
use functions that query and process this infolmmateturning a boolean answer.

The interpretationis how we interpret the DIS situation, after obseg the change event and
guerying the statistical information. It supposdgmthas happened in a source, in an activity, etc.

As expressed before, we do not intend to provideedmaustive or complete set of rules or
interpretations, the idea is to give the generathmaism that makes possible the treatment of as
many cases as wanted.

The following are some possililgerpretations for DIS situations:

0 The kinds of accuracy errors coming from source® lthanged.
Data present errors that are different from thesdhat it used to present before. The cleaning
activity assigned to these data is not workingfeestvely as before.
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0 Inconvenient source.

A certain source changes very frequently, causinglity requirements dissatisfaction each

time.

0 Source punctual change.

A certain source had a quality change causing tyuaguirements dissatisfaction, but this was

an isolated everit.

0 There is a problem with data accessibility in arseu
Query efficiency has decreased in the source, taffp®IS freshness.

0 There is a problem with the volume of data comiognf certain source.
The volume of data coming from a source has inextasd affects DIS freshness.

0 User quality requirement is constantly changing.

In certain data target, user quality requirementfquality factor is changing very frequently.

We specify the interpretations as object classbi;hware instantiated in each particular case.d abl

6.4 shows these classes.

Interpretation Class Attribute Attribute Description
InconvenientSour Sourct Referred sourc
QFacto Quality Factor for which the
source is inconvenient.
Requirement | Requirements that are r
satisfied.
SourcePunctualChan Sourct Referred sourc
QFacto Quality Factotthat has chang.
Requirement | Requirements that are r
satisfied.
SourceErrc-typesChangs Activity Cleaning activity that process
the data.
SourceDataAccessibilityProble Activity Extraction activity that extrac
the data.
SourceDataVolumeProble Activity Extraction activity that extrac
the data.
ConstantlyChangingUserQualityReremen | Requiremer | Referred requiremel

Table 6.4: Interpretations structure

In the following we present thetatisticsused in our rules. The information comes frestimations
& statisticsmeta-information. In some cases we define a fandfiat obtains it, and in other cases

! Note that the occurred change was a change osoilree quality model. We call it a punctual
change because the model does not change vengefribgu
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we use the information contained in the change tewghich also comes from the same meta-
information database.

o Data Volume_Increased
Given an activity, it returns TRUE if the volume ddita that is processed by the activity has
increased, according to the statistics, and FAL®Erwise.

0 Frequently_Changes
It may receive as input a source or a quality nexment, and a quality factor. It returns TRUE
if the source or requirement has changed its vafoesthe quality factor, with certain
frequency and recently. Otherwise it returns FALSEe function implementation determines
the frequency and time interval considered, acogrtt the application domain and needs.

0 Activity cost has increased
The attribute GraphChange of the change event QWaluesDissatisfaction or
ProbabilityDissatisfactioh has the kind of change the transformation graphk buffered.
When this value is “Activity-cost”, it means thagtcost of an activity has increased, affecting
target freshness.

0 Activity effectiveness has decreased
The attribute GraphChange of the change event QWaluesDissatisfaction or
ProbabilityDissatisfactioh has the kind of change the transformation graphk buffered.
When this value is “Activity-effectiveness”, it meathat the percentage of cleaned data by
certain cleaning activity has decreased, affedtinget accuracy.

In the following we sketch some possibldes.

Note: In the rules we specify interpretations ascfions that create the interpretation with the
attribute values they receive as input.

I nterpretation Rules

EVENT: e: QValuesDissatisfaction
CONDITION : e.OriginalChange = “QModelChange”
STATISTIC : Frequently_Changes (e.OriginalSource, GetQFacRe@uirements))

INTERPRETATION : Inconvenient_Source (e.OriginalSource, GetQFaciRgguirements),
e.Requirements)

EVENT: e: ProbabilityDissatisfaction
CONDITION : e.OriginalChange = “QModelChange”
STATISTIC : Frequently _Changes (e.OriginalSource, GetQFacRegirements))

INTERPRETATION : Inconvenient_Source (e.OriginalSource, GetQFagtRdquirements),
e.Requirements)

EVENT: e: QValuesDissatisfaction
CONDITION : e.OriginalChange = “QModelChange”
STATISTIC : NOT Frequently _Changes (e.OriginalSource, GetQFaRequirements))

INTERPRETATION : Source_Punctual_Change (e.OriginalSource, GetQRadiequirements),
e.Requirements)

139



DIS Quality Repair

EVENT: e: QValuesDissatisfaction
CONDITION : e.OriginalChange = “TGraphChange”
STATISTIC : e.GraphChange = “activity-effectiveness”

INTERPRETATION :

Source_Error-types_Change (e.ChangedActivity)

EVENT: e: QValuesDissatisfaction
CONDITION : e.OriginalChange = “TGraphChange”
AND GetQFactor(e.Requirements) = “freshness”
AND ExtractionActivity (e.ChangedActivity)
STATISTIC : e.GraphChange = “activity-cost” AND

NOT Data_Volume_lIncreased (e.ChangedActivity)

INTERPRETATION

: Source_Data_Accessibility Problem (e.ChangedAglivi

EVENT: e: QValuesDissatisfaction
CONDITION : e.OriginalChange = “TGraphChange”
AND GetQFactor(e.Requirements) = “freshness”
AND ExtractionActivity (e.ChangedActivity)
STATISTIC : e.GraphChange = “activity-cost”

AND Data_Volume_Increased (e.ChangedActivity)

INTERPRETATION :

Source_Data_Volume_Problem (e.ChangedActivity)

EVENT: e: QValuesDissatisfaction
CONDITION : e.OriginalChange = “QReqChange”
STATISTIC : Frequently_Changes (e.ChangedReq)

INTERPRETATION : Constantly Changing_User_Quality Requirement (@1gbdReq)

Used auxiliary functions:

FunctionExtractionActivityreceives an activity node of the quality graphj agturns a Boolean
that indicates if it is an extraction activity astn

FunctionGetQFactorreturns the quality factor of the user qualityuegments.

3.2 Determination of Recommended Actions

Once the situation of the DIS was diagnosed, géingraan interpretation for it, the QMS
determines a ranked-list of actions that may bdiegpo the DIS to repair its quality. Then it
provides this list to the DIS administrator, whacides what to do, choosing one of the options
given by the system. The system will automaticalpdate its models and all necessary meta-
information for continuing working.

In Section 2 we analyzed many different actiong thay be carried out in order to recover DIS
quality. In this section we consider those actiaasa set from which the recommended ones are
picked, depending on the current interpretation.

140



Adriana Marotta

The QMS selects the most adequate actions for gaelpretation. We specify this selection
through a set of rules of the forimerpretation condition = action-list which we callRepairing
Rules

The intention in giving this ranked-list of actiottsthe user (DIS administrator) is to provide him
some clue, some line, or simply, useful informatifor arriving to a good solution for the DIS
guality problem. The idea is that the user choasesof the recommended actions and uses other
functionalities of the QMS for obtaining more inmfeation, which may be needed to apply the
action.

We present here some repairing rules that appilyetanterpretations presented in previous section,
and as in the case of interpretation rules, theynat meant to be exhaustive. Our intention is to
show some examples of these rules.

We first present an intuitive description of soni¢ghe given rules:

RR1-

The QMS detected an inconvenient source for freshin€his means that the source is really
compromising the maintenance of DIS freshness.iib& recommended action is to eliminate this
source. As a second possibility it is recommendaedubstitute the source by another one. The
following recommended actions are to decrease smtidty cost, to decrease inter-process delays
or to eliminate some activity, all of them from ttritical paths of the affected requirements.

RR2-

The QMS detected an inconvenient source for acgurébis means that the source is really
compromising the maintenance of DIS accuracy. Thetmecommended action is to eliminate this
source. As a second possibility it is recommendaedubstitute the source by another one. The
following recommended actions are to increase ffeetéveness of some cleaning activities or to
add a new cleaning activity, considering activitibat affect the requirements that are not being
satisfied. The last recommended action is to matiéyaccuracy of another source, which supposes
a negotiation with it. For this, the user may obttie accepted configurationfor the affected
requirements in order to know which are the chammgeseeds.

RR3-

The QMS detected that there was a source pundbaaige of freshness. The most recommended
action is to decrease the costs of activities thelbng to the critical paths of the affected

requirements. The following recommended actions tar@ecrease inter-process delays and to
eliminate activities, from the same paths. As alfioption, it is recommended to do nothing and

wait for taking a decision.

RR5-

The QMS detected that the types of errors thateato certain cleaning activity, have changed. The
cleaning techniques that are applied to these sedata are not as effective as before. The most
recommended action is to substitute the cleanitigigcby another one that works better with the
current types of errors. Secondly it is suggesteéddd a new cleaning activity to achieve the
necessary accuracy.

RR6 -

The QMS detected that data from certain sourcetdeing extracted as efficiently as before. The
first proposed action is to substitute the extmactctivity by another one that is capable to obtai
these data more efficiently. The second propostdreis to achieve an improvement in source data
accessibility, that is to say, to ask the sourcefoimprovement on its access paths.
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We specify the repairing actions as object classbg;h are instantiated in each particular case.
The information contained in their attributes i tinformation that the QMS provides the user
together with each action, as complementary inftiona For example, in the case of
“EliminatingSource”, the complementary informatiisithe source he should eliminate. In the case
of “DecreasingActivityCost”, the complementary infmation are the paths where the activities that
may be modified belong. Table 6.5 shows the olglesses.

Action Class Attribute Attribute Description
EliminatingSourc Sourct Source to eliminat
SubstitutingSourc Sourct Source to substitut
DecreasingActivityCos CPath Set of critical patt.
Decreasinglinte-processDelay | CPath Set of critical path
EliminatingActivity CPath Set of critical path
IncreasinActivity Effectivenes | CleaningActivitie: | Set of cleaning activitie
AddingCleaniigActivity Requiremen Set of requirements to be satisf
ModifyingOtherSourc Sourct Source that has chang

Requiremen Set of requirements to be satisf
Waiting O a
SubstitutingActivity Activity Activity to substitute
ModifyingSourceAccedbility | Activity Extraction activity
NotifyUsel Requiremer Requirement that is constantly chang
SubstitutingSomeSour CPath Set of critical path

Table 6.5: Actions structure

As said at the beginning of this section, onceuber chooses one of the actions proposed by the
QMS, the QMS must automatically update its modeld all necessary meta-information for
continuing working. In [Peralta-06], the author cifies a set of actions, calleidnprovement
actions which are the possible basic modifications to dgouelity graph. They are for example,
add_nodeadd_edgeremove_nodeadd_property etc. In addition, combinations of these elemental
actions, macro actions, are defined. The repaatigpns we propose can be easily written in terms
of these improvement actions, adding some inpuatrimétion that should be obtained through the
interaction with the user. This allows having tpedfication of the correction to the quality graph
after the user chooses a repairing action. For plgmepairing actiorSubstitutingSourgewith
sourceS should be transformed to improvement actigplaceNodgewith the following arguments
provided by the user: the quality graph, the nogdevhich the source nodgis replaced and the
properties of this node.

Note: In the same way as for interpretations, in thegwle specify actions as functions that create
the action with the attribute values they recewénaut.
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Repairing Rules:

RR1-

INTERPRETATION

CONDITION :
ACTION-LIST :

RR2 -

INTERPRETATION

CONDITION :
ACTION-LIST :

RR3-

INTERPRETATION

CONDITION :
ACTION-LIST :

RR4 -

INTERPRETATION

CONDITION :
ACTION -LIST :

RR5-

INTERPRETATION

CONDITION :
ACTION -LIST :

RRG6 -

INTERPRETATION

CONDITION :
ACTION -LIST :

I: InconvenientSource
I.QFactor = “freshness”

1-
2.
3-
4-
5-

EliminatingSource (I.Source)

SubstitutingSource (I.Source)

DecreasingActivityCost (CriticalPaths (l.Remgunents))
Decreasinginter-processDelays (CriticalPatiequirements))
EliminatingActivity (CriticalPaths (I.Requireants))

I: InconvenientSource
I.QFactor = “accuracy”

1-
2-
3-
4-
5-

EliminatingSource (I.Source)

SubstitutingSource (I.Source)

IncreasingActivityEffectiveness (CleaningAdtiws (I.Requirements))
AddingCleaningActivity (I.Requirements)

ModifyingOtherSource (I.Source, |.Requiremgnts

I: Source_Punctual_Change
I.QFactor = “freshness”

1-
2.
3-
4-

DecreasingActivityCost (CriticalPaths (l.Régments))
Decreasinglnter-processDelays (Critical Patieguirements))
EliminatingActivity (CriticalPaths (I.Requireamts))

Waiting

I: Source_Punctual_Change
I.QFactor = “accuracy”

1-

IncreasingActivityEffectiveness (Cleaningiities (I.Requirements))

2- AddingCleaningActivity (I.Requirements)

3-
4-

ModifyingOtherSource (I.Source, |.Requiremgnts
Waiting

I: Source_Error-types_Change
TRUE

1-

SubstitutingActivity (I.Activity)

2- AddingCleaningActivity (I.Requirements)

I: Source_Data_Accessibility Problem
TRUE

1-
2-

SubstitutingActivity (I.Activity)
ModifyingSourceAccessibility (I.Activity)
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RR7 -

INTERPRETATION : |: Source_Data_Volume_Problem

CONDITION : TRUE

ACTION -LIST: 1- SubstitutingActivity (l.Activity)

RR8 -

INTERPRETATION : | Constantly_Changing_User_Quality Requirement
CONDITION : GetQFactor(l.Requirement) = “freshness”

ACTION -LIST: 1- NotifyUser (I.Requirement)

2- DecreasingActivityCost (CriticalPaths (I.Remument))
3- Decreasinglnter-processDelays (CriticalPaltiReguirement))
4- SubstitutingSomeSource (CriticalPaths (l.Resaent))

Used auxiliary functions:

FunctionCriticalPathsreceives a set of requirements and returns af gEdtles that are the critical
paths of the received requirements.

FunctionCleaningActivitiegeceives a set of requirements and returns altldaning activities that
process data that is involved by the requirements.

Note: In rulesRR] RR3 and RR§ we assume the case where freshness propagatictiofu
chooses one of the input freshness values for gitte resulting freshness, when applied to an
activity (Case 1 of Section 2.3.1 of this Chapter).

4. Example

In Chapter 5, Section 6 we had presented an exawipdee some relevant quality changes were
detected. In this section we continue with the saxmmple, assuming the QMS Quality Repair
module has received the event generated by thegéHaetection module.

4.1 First Change

The cost of activity A2 has changed. Figure 6.1@shthe quality graph and its change.
The received event was:
QValuesDissatisfaction with attributes:

QGraph = “MeteoGraph”

Requirements = { <T1, Rmax1>, <T2, Rmax2>, <T3, R&wa}
OriginalChange = “TGraphChange”

OriginalSource = NULL

GraphChange = “activity-cost”

ChangedActivity = A2

ChangedReq = NULL

Timestamp = 5/11-3

Remember that the requirements were the following:

pv (T1) (UserQualityRequirement) (Rmax1) = < freslmesaximum, 72, NULL >
pv (T2) (UserQualityRequirement) (Rmax2) = < freslm@saximum, 48, NULL >
pv (T3) (UserQualityRequirement) (Rmax3) = < freslma@saximum, 2, NULL >
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The following Interpretation Rule is applied:

EVENT: e: QValuesDissatisfaction
CONDITION : e.OriginalChange = “TGraphChange”
AND GetQFactor(e.Requirements) = “freshness”
AND ExtractionActivity (e.ChangedActivity)
STATISTIC : e.GraphChange = “activity-cost” AND
NOT Data_Volume_Increased (e.ChangedActivity)

INTERPRETATION :Source_Data_Accessibility_Problem (e.ChangedAglivit

The condition is satisfied, since: ExtractionAdiywfA2) = TRUE
Statistic is satisfied because: Data_Volume_In@@#82) = FALSE

InterpretationSource_Data_Accessibility Problenis generated, with attribute Activity = A2.

The following Repairing Rule is applied:

INTERPRETATION :I: Source_Data_Accessibility_Problem
CONDITION : TRUE
ACTION -LIST: 1- SubstitutingActivity (l.Activity)

2- ModifyingSourceAccessibility (I.Activity)

maxfr =72, avgfr =6C  maxfr =48, avgfr =42 maxfr =2, avgfr =2

Edelay:O i delay=0 : delay=0

o) COSEQ @costzo

~~~~~~ i delay=7

! delay=0
@ costl

delay=0

cos§1< 4 @ cost1

delay=0 1 delay=0

Figure 6.12: Transformation graph change

The QMS proposes the system administrator, in fiil@te, to substitute the activity A2 by another
one that extracts source S2 data in a more efflgi@ay. In second place it proposes him to ask
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source S2 administrator to improve data acces#dalkito account that this accessibility has
decreased.

4.2 Second Change

Two indicators (maximum and expectation) have ckdrig the quality model of source S1.
The received event was:
QValuesDissatisfaction with attributes:

QGraph = “MeteoGraph”

Requirements = { <T1, Rmax1>, <T2, Rmax2>}
OriginalChange = “QModelChange”
OriginalSource = S1

GraphChange = NULL

ActivityChange = NULL

ChangedReq = NULL

Timestamp = 5/11-3

The following Interpretation Rule is applied:

EVENT: e: QValuesDissatisfaction
CONDITION : e.OriginalChange = “QModelChange”
STATISTIC : NOT Frequently _Changes (e.OriginalSource, GetQFaRequirements))

INTERPRETATION :Source_Punctual_Change (e.OriginalSource, GetQRadR@quirements),
e.Requirements)

Statistic is satisfied because: Frequently _Chaffggsfreshness) = FALSE

InterpretatiorSource_Punctual_Changés generated, with attributes:
Source = S1

QFactor = freshness

Requirements = { <T1, Rmax1>, <T2, Rmax2>}

The following Repairing Rule is applied:

INTERPRETATION :l: Source_Punctual_Change

CONDITION : |.QFactor = “freshness”

ACTION -LIST: 1- DecreasingActivityCost (CriticalPaths (I.Régments))
2- Decreasinglnter-processDelays (CriticalPath®eduirements))
3- EliminatingActivity (CriticalPaths (I.Requiremts))
4- Waiting

The critical paths in this case are the ones ttat at S1, since the value of S1 has caused the
dissatisfaction of the target requirements. Theegfthe critical paths are the following (see Fegur
6.12):

[S1, AL, A5, A6, A7, T1]
[S1, Al, A5, A6, A8, T2]

146



Adriana Marotta

Therefore, the QMS suggests the administrator toedese the cost of activities of these paths. For
example, decreasing the cost of A1, A5 or A6, hdpthe satisfaction of both requirements Rmax1
and Rmax2. The following suggested actions arestwadise inter-process delays and to eliminate
activities from the same paths. As a final optibsuiggests to do nothing and wait for the source to
return to the previous values itself.

5. Summary

This chapter presents, on one hand, an analysiheofpossible modifications to the DIS for
recovering from a quality change, and on the ottzerd, the mechanism that the QMS applies for
automatically determining the most suitable actifarsrecovering DIS quality, once it detects a
relevant change.

The analysis of DIS modifications arrives to: (i§lassification of the actions according to thedkin

of modification and to the part of the DIS theyeaff and (i) some guidelines about how each
modification of each element of the DIS affects thsulting quality values. In (ii) we present for
freshness management, an important concept: ttieatipath. For each target node in the quality
graph there is path that determines the targeifiesss. This path may change at any time, but target
freshness may be improved only by improving thithfmfreshness. In general, in (ii), we say for
the different possible changes which elements weldhmodify and which modification we should
apply in order to improve DIS quality.

When the Quality Repair module receives an evemt fthe Change Detection module in the QMS,
it knows that DIS quality is not satisfying userafity requirements and it must be repaired. The
proposed automatic mechanism for determining tpairig actions consists of rules for obtaining
an interpretation of the DIS situation from theeai@ed event and statistical meta-information, and
other rules for determining a ranked list of rejpagjractions from the interpretation. The idea &t th
the QMS provides to the user the ranked list obastand he decides which action to apply using
other tools and information from the QMS for applyiit. For example, if he wants to apply an
action that substitutes an activity by a more &fit one, he needs to know how much the cost of
the activity must be reduced. For this, he cantiseneta-information maintained by the QMS and
the quality evaluation functionalities.

Interpretations, actions and rules for obtainingnthare presented. However, they are presented as
an illustration of the possibilities of the mechanj since the intention is not to give an exhaastiv
set of interpretations, actions and rules, butve the framework where they can be defined.

In our mechanism interpretations are derived fraatisgical information. An important kind of
statistical information is how frequently a souatenges its quality. We want to remark that this
information must be obtained from the history of tjuality modelsof the source, and may not be
obtained from the history of thguality valuesof the source, in which case the obtained frequenc
would be irrelevant. This is because quality valata source may be continuously changing, as in
the case of freshness factor, but this does nohried the source quality has relevant changes. In
summary, when we suggest the action of eliminatirsgurce or substituting it by another one, we
are taking into account the quality models mairgdifor it.

The information given to the user (DIS administrpis, in some cases, rather raw, and the user
must process it and also query and/or calculate nméormation for applying the actions. The QMS
provides all the necessary information but it doetsgive it totally processed.
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CHAPTER 7. EXPERIMENTATION

1. Introduction

The main goal of our experimentation is to applatstudy case, the techniques for the construction
of source and DIS quality models, as well as thanteaance of their history, such that we show the
usefulness of the proposals. The idea is to afply $simple case the whole cycle that includes the
successive measurements of sources data, thewdiwsirof the quality models of each source, the
construction of the quality models of the DIS takinto account the user quality requirements, and
the history analysis. For the experimentation wausite two data sources that are continuously
operating and being updated. We design a DIS tktedas data from them and is queried by the
users.

Another goal is to implement a prototype that awttes the mentioned process, interacting with the
user, who decides when a measurement is executledlan a model is calculated. The techniques
for DIS quality evaluation, which are needed foe ttonstruction of DIS quality models, are
implemented in a previously developed prototypedeDQE [Peralta-06], which is now enriched
with the calculation of the accepted configuratiopoposed in this work. Our tool for quality
measurement and quality models construction igydes to interact with DQE tool.

The study case we use is based on a web data dbatcis real, but its data is generated for the
experimentation because it is not yet operating.dé&cribe it in detail in next section. The other
data source we consider is a simple database debgeus. The generation of data is made
randomly as well as the inclusion of errors.

In this first phase of the experimentation we wonky with accuracy factor.

We have done a previous experimentation with agasé, mainly in the measurement of accuracy
factor, in a Data Warehouse of the School of Ergging of our University. This was in the context
of a project for quality analysis in multi-sourgégdrmation systems [MSISQuality-07]. The main
tasks carried out in the experimentation werehatsburces, the identification of the types of isrro
to measure, the granularity of measurement, anchd@surement implementation [Etcheverry+06].
We also analyzed the evaluation of the DW qualityrf the quality measured at the sources.

In Section 2 we describe the study case, in Se&ime present the main functionalities of the tool

prototype, in Section 4 we present the experimegation and results, in Section 5 we present the
conclusions we arrive through the experimentatma finally in Section 6 we present the summary
of the chapter.

2. Study Case

A social networks a social structure made of nodes (generallywiddals or organizations) that are
tied by one or more specific types of interdepegie\ social network servicéocuses on the
building of online social networks for communitie§ people who share interests and activities.
Facebook [Facebook-07] is one of the most widegduga 2007, and in this year it began allowing
externally-developed add-on applications. Facelisakndergoing a huge period of growth, with
more than 150,000 new users signing up daily.

Our study case is based on an add-on applicatieslajeed for Facebook. This application provides

an environment for people to play games togethiee. Users agree meetings for playing games on
the web. After they play they have the possibitifyrating the game. Given the enormous quantity
of users that participate in Facebook proposals, éxpected that hundreds of users will be using
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this application daily. This fact has as conseqaetie continuous growth and change of the
application data. For this reason we find the daelof this application, calldeébgojogq a very
interesting data source for our study.

People who want to choose a game for playing oresor® who dedicates to creating games for the
internet, would find very useful to have trustaliormation about users’ preferences on the
existing internet games. We thought about a systernprovides this facility to users, extracting
data from different sources.

We propose a very simple DIS in order to focus theerimentation on quality changes
management, not complicating it with other managermpeoblems. The DIS has two data sources,
Sourcel, calletFogojogq which is the real database described above, ant&, calledRatings
which is a data source that provides qualificatifmmgyames given from web users. The DIS mainly
allows querying about games ratings, integratifigrmation coming from both sources.

Fogojogois a real database that will be soon operatingablit is not yet working we decided to
simulate its behavior, generating data foR#tingsis a simple data source totally simulated by us.

2.1 Sources

In the following we describe the schemas of the daturces and the mechanisms employed for
their population.

2.1.1 Sourcel — Fogojogo

Fogojogois a database containing 5 tables, which sto@nmdtion about games, users’ meetings
for playing games and users’ opinions about gaivesconsider this schema, which is a part of the
original one, in order to manage a smaller schemiaffecting the experimentation possibilities.

The following are the description of the tables:

o fj_games (name, creator_uid, rates_quantity, ratinglast_update)
Tablefj_gamesstores data about games. Attribigtés a number that identifies the gamame
is the name of the gamereator_uid is an identification of the author of the game,
rates_quantityis the quantity of users that gave an opiniontler gamerating is the sum of
all the points given by the users for the game,lasid updatés the last update of the tuple.

o fj_meetings (id, game _id)
Table fi_meetingsstores data about the meetings for a game. At&iloiis a number that
identifies the meeting, arghme_idis the identifier of the game.

o fj_group_games (meeting_id, uid)
Table fi_group_gamesstores data about the users that participate @anmbeting. Attribute
meeting_ids the meeting identifier, andd is the identifier of user.

o fj_ratings (meeting_id, uid, rated, date)
Tablefj_rating, given a meeting, indicates for each player ofritezting, if he has given an
opinion of the corresponding game. Attribueeting_idis the meeting identifienjid is the
user identifier, rated indicates if the user eviddahe game or not, and date is the last update
of the tuple.

o fj_users (uid)
Tablefj_userscontains all the user identifiers.

In the real case, information about the usersuaddn the database of Facebook, and the idestifier
used here are references to this database.
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Figure 7.1 presents a diagram of the relationatseh where primary keys and relations between
tables through foreign keys are shown.

Fogojogo

oajl :
|game_id

id L
narme
creator_uid
rates_quantity
rating
last_update

i
3

Figure 7.1: Sourcel schema

Data generation is done simulating reality, gelegatandomly the users that agree a meeting, the
users that rate a game and the ratings they asignn addition, errors in data are also gerextat

randomly. Data errors are introduced in talfiegames attributes: name creator_uid
rates_quantityandrating.

The following is a high-level pseudo-code of thgasithm for generating Sourcel data.

- Generate all games in talflegameswith:
- rate_quantity and rating attributes with value 0
- initial date for last_update attribute
- errors: randomly generated in name and creatdrttiibutes
- Generate all users fp users
- Repeat
- Generate a new meetingfijnmeetings
- For the new meeting generate random quantityfés infi_group_games
- For each new tuple of fj_group_games
- Generate new tuple fj ratingswhere:
- rated attribute is randomly equal to O or 1
-Ifrated =1
- Update infi_gamesattributes rates_quantity and rating,
corresponding to the game of the current meetimgre:
- errors are randomly generated
- if rating has no error, a valid number is randpgenerated

Our data generator is capable of generating sueedsslatabase images. It receives a date and it

generates a new image considering the last gedeimtege. This allows us to simulate the data
source as a live entity.
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2.1.2 Source2 — GamesRatings

Ratingsis a database that stores information about ugerifications of games that are available
for playing in internet. We define a very simplesien that consists of the following table:

o ratings (id, uid, game_name, points, date)
Tableratings stores users’ ratings for games. Attribitds a number that identifies the user
rating, uid is an identification of the usegame_namés the name of the rated ganpejntsis
the rating assigned by the user to the gamedateds the date of the user rating.

Data is generated randomly. For each new tuplabuatit date has the value of the last date plus a
random quantity of minutes. Errors are introducaatdomly in data for attributegame_nameand
points

Successive data images are also generated fatatsissource.
2.2 Data Targets

In DataTargetlthe DIS provides the average rating of a gametlh@aldest date that corresponds
to this rating. Figure 7.2 shows the data procegsgraph.

DataTargetl ’ (game_name, rating, date) ‘

Select-
Project Select-
Project

Names
Cleaning

@ GroupBy
Source?: peGames>

fj_games (id, name, creator_uid,
rates_quantity, rating, last_update)

ratings (id, uid,
game_name, points, date)

’ fj_group_games ‘ ’ fj_ratings ‘
~—~ = ~

Figure 7.2: Data processing for DataTargetl

The descriptions of the activities of the transfation process are the following:

» Al: Names Cleaning
This activity performs a cleaning on the attribtdiame”, which corresponds to names of
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games. Each value of the attribute is cleaned tfir@ucomparison to a referential table of
game names. When an invalid value is found, acagrth a distance metric, the value is
substituted by a valid one if there is a certaiximam distance between them, otherwise,
it is not modified. In the case the value is madifit is verified if the new value is already
in another tuple, and in this case the two tuptesvgerged.

* A2: GroupBy
This activity performs the following SQL query ov®ource?2.ratings table:
SELECT game_name, SUM(points) AS points, MAX(d#8)date

FROM ratings
GROUP BY game_name

* A3:Join
This activity performs a SQL join between Al resant A2 result, as follows:
SELECT *

FROM A1, A2
WHERE Al.name = A2.game_name

* A4: Select-Project
This activity performs the following SQL query ow&B result:

SELECT game_name, ((rating/rates_quantity) + ppdt&S rating, last_update AS date
FROM A3
WHERE last_update < date

It averages the ratings that come from Source 1Sanace?2.

The desired date for each constructed tuple issthallest one since the freshness of the
tuple should be considered depending on the vdlaewas updated before. For selecting
the smallest date we use also activity A5. A4 queslects the tuples where attribute
last_updatevalue (date coming from Sourcel) is smaller tharibate date value (date
coming from Source2).

» AS5: Select-Project
This activity performs the following SQL query ow&B result:

SELECT game_name, ((rating/rates_quantity) + ppdtS rating, date
FROM A3
WHERE date < last_update

It averages the ratings that come from Source 1Sanace?2.

It selects the tuples where attributate value (date coming from Source?2) is smaller than
attributelast_updatevalue (date coming from Sourcel).

* A6: Union
This activity performs a union between A4 and Asutts.

2.3 Quality Management

The quality factor managed in the experimentatsacturacy

In the following we describe how the factor is meas at the sources, how sources quality models
are constructed, how quality is evaluated at tHe &id how DIS quality models are constructed.
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Source Accuracy Measurement

Accuracy is measured at cell level (for each valfieach tuple) and then it is aggregated to tuple
level and table level.

In Sourcel, we measure accuracy in certain ate#baf tabldj_games Then, after aggregating the
values we obtain only one value of accuracy forr&elL For measuring accuracy of games names,
we use a referential table that contains all thiidvaames. We define a distance (quantity of
different characters between two names) for degidia name has a mistyping error or it does not
belong to the referential table. In Table 7.1 wevslthe measured attributes and the way they are
measured.

Attribute Accuracy measurement
name If it belongsto the GamesReferentialTa
name_accuracy = 1
Elsif it has mistyping error
name_accuracy = 0,5

Else

name_accuracy =0
creator_ui If it belongs to fj_users tat
creator_uid_accuracy = 1

Else

creator_uid_accuracy =0
rates_quantit If it is equal o the quantity of users that rated the g
rates_quantity_accuracy =1

Else
rates_quantity accuracy = 0
rating If it is greater than 10 * quantity of users thatied the
game
rating_accuracy =0
Else

rating_accuracy = 1
Table 7.1: Accuracy measurement for Sourcel

The value of accuracy at tuple level is obtainedefch tuple, in the following manner. If the name
of the game does not exist (in the referential)tthpe accuracy is set to 0, regardless of theakest
the attributes’ values. If the game exists, a weiglassigned to each measured attribute, such that
the most important accuracy value is the one ofrdiing. The aggregation calculation is the
following:

If name_accuracy =0
tuple_accuracy =0
Else
tuple_accuracy = name_accuracy * 0.2 + creatoragdgduracy * 0.1 +
rates_quantity _accuracy * 0.2 + rating_accuracys* 0

At table level we calculate accuracy as the avecddjee accuracy values of the tuples.

In Source2 we measure accuracy analogously to 8burth Table 7.2 we show these
measurements.
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The value of accuracy at tuple level is obtainedl@gously to the case of Sourcel. Here, the
attribute with highest weight is the one contairting points assigned by each user. The aggregation
calculation is the following:

If game_name_accuracy = 0 or points_accuracy = 0
tuple_accuracy =0

Else
tuple_accuracy = game_name_accuracy * 0.2 + paotaracy * 0.8

At table level we calculate accuracy as the aveoddjee accuracy values of the tuples.

Attribute Accuracy measurement
game_narr If it belongs to the GamesReferential T
game_name_accuracy = 1
Elsif it has mistyping error
game_name_accuracy = 0,5

Else

game_name_accuracy = 0
points If it is between 1 and :
points_accuracy = 1

Else

points_accuracy =0
Table 7.2: Accuracy measurement for Source2

Source Quality Modelsfor Accuracy

When we have many accuracy measurements of a satirddferent points through time, we
calculate the accuracy model for the source, widcthe probability distribution of the possible
accuracy values. A precision is selected for aayuvalues.

We build these models and we maintain the histbthese models, as it is proposed in Chapter 4
of this thesis.

DI S Quality Evaluation for Accuracy

For evaluating accuracy iPataTargetlwe apply the following propagation functions faach
activity of the transformation graph:

Consider input_data as the relation that entersathivity and output_data as the relation that
results from the activity, and acc(x) as the accyd relation x.

o0 Names Cleaning:

acc(output_data) = acc(input_data) + 0.1

The cleaning process is estimated to improve tharacy of the input relation in a 10%
o Group By:

acc(output_data) = acc(input_data)
o Join:

acc(output_data) = acc(input_data_1) * acc(input d)

0 Select-Project:
acc(output_data) = acc(input_data)

155



Experimentation

o Union:
acc(output_data) = (acc(input_data_1) * |input_dhfta acc(input_data_2) * |input_data_2]) /
|output_data|

DI S Quality Modelsfor Accuracy

Using the requirements of typmaximum minimum averageor most frequentDIS Quality is
evaluated and compared to the requirements. Tharhisf these evaluations is maintained.

Using the requirement of typprobability given by the user foDataTargetl DIS Quality
Certainty, which is the probability that our system satsfibe required value, is calculated as
described in Chapter 4.

DIS Quality Distribution is calculated for each possible accuracy valudataTargetl (not
taking into account the requirements), as desciib&hapter 4.

3. Quality Models Manager — The Prototype

The Quality Models Manageprototype has three main functionalities: (1) oklting source
guality models, (2) evaluating DIS quality, comparito quality requirements, and (3) calculating
DIS quality models.

The tool is able to measure accuracy of data sewaceording to the criteria explained in previous
section, to calculate the probability distributiof accuracy values from a set of successive
measurements, and to maintain and show the histofidoth. It executes the evaluation of the
accuracy of the selected data target, accordinthaocriteria presented in previous section. It
receives user quality requirements and it shows stiesfaction or dissatisfaction of them. In
addition, it is able to calculate DIS Quality Cémtg (probability of satisfying a user quality
requirement), and also to calculate the probabdistribution of DIS quality values. Finally, it
manages the history of the DIS models.

3.1 Prototype Architecture and Implementation

The prototype’s general architecture is designembraiing to the Model-View-Controller pattern,
which allows separating data (model) and user faater (view), through a third component
(controller). Themodel component encapsulates the access and managemeéatap theview
component manages the user interface, anddh&oller component processes and responds to
user actions and generates changes to the model.

We developed the tool as a web application fortgralcreasons. Therefore our view is the HTML
page, and the cotroller receives user actions atgdoa the model, which manages a database that
stores the system metadata and the sources databasdly the model prepares information to be
shown by the view. Figure 7.3 shows the generdlitgcture of the tool.
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Figure 7.3: Model-View-Controller Architecture

The Controller module implements the different tool functionaldj through five modules:
Measurementwhich measures accuracy of sources daitribution Calculation which calculates
the quality models of sources dafdS Certainty CalculatiorandDIS Quality Distribution which
calculates DIS Certainty and DIS quality distrilbati interacting with Evaluation module.
Evaluationmodule implements the propagation of DIS qualéjues from the sources to the data
targets and also the propagation of quality requimts from the data targets to the sources. This
module is totally implemented in this prototype bntlater versions it will connect tOQE
prototype (mentioned before), using its functictiedi for quality evaluation. See Figure 7.4 for

Controller architecture.
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Figure 7.4: Controller Architecture

The prototype is implemented in PHP language aed MySQL as database management system

for the metadata.
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3.2 Tool Functionalities

In this section we show the functionalities of thel and the way it interacts with the user.

3.2.1 Source Models Calculation

After selecting a source and a quality factor, tiser must choose among the following actions:
Execute Measuremeriiistory of Measurement®istribution Calculation History of Distributions
(see this in Figure 7.5-(a))

Execute Measuremertinctionality asks the user for the current datel ahen executes the
measurement of the quality factor on the entire@mut then shows the obtained quality values for
each cell, for each tuple, and the calculated tyuadilue for the whole source (Figure 7.5-(b)).
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Figure 7.5: (a) Options for source models managemer(b) Result of a source measurement

History of Measurementallows selecting from a list containing all the aserement dates, a
starting date and an ending date, and then it shiwsvist of obtained quality values and optionally
it shows them graphically. See an example in Figue

Distribution Calculationobtains the histogram and the probability distiitruand indicators, from
the measurements that were executed during a pegledted by the user. The user can re-calculate
the last calculated distribution, adding new measiants, or he can calculate a new distribution
with the new measurements.
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History of Distributionsfunctionality gives the history of all the distifions calculated. The
evolution of the distribution indicators can be edygd graphically. See an example in Figure 7.7.
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Figure 7.7: History of Distributions — Graphs of mnimums and modes
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3.2.2 DIS Quality Evaluation

The system receives the user quality requireméatsmay be of typemaximumminimum average

or most frequentand then it evaluates the corresponding quaktiyes given by the DIS. For
example if the user enters two requirements, onégh@ominimum and another for the average, then
the minimum and average values given by the DI alaulated.

This evaluation is made for certain target; in cage foiDataTargetl

3.2.3 DIS Models Calculation

This functionality has three option®1S Quality Certainty DIS Quality Distribution andHistory
of DIS Quality

DIS Quality Certaintycalculates the probability of satisfying the catraser quality requirements
of type probability. For the calculation it uses one of the previoustjculated distributions of
Sourceland one of the previously calculated distributi@fisSource? which are chosen by the
user. For obtaining the current DIS Certainty, @amuld choose the last distributions of the
sources.

DIS Quality Distributioncalculates the probability distributions of thespible accuracy values of
the data target. Analogously to DIS Certainty fiomality, the user chooses the sources
distributions that are considered.

History of DIS Qualityshows all the previously calculated DIS Qualityrt@mty or DIS Quality
Distributions. The evolution of these values ioathiown graphically. See an example in Figure
7.8.
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Figure 7.8: History of DIS Quality Distributions — Graph of expectations evolution
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4. Experiment Execution and Results

In our experiment we built several quality moddishe sources and the DIS. We simulated sources
updates during some months (between 4 and 6), ancgdch source we measured accuracy
periodically (approximately each 3 days) and westmtted a quality model each month.

In the simulation we chose between two kinds ofadgéneration: one that generated a low
percentage of errors and another that generateigjha gercentage of errors. The idea was to
simulate two kinds of users, an expert one thatemdkew errors when entering data, and an
inexpert one that very frequently makes errors.

We modeled accuracy @ourcelduring approximately 4 months. In the simulaticatad was
entered by an expert user, except in the last monitiere during 9 days, an inexpert user was
entering data.

We show in Figure 7.9 the graph of the accuracyeslthat were measured each few days. Then

observe, in Figure 7.10 how the models indicatorsimumand modeevolved during the same
period. Both were stable in the first models anthinlast one they decreased.

History of Measurements

Sowrce: FogoJogo - Source 1
Quality Factor: Accuracy

@ Do
1.
A
\
v \’_
S
06 \,/

0.4
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Accuracy Value

0.2

%@%ﬁ%ﬁﬁ%%ﬁ%&&

Dates of measurement

Figure 7.9: History of measurements ofSourcel accuracy
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In Figure 7.11 we can observe the evolution ofitidécatorsmaximumandexpectation
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Figure 7.11: History of Distributions of Sourcel — Graphs of maximums and expectations

The evolution of the distribution indicators shothsit during the first month the maximum and

expectation values decrease, while minimum and mmalatain the same values.

As can be observed, as a consequence of 9 daysheithexpert user, the minimums, expectations

and modes decrease

We modeled accuracy &ource2during approximately 6 months. During the middi® tmonths
the inexpert user entered the data. In Figures @2 7.13 we show the obtained distributions

graphically.
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Models of DIS Quality were calculated using the eledf sources quality.

DIS Quality Certaintywas calculated at different points in time. Finsg stated the following
requirement:

Minimum Accuracy: 0.8 Probability: 0.8
Later, after verifying the low value obtained foer€inty, we stated the following requirement:
Minimum Accuracy: 0.7 Probability: 0.8

In each of these calculations the correspondingcsoguality distributions were used, according to
the moment of the calculation. The obtained reqarksshown in Figure 7.14. In the table given by
the tool each row corresponds to a DIS Certainfgutation. Each calculation corresponds to
certain distribution of each source, shown in thst ffwo columns, and to certain user quality
requirement. The columns “required accuracy” andtiwprobability” correspond to the user
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quality requirement; they give tlminimum accuracy required and the probability acceptedhfisr
minimum. The column Certainty gives the probabitliat the DIS satisfies the required minimum
accuracy. It should be equal or greater than thbahility given by the user, for satisfying the use
guality requirement.

Source: Fogojoge & Ratngs
Cnality Factor: Accuracy

Source 1 Distribution | Sowrce 2 Distribution Requred Accuracy with probability | Certamty
1 - 2006-09-18 00:00:00] 1 - 2006-09-27 00:00:00 0.8 08 0363636
12 - 2006-10-20 00:00:00 |2 - 2006-10-30 00:00:00 0.8 0.8 0
13 - 2006-12-04 00.00:00 3 - 2006-11-29 00:00:00 0.8 08 0
1 - 2006-09-18 00:00:00 1 - 2006-09-27 00:00:00 0.7 08 N

2 - 2006-10-20 00:00:00 |2 - 2006-10-30 00.00:00 0.7 0ng 0818182
3 - 2006-12-04 00:00:00 |3 - 2006-11-2% 00:00:00 0.7 08 0

1 - 2006-092-18 00:00:00 |1 - 2006-09-27 00:00:000.6 08 1
| Show Graph J

Home

Figure 7.14: DIS Quality Certainty history

As it can be observed, the DIS Certainty has dsegkdahrough time. With the first sources’
distributions there was a probability of 0.4 forcaacy= 0.8, and 1 for accuracy 0.7. This
happens despit8ourcelminimum was around 0.7, because there is a clgaask in the process
that improves significantly the source’s data aacyr With the following sources’ distributions the
probability for accuracy= 0.8 and also for accuracy 0.7 decreases, because the minimum of
SourceXistribution decreases successively.

The probability distribution of DIS qualityas also calculated at different points in timeFigure
7.15 we show two examples: the distribution comesiing to the first sources distributions and the
distribution corresponding to the second sourcegildutions. As can be seen, these results are
consistent with the obtained in the Certainty cialion.

In Figure 7.8, previously shown, the history of theicator expectationof DIS distributions is
presented. Here, we can observe that at first éxfi@c decreases and then it maintains stable.
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DIS Quality Distribution Results | DIS Quality Distribution Results

Query: Target 1

Query: Target 1
Quality Factor: Accuracy

Quality Factor: Accuracy
Somrce 1 Distribution: 1 - 2006-09-18 00:00:00 Source 1 Distribution: 2 - 2006-10-20 00:00.00

Source 2 Distribution: 1 - 2006-09-27 00:00.00 Sowrce 2 Distribution: 2 - 2006-10-30 00:00:00

DIS Accuracy Probability DIS Accuracy Probability
0 0 0 0

0.1 0 0.1 0

0.2 0 0.2 0

0.3 0 0.3 0

04 o 0.4 o

0.5 0 0.5 0

0.6 0 0.6 0.181818
0.7 .0.58?4]3 0.7 10.818182
0.8 0.167332 0.8 0

0.9 0.167832 0.2 0

1 0 1 0

Figure 7.15: DIS Quality Distributions

5. Experimentation Conclusions

The experimentation allowed us to make some ob8engand analyze them. In the following we
comment this analysis and we present some conokigie arrived to.

5.1 Results Analysis

With respect to the source quality models, we callderve some characteristics of data sources
accuracy behavior. Sources accuracy behaviors arg dependent on the way the source is
updated. In the case 8burcelwhere we consider quality of the tafjlegamesthe source updates
result in an update on the attributting of fj_games(for the corresponding game). Therefore,
when new data has lower accuracy than previousibimemediately impacts the source accuracy.
In contrast, in the case 8burce2where updates consist of insertions of new typlesdecrement

of the accuracy in new data does not immediatelpaich on the source accuracy. A great
percentage of new tuples with lower accuracy mesinkerted for impacting the accuracy of the
whole source. This happens because the accuraaytalfle is calculated as the average of the
accuracies of its tuples. This characteristic & biehavior is shown in the experiments, since in
Sourcelthe quality of new data is decreased for nine dangit impacts the quality models, while
in Source2the quality is decreased for two months and thémpacts the quality models. On the
other hand, we observe thatSourcel at the beginning, accuracy decreases. This isusecat the
beginning the games were not rated by anybody e they start being rated, so mistakes start
being introduced. Then they maintain stable if wendt change the kind of data generation.
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The calculated DIS quality models show that thebahilities for DIS accuracy values are quite
lower than the probabilities at the sources. Thiaompletely reasonable, since for verifying a
guality condition at DIS level the correspondingndibions at sources level must be verified
simultaneously. If there were more sources in tysesn, the probabilities of the DIS would be
even lower. This fact leads us to think that a B many sources needs very high probabilities
of sources verifying the conditions, for havingateptable level of requirement satisfaction.

Observing the calculated DIS Certainty and DIS pholity distributions, we note th&ourcezhas
more incidence thaBourcelin the quality given by the DIS. We think thishscauseSource2
continuously increases its quantity of rows, wiSlirceImaintains stable in its quantity of rows.

Due to the considered reality and to the way data generated, the accuracy values presented by
the sources through time did not vary very muctcéex when we explicitly changed the level of
errors generated). Therefore, the calculated Higidns had only two or three possible accuracy
values.

5.2 Conclusions

This experimentation was a first attempt to apmyihe proposed technigues. We believe there is
much more to do with respect to experimentation.tioe limitations reasons, we designed a very
limited experiment, where we have only two datarses, only one data target and only one quality
factor. We should extend these aspects and algenment the number of executions of the
prototype, in order to arrive to more significaasults. On the other hand, although the generation
of data was done very carefully, generating datd amors randomly, we should do the
experimentation with real data.

DIS Quality Certainty calculation turned into a ydreavy algorithm; the quantity of operations it
implies quickly explodes. When executing this fumeality in the prototype, sometimes some
minutes are required and in some occasions it ¢aamge to an end. This would get worse if we
had, for example, more data sources. This is awitapt limitation that must be taken into account
for future improvements or changes on the propdsalertheless DIS Quality Certainty may be
calculated from the calculation of DIS distribution

DIS Quality Certainty calculation has not the poesly commented problem if we work with
freshness quality factor. In this case, as it [g@red in Chapter 4 of this thesis, the calcutai®
much simpler. For time limitations reasons we dat run the experimentation with freshness
factor.

In spite of being a very primary experimentatiorg kelieve that it was interesting and useful. It
materialized the proposals about the quality modsi®wing their feasibility and also their
usefulness. The latter was verified mainly whendigcovered characteristics of quality behavior
that we had not perceived before the experimemtatio

This experimentation did not include all the pragesof the present thesis. Quality change
detection and quality repair were not addressedplfeto extend it including these techniques.

6. Summary

In this chapter we presented the experimentatiorhaxee done in order to apply the techniques
proposed in the present thesis.
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We selected a study case, which was a DIS contpitwio data sources. Data was successively
generated for both sources so that their statesighrtime were simulated. The generation was
made with random data and random errors in it. Hewethe error margins were managed so that
two kinds of users entering data were simulatedexgert user and an inexpert one. A data target
was defined and also the transformation appliesbtoce data for obtaining it.

Our tool prototype allowed us to successively measiccuracy at source data and to construct
models of accuracy behavior for each source. ¢t all®wed calculating DIS accuracy models: DIS
Quality Certainty, given certain requirement, arl® Quality Distribution.

We measured sources accuracy during some monthsfaa days, and we calculated their models
each ten or more measurements. We calculated DtfImaonsidering different pairs of sources
distributions.

We were able to make some observations and anahatisvere presented in the last sections of
this chapter. In previous section we presented scomelusions that we could extract from the
experimentation.
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CHAPTER 8. CONCLUSIONS

1. Summary

This thesis presents a proposal for maintainindityuen a DIS. The proposal is based on the
construction and maintenance of quality behaviordet® quality change detection and
determination of actions for repairing the quatifithe DIS. The most specific parts of the solwion
are given for two quality factors: freshness ancligacy.

The most important support of the proposal arequnaity behavior models. Thanks to them, the
guality changes detection mechanism is able terfiiiunctual changes that are not important for
DIS quality, and in consequence, repair to the ESnly applied when changes on quality
behaviorhave occurred, avoiding unnecessary impacts o tBgwhich later would probably be
reverted).

Quiality behavior models are probabilistic modeldha quality values presented by the data. We
propose models for quality of source data and nsofdelquality of data provided by the DIS.

A source quality model is a probability distributiof the quality values of the source. This
distribution provides useful indicators of souraglity, such as expectation and mode. In the case
of freshness factor, the distribution is deducenimfrinformation about source data updates.
According to the available information, differemtchniques may be applied for constructing the
model. In the case of accuracy factor, the distidlouis calculated from a set of measurements of
accuracy over the source data. The idea is that aft appropriate number of measurements that
have been done on source data over time, theldistn is calculated. For any quality factor, each
time a new distribution is calculated, the previomg (its indicators) is stored with the history of
the source models.

DIS quality models show the behavior of the targit® quality given by the DIS. We characterize
DIS quality, through two different approaches, thg: quality values that the DIS can take, and the
quality considering the user quality requiremerits, the satisfaction or not of the quality
requirements. The DIS model may be given througkethtifferent aspects: (1) THHES Quality
Certainty, which is the probability that the DIS satisfidee tquality requirements that have a
probability associated, (2) the information abdw satisfaction of the requirements of maximum,
minimum, average and most frequent value, and i&)probability distribution of the possible
quality values satisfied by the DIS. (1) and (23 ealculated through the application of probalidist
techniques, while (2) consists on the evaluatioDkd quality from the sources models’ indicators
and their comparison to the quality requirements.

The management of probabilities for the qualityuesl in the system allowed us to propose a
variety of types of user quality requirements, vihjives expressiveness to the user and allows him
to pose more flexible requirements. For exampie, user may state as quality requirement the
average quality value he wants to obtain in ceraiery.

The mechanism proposed for quality changes deteidibased on events that are managed through
rules. There are events that come from the sodccdse DIS and events that are generated at the
system. The latter are generated as a consequéncghange on a source quality model, a change
in the transformation graph or a change in the gaality requirements. Rules process these events
and eventually generate new ones. With the suaadgsapplication of rules the selection of the
real relevant changes is achieved. When a relesfzarige is detected an event is generated to be
captured by the quality repairing module. The dedievents and rules are based on a classification
of changes according to how they affect the DIS.
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For DIS quality repairing we propose to analyze ¢fteation of the DIS beyond the occurred
change and the current conditions of the system.avéeable to achieve this because we take
advantage of the quality models, their history, aridrmation about other properties of the system
that affect the quality factor. For example, if wee analyzing a problem with freshness of data
given by the DIS, we may consider the cause offteghness behavior change, the history of
freshness behavior in this data, and the histody @mrent values of the activities’ costs of the
transformation graph. The analysis of DIS situafi@s as result amterpretation and then the
possible suitableepairing actionsare deduced from it. Rules are proposed for tlticiéeon of
interpretations and actions. A ranked list of pllgsiepairing actions is given as final resultfuét
process.

We did an experimentation with the purpose of apglgome of the proposed techniques to a study
case the most close to reality as possible. We eclass application domain the playing and
evaluation of games in internet by a user communiitg based our case on a real data source, but
we generated data for both considered data soubeta.sources were simulated through time. A
tool prototype was implemented, which allowed usapply the proposed techniques for quality
models construction and maintenance. Some intageshiservations about sources quality behavior
and DIS quality behavior could be made.

2. Contributions

The main contributions of this thesis are the follm:

0 Techniques for modeling quality behavior in a DIS
We propose to build and maintain probabilistic medd the quality factors at the sources and
DIS. We provide technigues for modeling qualitytioé sources for freshness and accuracy,
which apply to different scenarios. We also provietehniques for modeling quality of the DIS
for freshness and accuracy factors.

o0 A mechanism for detecting relevant quality charigesDIS
We provide a mechanism for detecting changes ofquidity from events that notify certain
changes in different DIS elements. The main adggntd the mechanism is that it filters a lot
of changes that are not relevant and selects hilychanges that deserve a treatment, which
are the ones that generate the dissatisfactiosarfquality requirements. After processing the
events and evaluating the effects of the changestifies only the relevant changes.

0 A mechanism for analyzing DIS situation and findthg most suitable actions for recovering
quality
We provide a mechanism that from the occurred eglechanges analyzes the situation of the
DIS, basing on statistical information maintained the management system, deduce an
interpretation of the situation and then determiaganked list of actions for recovering DIS
guality. The mechanism basically consists of sétsiles, which can be extended adding new
rules, new interpretations and new actions. The/iged interpretations, actions and rules
show the usefulness of the mechanism.

3. Concluding Remarks
Our proposal can be seen at two different levelbstraction. The first level has the advantage tha

its generality allows it to be applied to any qtyafactor. The second level consists of solutidre t
are specific for freshness and accuracy qualitipfac With respect tquality modelsin the case of
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sources’ ones, the proposal of constructing andtaiaing the models is general, may be applied
to any quality factor, while the proposed mechasi$on constructing the models is specifically for
freshness and accuracy. In the case of DIS qualitgtels, we believe the whole proposal may be
applied to any factor, taking into account that¢his a differentiation between two kinds of fastor
which are treated differently. With respectaieality change detectionhe proposed mechanism as
well as the defined events and rules are gendey, ¢an be applied to any quality factor. Perhaps
some modification may be done to events’ attriqussiding information that is particular to a
quality factor, for passing it to the quality refi@g module. Finally, with respect @IS quality
repair, we consider that the proposed mechanism andtthetiwe of the rules are general, while
the interpretations, statistics, actions and thréiquéar rules presented are specific to freshizegs
accuracy factors. Table 8.1 summarizes this arsabfdihe proposal.

We believe that the main advantage of this propdisahat it leads to the application of a
preventive strategy at the same timeptimizing the corrective actionsthat are applied to the DIS
for maintaining quality.

The use of probabilistic models for the qualitytiod DIS allows acting preventively, since actions
are taken if the possibility of not satisfying thequired quality increases, for example if DIS
Quality Certainty decreases from 0.9 to 0.7. Thé&ans that in some cases actions are carried out
before quality values obtained by the users effebtiget worse, so avoiding quality changes.

General Specific to quality
factor

Source Quality Models | To constructhe model X

How to construct th
models

DIS Quality Models To construct the mode

How to construct th
models

Quality Changes| The mechanis
Detection

Events and rule

X | X X X | X

DIS Quality Repair The mechanism and rul
structure

Interpretations, statistic
actions, particular rules

Table 8.1: Applicability of the proposal of this wak

Corrective actions are optimized, since on one h#rel are applied only when DIS quality has
demonstrated that it really needs to be improvetdbse it had a change in its behavior), and on
the other hand, they are applied taking into actaanranalysis of the DIS situation, which is based
on a big amount of information and statistics alibatDIS.

In this work we propose to take actions when DI&lityy behavior does not satisfy user quality

requirements; concretely, when DIS Quality Certaifbes not reach the probability asked by the
user, and when quality indicators: minimum, maximwawerage or most probable value, do not
reach the ones asked by the user. However, wepadgmse to maintain the probability distribution

of DIS quality values, which is independent of ugeality requirements. This information is very

useful for doingendenciesstudies. Tendencies could be detected in therl@stof quality models,
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and, defining appropriate criteria, we could aat &oiding harmful changes on the DIS. The
complexity of this problem resides in the deterrtiora of valid criteria for deciding when
something is a clear tendency such that it candseiraed that the analyzed fact will continue
evolving in the same way.

4. Limitations

Up to now we have detected two limitations in omwgwmsal. The first one refers to the kind of
application domains where it can be applied, ardstttond one refers to the implementation of one
of the proposed algorithms.

There may be some application domains that carsoitaeven one error, or cannot admit that a
guality value passes certain threshold even one.tior example, in the management of data
obtained from medical instruments, which give infation for determining an exact medicine dose
or treatment for a patient. In our proposal, qydithavior is observed and certain quality behavior
is assured, but it is not guaranteed that sometpaindissatisfaction of quality requirements will
not occur.

The experimentation, which was our first attempapply the proposed techniques, has shown that
one of the probability calculations we proposeséme cases, is extremely expensive to implement.
This happens when we calculate DIS Quality Cenafat accuracy, which is the probability of
satisfying certain accuracy value at the DIS, dmeatd are a big number of combinations of sources
accuracy values that satisfy this value. In thisecat must be calculated the union of many
probabilistic events, and this calculation may lyvheavy. This problem gets worse as we
increment the quantity of sources of the DIS.

5. Future Work

With respect to the present work, there are sompecas that could be improved or treated more in
depth.

The specification of the framewaork, algorithms ameichanisms may be improved, completing and
unifying the models and specification languages.p#rticular, statistic data was not clearly
specified, and some assumptions were made fofilitzation in the solutions.

The repairing actions, together with the possipttesn analysis and interpretations, may be studied
more in depth and many more cases may be deduckdpacified. An interesting possibility for
the problem of quality repairing would be the prsition of patterns for deducing interpretations
and determining repairing actions, and a mechafosiieir reusing.

Finally, much more experimentation should be daesting different quality evolutions, and
considering completely real cases. The difficulty this issue is that the real cases for our
experimentation must allow us to monitor the datad period in time, being not enough to have
one particular image of data. In addition, expentagon should be extended to the detection and
treatment of changes. We currently have differeotgbypes, one for the management of quality
models, and another for quality evaluation; we #hmtegrate them and add the functionalities for
change detection and repairing actions recommeandatiThese two functionalities would be
implemented through a logic language that allowfnohey rules.

With respect to new works related to this one oa@entinuation of it, we see the following two
main directions:
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0 The study of other quality factors, and the appiicaand extension of this proposal to them.
As previously commented, our proposal has parts dhe applicable to other quality factors
and other parts that are specifically proposedémuracy and/or freshness factors. In addition,
the thesis of V. Peralta [Peralta-06], whose sohgtiare very much used in our proposal, also
focuses on accuracy and freshness. Therefore,imlettiat there is much work to do if a new
quality factor is selected and quality evaluatiamd aquality maintenance techniques are
searched for it. We think that our framework carrdngsed, and also many parts of these both
proposals, but at the same time many new challengdleappear and as a secondary effect the
existing solutions would be improved and generdlize

o Addressing the problem of quality maintenance aeraig the relation that exists between the
different factors.
Up to now we considered each quality factor indeeetly. Quality evaluation and
maintenance was solved for one quality factor tiine. However, we have detected that they
are not independent. Many quality factors are eelat their semantics, which means that they
inherently affect each other; the value of onediaelways affects the value of the other. For
example, availability affects freshness freshnessaffects accuracy and accuracyaffects
usefulnessin addition, many quality factors are relatedeaese the actions that improve one
factor directly affect the other one. For exampldging a cleaning task to the transformation
process that is applied to data, affects the freshrof the resulting data. We believe that
quality maintenance considering many aspects ofitguat the same time is an important
research challenge.
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APPENDIX |

Preliminary Analysis of the Problem of DIS Quality Changes

Characterization of the phenomenon

In order to study the repercussion of source qualianges on a DIS and with the ultimate goal of
proposing some solution for the management of thtienomenon, we start by giving a
characterization of the problem.

We have the intuition that this is a new problenmiottannot be completely mapped to an existing
one, and whose particular features do not allowptetaly solving it, reusing existing solutions.

In the following we present some characteristicddeatify.
Concerning the nature of changes:

« Difficult to predict. Changes in the quality valueksa source can be difficult to predict. For
example, consider the quality properggponse timdts value can change at any time, since
it depends on factors that are extern to the spwiaeh as the network load. In such cases,
statistics can be useful for predicting changessomletimes avoiding them. If, for example,
we know that at a certain time the network traffit be heavier, perhaps we can change the
time of the data transmission from the source,eathg a better performance for the global
system.

* Frequent. Changes in source quality can be vequémet, specially when we consider various
quality properties, including those that do notetepon the source administrator decisions.

* Not in a certain direction. Quality values may date; a property can change a value and
later come back to the same value in several cmessi

Concerning the origin of changes.

* In some cases source quality changes are not deidthe administrator of the source. This
may happen in several properties, liksponse timeor confidence Sometimes these changes
are caused by changes in the communications ceraystfrastructure, or by characteristics
that the data acquires.

» A guality value of a source may be explicitly chaddn order to satisfy a DIS requirement.
For example, some procedure at the source leveltmamproved achieving a better quality
value in some property.

Concerning the consequences of changes:

A change in a quality value of a source may havayntfferent consequences, some of them are a
direct impact and others are generated by the neamaigt of the change. We enumerate them:
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Change in the system quality. In particular, thelim®r quality may change and not continue
satisfying its required quality.

Change in the required values of other sourcesefystem. This may happen in the cases of
some quality properties, in which the values of tiexliator are a combination of the values
of the sources.

Change in source selection. A source that provitid to the DIS may not continue being of
interest to the system, and therefore be left aside

Change in the system implementation. The mediatbersa as well as the transformation
defined for the processing of the data coming ftbesources, may be changed in order to
recuperate the quality of the system.

Source quality changes vs. source schema evolution

We compare the problem of source quality chang#s tive problem of source schema evolution in
a DIS in order to explore the possible reusingtaf existing techniques for managing schema
evolution. The following are the differences weridu
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While in schema evolution we find a relatively Idmequency of changes, quality changes
may have a very high frequency.

While in schema evolution changes are always apiiethe source DBA, quality changes
sometimes do not depend on source DBA.

Schema changes in general are not reverted, winlityjchanges are sometimes reverted.

Quality changes statistics can be used for premjctihanges, furthermore, probabilistic
calculations may be used. In schema evolutiongimegal, changes cannot be predicted, since
they are associated to arbitrary business-relaeisidns.

A systematic way for determining the value randps imust be verified by the source quality
values for satisfying the DIS quality requirememigy be defined. In schema evolution it is
difficult, or not possible, to define restrictiofr the source schemas variations in order to
maintain the integrated system stability.

With respect to the impact of the changes on theces, in the case of source schema
evolution, the impact may very high, since it mdfeet the rest of the source schema.
However, in the case of source quality changesetisenot a direct impact on the source.

With respect to the impact of the changes on tH& thére is an important difference. Source
schema changes automatically generate changes einmikdiator schema and in the

transformation process (this includes the case avhesource or part of it disappears of the
system), while source quality changes automatiagdigerate changes only in the mediator
quality values. In the case of source quality cleangn order to avoid or minimize mediator

quality changes, other modifications may be prodolaich as: mediator schema changes,
transformation process changes, elimination of cesjrchanges on quality values of other
sources.
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In Table 1 we summarize the presented differences.

Source schema evolution

Source quality changes

Frecuenc Generally Low (not insome| Potentiall very High
cases like Web).
Origin DBA decision Not necessarily DB/

Behavio of change

Generally not reverte

May be revertec

Predictability

Cannot be predicte

May be predictec

Valid ranges fo| Cannotbe determinec May be determine
changes

Direct impact on thi| Probabl high. Na impac.
source

Direct impact on thi

Integrated schema a

DIS quality values

DIS transformation processes.

Table 1: Source schema evolution vs. source quality changes

Despite the differences existing between the twoblems, there is an important similarity

concerning the management of the source changesinttudes the idea of “change propagation”,
which means calculating how the source changetaffee DIS, following the transformation trace
(or mappings generated by the transformation). I$b ancludes the idea of modifying the

transformation or generating a change in anothercsg in order to avoid the change in the
integrated schema. Therefore, the similarity cdasis; the actions that may be carried out for
managing the source change.

The characteristics of the problem of source qualianges that differentiate it from the problem
of source schema evolution, are the ones that thigepossiblities of applying the preventive
approach. The similarities between both probleme tlie possibility of reusing ideas of source
schema evolution management, for the managemestwte quality changes, when we know
they will happen or after they have happened.
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APPENDIX 1|

Quality Management Framework - Complete specificatn

Definition 3.6: The Quality Management Frameworis a 6-uple QMF = <Sources, Targets,
QualityGraph, Properties, Algorithms, ChangeManagiaiiellements>, where.

- Sources is a set of available data sources,

- Targets is a set of data targets,

- QualityGraph is a graph representing the DIS gse¢

- Properties is a set of functions for describin§®features and quality measures,

- Algorithms is a set of quality management alduomis,

- ChangeManagementElements are the tools thatsarkta manage quality changes.

Definition 3.7: The ChangeManagementElemeritsa 7-uple QMF = <Events, DetectionRules,
Statistics, Interpretations, InterpretationRulestiéns, RepairingRules>, where.

- Events is a set of events managed by the QMS,
- DetectionRules is a set of rules that allow ditgaelevant quality changes,

- Statistics is a set of functions that give cur@amd historical information about the DIS,

- Interpretations is a set of interpretations ali®l& situation,

- InterpretationRules is a set of rules that dedotspretations from events and statistics,

- Actions is a set of actions that may be appl@the DIS,

- RepairingRules is a set of rules that definemfitbe interpretations, which actions may be taken
for recovering DIS qualityd

Definition 3.8: A data sourceis represented by a pailName Descriptior», whereNameis a
String that uniquely identifies the source dbescriptionis a free-form text providing additional
information useful for end-users to identify theuste (e.g. URL, provider, high-level content
description)

Definition 3.9: A data targetis represented by a pair <Name, Description>, e/Name is a String
that uniquely identifies the data target and Desiom is a free-form text providing additional
information useful for end-users to identify theget (e.g. application/process name, interfaces,
servers running the applicatiof).

Definition 3.10: PropTypesis a set of Strings, each of which names a prgggge. A property
type is for example, “user quality requirement’pst’, “source quality behavior model.

Definition 3.11: PropertiesDefinitionis a functionPD: PropTypes—> U that gives for each

property type the domain of the properties of et where U is the universe of domains (the set
of possible domains for a property).
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Definition 3.12: A quality graphis a 5-uple G = (V, v, ps, gp) where:

- Vs the set of nodes.’W" and \* are the sets of source, target and activity noegsectively;
with V = V° 0 V' O V2 Each source or target node corresponds to a esaur¢arget of the
framework.

- EOV xV xTis the set of edges. T ={c, d} distinghes between control edges (c) and data
edges (d). The edda, v) originates at noda, terminates at nodeand has typ& with u, v OV,
taT.

- py represents the node properties. It is a functh@t given a node returns a function, which
given a property type returns a function, whichegiva property name returns the value of the

property,
pv:V - {f/f. PropTypes> (String> U) O

Ox O PropTypedly O String (f(x))(y) O PD(x) O {{0}},
wherelU is the union of the property domains.

- pe represents the edge properties. It is a functiah given an edge returns a function, which
given a property type returns a function, whichegiva property name returns the value of the

property,
pe: E - {f/f. PropTypes> (String> W) O
Ox O PropTypedly O String (f(x))(y) O PD(x) O {0}},
wherelU is the union of the property domains.
- gprepresents the graph properties. It is a fundtian for each property type, gives a function
that for each property name gives the value optogerty,
gp: PropTypes> {f/ f: String > U O
Ox O PropTypesiy O String, Gp(x))(y) O PD(x) O {[}},
wherelU is the union of the property domains.

Definition 3.13: User Quality Requiremerig a property type, whose corresponding domain
is a set of 4-uples of the form: <qgfactor, typdueaprob>, where:

- gfactor is a String, representing the qualitytdac

- type O {“probability”, “maximum”, “minimum”, “average”, frequency”), tells the type of the
requirement.

- value is a Decimal, the quality value of the riegment.

- prob O 0..1, is the probabilistic value associated to qhelity value. Used only when type =
“probability”. O
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Definition 4.1: A source quality behavior modi a property type, whose corresponding domain is
a set of 3-uples of the form: <gfactor, sourcetritistion>, where
- gfactor is a String, representing the qualitytdac
- source is a String, the name of the source telmthie model corresponds,
- distribution is a set of pairs <qvalue, probdpHi where
- gvalue is a Decimal number and

- probability is a number between 0 and 1, repitasgithe probability of the quality value.
g

Definition 4.2: A source restrictioris a restriction to be verified by the quality tfaicof the source.
It is a 4-upler = <qgfactor, source, op, value>, where:

- gfactor is a String, representing the qualitytdac

- source is a source node of the quality graph

-opO{"<”, " <", ">", “ 2", “="}, is a comparison operator

- value is a DecimalO

Definition 4.3: A restriction vectolis a set of source restrictions, one restrictmmefach one of the
DIS sources, where all the restriction operatoestlae same. We use the following notation:

v=<rg, ..., Vs>, Wherers;is the restriction associated to sourc&lS

Definition 4.4: A restriction-vector spaces a set of restriction vectors. We use the foifmv
notation:

$={vy ..., Vm}, Wherev;is a restriction vector]

Definition 4.5: The accepted configurations a property type, whose corresponding domain is a
set of pairs of the form: <req-set, rv-space>, wher
- regs-set is a set of pairs of the form <targed;mame>, where:
- target is the data target to which the rezqugnt is associated
- reg-name is a String (the name of the requér)
- rv-space is a restriction-vector space, whiclesponds to the requirements of reqs-get.

Definition 4.8: A quality-valuesvectoris a set of quality values, containing one valreeiach one
of the DIS sources. We use the following notation:

V=< Vs ..., Vs>, Whereqvs; is the quality value associated to sourc&S

Definition 4.9: A DIS quality satisfaction modé a property type, whose corresponding domain is
a set of 3-uples of the form: <gfactor, requireraesdt, sat-probability>, where

- gfactor is a String, representing the qualitytdac

- requirements-set is a set of Requirements,

- sat-probability is a number between 0 and 1,esgmting the probability of the satisfaction of
these requirements by the DIS.
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Definition 4.10: A DIS quality distribution modek a property type, whose corresponding domain
is a set of 3-uples of the form: <qgfactor, datadrdistribution>, where

- gfactor is a String, representing the qualitytdac

- data-target is a String, the name of the datgetao which the model corresponds,

- distribution is a set of pairs <qvalue, probdp#i where

- gvalue is a Decimal number and
- probability is a number between 0 and 1, repiasgithe probability of the quality value.
g

Definition 4.11: A source quality models histoiy a property type, whose corresponding domain is
a set of 3-uples of the form: <gfactor, sourcetritistions>, where

- gfactor is a String, representing the qualitytdac
- source is a String, the name of the source talwtiie model corresponds,

- distributions is a set of 5-uples, indicators mikimum, maximum, expectation, mode,
timestamp>, where

- minimum, maximum, expectation and mode are Delcimambers,

- timestamp is a date/time field, representingitiségant when the distribution was stated as
current.0

Definition 6.1 (from [Peralta-06]): A data pathin a quality graph is a sequence of nodes of the
graph, where each node is connected to its suacistite sequence by a data edge. We denote a
data path, giving the sequence of nodes that comnjiogomma separated and between square
brackets, for example pA,A3A]. We also use suspension points for omitting miediate
nodes, for example [A..A4]. O

Definition 6.2 (from [Peralta-06}): Given a data path in a quality graphJA,...A], starting at a
source node 4 thepath freshnesss the freshness value propagated along the matbr{ng other
nodes of the graph), i.e. it is the sum of sourat dreshness of the source node, the processing
costs of the nodes in the path and the inter-psodelays between the nodes:

PathFreshness(fA..Ap]) = SourceFreshness@it >0 p COSt(A) + 2x=1.p
InterProcessDelay(A,Ax) O

InterProcessDelayis the time that necessarily passes between twoesgive activities, without
considering synchronization delays. That is toisayay exist a time interval between two activities
generated by the way one activity passes datatottter, the frequency, etc.

Definition 6.3 (from [Peralta-06f): Given an activity node & acritical path for A, is a data path
[Ao,...Ap], from a source nodeAfor which the freshness of data produced by rddédelivered
to each successor) equals the path freshness.

Freshness(@ = PathFreshness({A..A))

L With minimum nomenclature modifications.

2 With minimum nomenclature modifications.
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Given a target node, Ta critical path for Tis the critical path of its predecessor activity.
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APPENDIX |1}

Change Detection Rules - Complete specification

Events
ClassNami« Attribute Attribute Description
QModelChang Qgrapt Quality Graph where the change occui
Qfactol Quality factor corresponding to the chani
model.
SourceNam Name of the source whose quality model
changed.
Changdindicator: | Set of model indicators (min, expectati
etc.) that changed.
Timestam, Date-time of the chang
TGraphChanc QGrapt Quality Graph where the change occut
QFacto Quality factoraffected by the chan.
Type Type of change that has curred on the
transformation graph. Some possible valyes:
“structure”, “activity-cost”, “activity-
effectiveness”.
ActivityName Only in the case of change on certain gr
activity.
Timestam, Date-time of the chang
QRegChanc QGrapt Quality Graph whre the change occurrt
ChangedRe Requirement that has chanc
Timestam, Date-time of the chang
QSatisfactionChant QGrapt Quality Graph where the change occut
Requiremen Considered requiremer
OriginalChang Change that generated llevel-1 event
OriginalSourc Source where the change occu.
GraphChanc Kind of change that occurred on 1
transformation graph.
ChangdActivity Graph activity where a change occur
ChangedRe Requirement that has chanc
Timestam, Date-time of the original chanc
CertaintyChanc QGrapt Quality Graph where the change occut
QFacto Quality facto affected by the chan.
OriginalChang Change that generated the le-1 event
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OriginalSourc

Source where the change occu

GrgphChang Kind of change that occurred on
transformation graph.
ChangdActivity Graph activity where a change occur
ChangedRe Requirement that has chanc
Timestam, Date-time of the original chanc
QValueDissatisfactio QGrapt Quality Greph where the change occurl
Requiremen Se of requirements that are not satisf

OriginalChang

Change that generated the le-1 event

OriginalSourc

Source where the change occu.

GraphChanc

Kind of change that occurred on
transformation graph.

ChangdActivity

Graph activity where a change occur

ChangedRe

Requirement that has chanc

Timestam,

Date-time of the original chanc

ProbabilityDissatisfactio | QGrapt

Quality Graph where the change occut

QFacto

Quality facto..

OriginalChang

Change that generated the le-1 event

OriginalSourc

Source where the change occu.

GraphChanc

Kind of change that occurred on
transformation graph.

ChangdActivity

Graph activity where a change occur

Changedilec

Requirement that has chanc

Timestam,

Date-time of the original chanc

Change Detection Rules

Rules for QModelChange events:
EVENT: el:QModelChange

CONDITION : SelectRegs (‘minimum’, GetCorrespondingRequiraiméel.QGraph, el.QFactor,
el.SourceNamep O
AND ‘minimum’ O el.Changedindicators
Create event e®)SatisfactionChangeattribute values:
- QGraph = e1.QGraph
- Requirements = SelectReqgs (‘minimun’,
GetCorrespondingRequirements (e1.QGraph, eliQf-a&d.SourceName))
- OriginalChange = ‘QModelChange’
- OriginalSource = el.SourceName
- GraphChange = NULL

ACTION :
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- ChangedActivity = NULL
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:QModelChange
CONDITION : SelectRegs (‘maximum’, GetCorrespondingRequirdméil.QGraph, el.QFactor,
el.SourceNamep) [
AND ‘maximum’ O el.Changedindicators
ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = SelectReqs (‘maximunt’,
GetCorrespondingRequirements (e1.QGraph, eliQf-ad.SourceName))
- OriginalChange = ‘QModelChange’
- OriginalSource = el.SourceName
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:QModelChange
CONDITION : SelectRegs (‘average’, GetCorrespondingRequirésr(ed.QGraph, el.QFactor,
el.SourceNamep [
AND ‘expectation’d el.Changedindicators
ACTION:  Create event e SatisfactionChangettribute values:
- QGraph = e1.QGraph
- Requirements = SelectRegs (‘average’,
GetCorrespondingRequirements (e1.QGraph, eliQf-a&d.SourceName))
- OriginalChange = ‘QModelChange’
- OriginalSource = el.SourceName
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:QModelChange
CONDITION : SelectRegs (‘frequency’, GetCorrespondingRequires(el.QGraph, el.QFactor,
el.SourceNamep [
AND ‘mode’ 0 el.Changedindicators
ACTION:  Create event eX)SatisfactionChangattribute values:
- QGraph = e1.QGraph
- Requirements = SelectRegs (‘frequency’,
GetCorrespondingRequirements (e1.QGraph, eliQfa&d.SourceName))
- OriginalChange = ‘QModelChange’
- OriginalSource = el.SourceName
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:QModelChange
CONDITION :Get_Requirements (el.QGraph, el.QFactor, ‘priibgbiz O
ACTION:  Create event eZertaintyChangeattribute values:
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- QGraph = e1.QGraph

- QFactor = el.QFactor

- OriginalChange = ‘QModelChange
- OriginalSource = el.SourceName
- GraphChange = NULL

- ChangedActivity = NULL

- ChangedReq = NULL

- Timestamp = el.Timestamp

Rules for TGraphChange events:

EVENT: el:TGraphChange
CONDITION : Get_Requirements (e1l.QGraph, el.QFactor, ‘minifneml
ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (el.QGrapfFktor, ‘minimum’)
- OriginalChange = ‘TGraphChange’
- OriginalSource = NULL
- GraphChange = el.Type
- ChangedActivity = el.ActivityName
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:TGraphChange
CONDITION :Get_Requirements (e1.QGraph, el.QFactor, ‘maxingl
ACTION:  Create event e®)SatisfactionChangattribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (el.QGrapfFektor, ‘maximum’)
- OriginalChange = ‘TGraphChange’
- OriginalSource = NULL
- GraphChange = el.Type
- ChangedActivity = el.ActivityName
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:TGraphChange
CONDITION : Get_Requirements (el.QGraph, el.QFactor, ‘aviradge
ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (el.QGrapfFektor, ‘average’)
- OriginalChange = ‘TGraphChange’
- OriginalSource = NULL
- GraphChange = el.Type
- ChangedActivity = el.ActivityName
- ChangedReq = NULL
- Timestamp = el.Timestamp

EVENT: el:TGraphChange
CONDITION :Get_Requirements (el.QGraph, el.QFactor, ‘frecyips O
ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (el.QGrap@Faktor, ‘frequency’)
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- OriginalChange = ‘TGraphChange’
- OriginalSource = NULL

- GraphChange = el.Type

- ChangedActivity = el.ActivityName
- ChangedReq = NULL

- Timestamp = el.Timestamp

EVENT: el:TGraphChange
CONDITION :Get_Requirements (e1l.QGraph, el.QFactor, ‘priibabiz O
ACTION:  Create event eZertaintyChangeattribute values:
- QGraph = e1.QGraph
- QFactor = el.QFactor
- OriginalChange = ‘TGraphChange’
- OriginalSource = NULL
- GraphChange = el.Type
- ChangedActivity = el.ActivityName
- ChangedReq = NULL
- Timestamp = el.Timestamp

Rules for QRegChange events:

EVENT: el:QReqgChange
CONDITION :GetType(el.ChangedReq) = ‘minimum’
ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (el.QGraph,
GetQFactor(el.ChangedReq), ‘minimum’)
- OriginalChange = ‘QReqChange’
- OriginalSource = NULL
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = el.ChangedReq
- Timestamp = el.Timestamp

EVENT: el:QReqgChange
CONDITION : GetType(el.ChangedReq) = ‘maximum’
ACTION:  Create event e®)SatisfactionChangattribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (e1l.QGraph,
GetQFactor(el.ChangedReq), ‘maximum’)
- OriginalChange = ‘QReqChange’
- OriginalSource = NULL
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = el.ChangedReq
- Timestamp = el.Timestamp

EVENT: el:QReqgChange

CONDITION : GetType(el.ChangedReq) = ‘average’

ACTION:  Create event e®)SatisfactionChangaittribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (el.QGraph,
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GetQFactor(el.ChangedReq), ‘average’)
- OriginalChange = ‘QReqChange’
- OriginalSource = NULL
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = el.ChangedReq
- Timestamp = el.Timestamp

EVENT: el:QReqgChange
CONDITION : GetType(el.ChangedReq) = ‘frequency’
ACTION:  Create event e®)SatisfactionChangattribute values:
- QGraph = e1.QGraph
- Requirements = Get_Requirements (e1l.QGraph,
GetQFactor(el.ChangedReq), ‘frequency’)
- OriginalChange = ‘QReqChange’
- OriginalSource = NULL
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = el.ChangedReq
- Timestamp = el.Timestamp

EVENT: el:QReqgChange
CONDITION : GetType(el.ChangedReq) = ‘probability’
ACTION:  Create event eZertaintyChangeattribute values:
- QGraph = e1.QGraph
- QFactor = GetQFactor(el.ChangedReq)
- OriginalChange = ‘QReqChange’
- OriginalSource = NULL
- GraphChange = NULL
- ChangedActivity = NULL
- ChangedReq = el.ChangedReq
- Timestamp = el.Timestamp

Rule for QSatisfactionChange events:

EVENT: el:QSatisfactionChange
CONDITION :NOT QualitySatisfaction (e1.QGraph,
Accepted_Conf_Calculation (e1.QGraph,
GetQFactor(el.Requirements), el.Requirements),
GetQFactor(el.Requirements),
GetType(el.Requirements))
ACTION ; Create event e®)ValuesDissatisfactigrattribute values:
- QGraph = e1.QGraph
- Requirements = el.Requirements
- OriginalChange = el.0OriginalChange
- OriginalSource = el.0riginalSource
- GraphChange = el.GraphChange
- ChangedActivity = el.ChangedActivity
- ChangedReq = el.ChangedReq
- Timestamp = el.Timestamp
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Rule for CertaintyChange events:

EVENT: el:CertaintyChange
CONDITION :NOT Quiality_Certainty Verification (e1.QGraph,@Factor)
ACTION:  Create event eProbabilityDissatisfactionattribute values:
- QGraph = e1.QGraph
- QFactor = el.QFactor
- OriginalChange = el.0OriginalChange
- OriginalSource = el.0riginalSource
- GraphChange = el.GraphChange
- ChangedActivity = el.ChangedActivity
- ChangedReq = el.ChangedReq
- Timestamp = el.Timestamp

Description of used auxiliary functions:

FunctionSelectReqsselects from a set of user quality requiremehissé whose type is the given
one.

Function GetCorrespondingRequirements obtains for a source, the quality requirements of
certain quality factor, that involve it.

Function Quality_Certainty_Verification receives a quality graph and a quality factor, and
verifies if the DIS Quality Certainty satisfies theer quality requirements (specified in Chapter 5,
Section 2).

Function Get_Requirements obtains, given a quality graph and a quality factall the
requirements of certain type (which are associtiathta targets of the given graph).

Function Accepted_Conf_Calculationwas specified in Chapter 4, Section 4.1. It caiad the
accepted configurations for a quality graph, aofeequirements and a quality factor.

FunctionQualitySatisfaction was specified in Chapter 4, Section 4.3. Giverguirement type
and the accepted configurations for a set of requints of this type, this function determines ¢ th
sources satisfy the accepted configurations.

FunctionGetType returns the type of a user quality requirement.d¥erload this function, so that
it can receive one requirement or a set of requérdgm In the second case it returns the type of any
of the requirements.

Function GetQFactor returns the quality factor of a user quality regmient. We overload this
function, so that it can receive one requiremerat set of requirements. In the second case itngtur
the quality factor of any of the requirements.
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