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Abstract

We address the following conjecture about the existence of common zeros for commuting
vector fields in dimension three: if X,Y are two C1 commuting vector fields on a 3-manifold M ,
and U is a relatively compact open such that X does not vanish on the boundary of U and has
a non vanishing Poincaré-Hopf index in U , then X and Y have a common zero inside U . We
prove this conjecture when X and Y are of class C3 and every periodic orbit of Y along which X
and Y are collinear is partially hyperbolic. We also prove the conjecture, still in the C3 setting,
assuming that the flow Y leaves invariant a transverse plane field. These results shed new light
on the C3 case of the conjecture.
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1 Introduction

It is a challenging and open problem to determine when a smooth action of the abelian group Rk

on a given manifold M possesses a fixed point. Such an action is determined by the data of k
complete vector fields X1, ..., Xk on M that commute, i.e. [Xi, Xj ] = 0 for every pair (i, j), where
[. , .] denotes the usual Lie bracket of vector fields. A fixed point for the Rk-action is a common
zero of the corresponding vector fields X1, ..., Xk.

When k = 1 the index theory developed by H. Poincaré and H. Hopf relates the topological
properties ofM and the existence of fixed points. We shall define the so-called Poincaré-Hopf index
in Section 2. Such an index theory is not available for more general k.

The first relation between the topological properties of a manifold M and the existence of fixed
points for a given action of Rk on M was obtained by E.L. Lima in 1964. In [9, 10], he proved that
an action of Rk on a closed surface with non-zero Euler characteristic has necessarily a fixed point.

The generalization of Lima’s theorem in dimension 3 faces an immediate difficulty: the Euler
characteristic of a 3-dimensional manifold always vanishes. The relevant topological properties of
M are no longer global, but rather semi-local: this is the content of the following conjecture. It was
addressed by the last two authors in [3], and was stated in [1] as a problem (Problème 2 of that
reference). It concerns the case k = 2 and dimM = 3.

Conjecture – Let X,Y be two commuting vector fields of class C1 on a 3-dimensional manifold
M and let U ⊂M be a relatively compact open set such that Zero(X) ∩ ∂U = ∅. Assume moreover
that the Poincaré-Hopf index of X in U does not vanish: Ind(X,U) 6= 0. Then X and Y have a
common zero inside U .
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This conjecture was confirmed in the case X and Y are analytic by the second author in 1992
(see [1]). It remains widely open since then in the context of lower regularity. A door was recently
opened by the last two authors. In [3], they solved the conjecture when X and Y are of class C1,
but assuming that a natural dynamical object (the collinearity locus of the two vector fields) has a
special geometric property: see Theorem 1.1 for the precise statement.

The main intuition behind the conjecture is the following. If X and Y have no common zeros,
then, close to the compact set K = Zero(X) ∩ U , the vector field X must commute with the non-
vanishing vector field Y . So either X is collinear to Y all along a Yt-orbit, or it is never so. This
should prevent X of turning in all directions, which would give Ind(X,U) = 0. Motivated by this
we intend to attack the conjecture under the following form.

Alternative form – Let X,Y be two commuting vector fields of class C1 on a 3-dimensional
manifoldM . Let U ⊂M be a relatively compact open set such that Zero(X)∩∂U = Zero(Y )∩U = ∅,
then Ind(X,U) = 0.

In order to see that the latter statement actually implies the conjecture, we use the following
property of Poincaré-Hopf index. If K ⊂Zero(X) is an isolated compact set, then Ind(X,U) is
independent of the isolating neighbourhood U of K (where one says that U is isolating if it is
relatively compact, if K = Zero(X) ∩ U and if Zero(X) ∩ ∂U = ∅).

Now, assume that the Alternative Form has been established. Let X,Y be two C1-commuting
vector fields on a 3-dimensional manifold M . Assume that Ind(X,U) 6= 0, where U is a relatively
compact open subset of M , but K = Zero(X) ∩ U is disjoint from Zero(Y ). Thus, we can choose a
smaller neighbourhood U1⊂U of K whose closure is disjoint from Zero(Y ). By the property stated
above, Ind(X,U1) = Ind(X,U), and by the Alternative Form, Ind(X,U1) = 0, which is impossible.

Main results – When we explained above our main intuition, it was implicit that the main
character of the paper is the collinearity locus

ColU (X,Y ) =
⋃
c∈R

Zero(X − cY ) ∩ U,

of X and Y inside U . If the collinearity locus is “too big” (for instance if it contains an open
neighbourhood of K) there is not enough space for X to turn and the index must vanish. If on
the contrary it is “too small” (for example if it is reduced to a periodic orbit of Y ) then X can be
approached by non-vanishing vector fields (i.e. the vector fields X − cY for |c| small) so it must
have zero index. When it is not too big nor too small, the key lies in the detailed analysis of the
dynamics of Y in the neighbourhood of ColU (X,Y ). In particular the existence of stable/unstable
sets for Y , which must be invariant by X since it commutes with Y , prevents X to turn around
in all directions. This idea was successfully implemented in the paper [3], where the following was
proven, by constructing stable sets for Y .

Theorem 1.1 (Bonatti-Santiago). Let M be a 3-dimensional manifold and X,Y be two commut-
ing vector fields of class C1. Let U be a relatively compact open set such that Zero(Y ) ∩ U =
Zero(X) ∩ ∂U = ∅. Assume that ColU (X,Y ) is contained in a closed and boundaryless two-
dimensional submanifold of M . Then

Ind(X,U) = 0.

A special case of this result - but still an important step for the proof, and which we will use in
our paper - was to consider a pairX and Y for which the collinearity locus was an annulus foliated by

2



periodic orbits of Y such that these orbits have stable (or unstable) manifolds. In this case, the zero
set of X reduces to a single periodic orbit of Y , and U is a tubular neighbourhood of this periodic
orbit. The collinearity locus is not too big, but the stable manifolds, which comprise a surface
foliation to which X is tangent, leave no room for X to turn in all directions. See Theorem 5.24 for
a precise statement and Figure 13.

The aim of the present paper is to address global difficulties which may arise for an arbitrary con-
figuration of the collinearity locus, but still taking advantage of the existence of invariant manifolds
for periodic orbits.

Theorem A. Let X,Y be two commuting vector fields of class C3 on a 3-dimensional manifold M
and let U ⊂M be a relatively compact open set such that Zero(X)∩ ∂U = ∅. Assume moreover that
the properties below hold true

• Y does not vanish in U ;

• if γ ⊂ U is a periodic orbit of Y contained in the collinearity locus ColU (X,Y ) then the
Poincaré map of γ has at least one eigenvalue of modulus different from 1.

Then the Poincaré-Hopf index of X in U vanishes: Ind(X,U) = 0.

Theorem A combines the difficulties of two ideal cases. The first one is that of Theorem 1.1.
The second one is treated by our Theorem C (see Section 4). There we deal with a global dynamical
configuration in ColU (X,Y ) and we need to introduce a new idea: a Glueing Lemma to glue stable
with unstable manifolds of heteroclinically connected Yt-periodic orbits included in ColU (X,Y ) (see
Lemma 4.18). Non-trivial difficulties appear when trying to combine these two cases and we need
techniques from partially hyperbolic dynamics, such as the Center Manifold Theorem, to treat them.

On the other hand, we can also prove the conjecture, for C3 vector fields, with no hypothesis on
the local dynamics, but imposing that the flow of vector field Y preserves a transverse plane field.

Theorem B. Let X,Y be two commuting vector fields of class C3 on a 3-dimensional manifold M
and let U ⊂M be a relatively compact open set such that Zero(X)∩ ∂U = ∅. Assume moreover that

• Y does not vanish in U ;

• the flow of Y leaves invariant a C3-plane field in U transverse to Y .

Then the Poincaré-Hopf index of X in U vanishes: Ind(X,U) = 0.

The proof of this theorem provides a clear illustration of our intuition: if X commutes with the
non-singular vector field Y , it cannot turn in all directions. As an easy consequence of the above
result we obtain

Corollary 1.2. Let Σ be a compact and boundaryless surface of class C3, and f ∈ Diff3(Σ). Let
M be the suspended manifold and Y be the suspended flow on M .

Assume that there exists a vector field X on M which is of class C3 and commutes with Y .
Then for every isolated compact set K ⊂Zero(X) we have Ind(X,K) = 0.

Remark 1.3. One can easily check from the proof of Theorem B that Corollary 1.2 is in fact true
when f is of class C2.
Remark 1.4. Corollary 1.2 gives a natural class of examples to “test” the conjecture. One might
think that it is too simple to study the topological behaviour of a vector field invariant under a
suspension flow. Nevertheless, our proof is quite delicate and we are not aware of a direct argument
to prove Corollary 1.2.
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Overview of the article – In Section 2 we show how to use the C3-hypothesis to perform a
reduction in the proof of the Conjecture, showing that if there exists a counterexample to the C3

alternative form then there exists special counter-examples, that we call prepared. The goal of this
reduction is to produce a foliation of U by surfaces to which Y is almost tangent. Then, projecting
down Y on these surfaces, we shall benefit from arguments of surface dynamics. This will allow us
to describe the dynamical and geometrical structure of the collinearity locus.

The end of the section is devoted to a discussion of the ideas of our proofs and in the remaining
sections we prove our theorems by contradiction, assuming the existence of a prepared counter-
example.

In Section 3 we prove Theorem B. The main feature of this case is that by our construction of
prepared counterexamples, the vector field Y preserves the leaves of the foliation. We show how
the dynamics of Y on the leaves prevents X from turning.

In Section 4 we prove Theorem C, which is the main step towards the proof of Theorem A,
where we introduce one of our main ideas: the Glueing Lemma. In Section 5 we prove Theorem A.

Section 6 is the conclusion. There we give the details of a strategy to treat the general C3-case
of the conjecture. We hope to explain there how far we are from an answer to the general case.

2 Prepared triples

This section is devoted to the reduction of the proof of the conjecture, in its Alternative Form, to
the treatment of special vector fields, which we call prepared. For these vector fields the collinearity
locus enjoys nice geometrical properties. For such prepared vector fields X,Y , we establish a simple
formula to compute the index Ind(X,U). In the final paragraph we give the ideas of proofs of our
main results.

2.1 The Poincaré-Hopf index

Let M be a smooth manifold of dimension d and X be a Cr vector field on M , r ≥ 1. The set of
zeros of X shall be denoted by Zero(X).

Index at an isolated zero – Let x ∈ M and φ : U ⊂M→Rd be a local coordinate around x.
Assume that x is an isolated zero of X, i.e. that there exists a ball B⊂U centred at x such that x
is the only zero of X in B. In particular X does not vanish on ∂B and the following Gauss map is
well defined (the norm ||.|| is chosen to be Euclidean in the coordinates given by φ)

α : ∂B −→ Sd−1

y 7−→ X(y)
||X(y)||

.

By definition the Poincaré-Hopf index of X at x is the topological degree of the Gauss map α.
It is independent of the choice of a ball B and shall be denoted by Ind(X,x).

Index in an open set – Now assume that X does not vanish on the boundary ∂U of a relatively
compact open set U .

If X ′ is a vector field close to X in the C0-topology, then X ′ does not vanish on ∂U . Moreover
one can choose X ′ so that it has only a finite number of zeros inside U . The Poincaré-Hopf index
of X in U is the integer
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Ind(X,U) =
∑

x∈Zero(X′)∩U
Ind(X ′, x).

This number is independent of the choice of such an X ′, and we have Ind(X ′, U) = Ind(X,U)
whenever X and X ′ are close enough in the C0-topology. In particular, we have the following:

Lemma 2.1. Let X,Y be two vector fields on M of class Cr. There exists δ > 0 such that if
Zero(X − cY ) ∩ U = ∅ for some |c| < δ then Ind(X,U) = 0.

Assume that ∂U is a codimension 1 submanifold of M on which X does not vanish and
that there is a continuous map associating to every x ∈ U a basis of TxM denoted by β(x) =
(e1(x), e2(x), ..., ed(x)). This provides U with an orientation, and allows one to define the Gauss
map of X in ∂U . One can prove that Ind(X,U) is the topological degree of the Gauss map defined
in ∂U , which is independent of the choice of the neighbourhood U and of the basis β.

Index at an isolated compact set – A compact set K ⊂Zero(X) is said to be isolated if there
exists a neighbourhood U of K, called isolating neighbourhood, such that Zero(X) ∩ U = K and
Zero(X) ∩ ∂U = ∅.

The integer Ind(X,U) is independent of the isolating neighbourhood U and shall be denoted by
Ind(X,K). It shall be called the Poincaré-Hopf index at K.
Remark 2.2. Note that the index is additive: if Ki⊂Zero(X), for i = 1, ..., n are disjoint isolated
compact sets, then Ind(X,∪ni=1Ki) =

∑n
i=1 Ind(X,Ki).

2.2 General dynamical notions for vector fields

Let us recall some basic dynamical concepts and fix accordingly some notations that we shall use
throughout the paper.

In the following, given a C1 vector field over M we denote by Xt the flow it generates. For any
x ∈ M and any interval I ⊂ R, we also let XI(x) := {Xt(x) : t ∈ I}. In particular, we denote by
O(x) := XR(x) the orbit of the point x under X.

Given x ∈M , we consider its ω-limit set ω(x) = {y ∈M ;∃ tn→+∞;Xtn(x)→ y}. One defines
similarly the α-limit set of x by replacing +∞ with −∞. Whenever clarity is required we write
OX(x), αX(x) and ωX(x) to refer to the appropriate vector field. We say that a compact set K ⊂M
is a minimal set for X if Xt(K) = K, for every t and x ∈ K implies ω(x) = K. The classification of
minimal sets for smooth surface vector fields of Denjoy and Schwartz [4, 15] will be a fundamental
tool for us.

A point x ∈ M is periodic if there exists T > 0 such that XT (x) = x. In this case, we refer to
the orbit of x as being a periodic orbit.

If γ = O(x) is a periodic orbit we consider its stable set W s(γ) = {y ∈ M ;ω(y) = γ}. We also
consider the unstable set W u(γ) = {y ∈ M ;α(y) = γ}. Observe some of these sets can be empty
for a given periodic orbit. If W s(γ) contains a neighbourhood of γ we say that γ is a sink. If it is
W u(γ) instead we say that γ is a source.

2.3 Basic properties of commuting vector fields

Commuting vector fields – One says that the two vector fields X and Y commute if their Lie
bracket vanishes everywhere, i.e. [X,Y ] = 0.
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WhenX and Y are complete (for example whenM is compact), this is equivalent to the following
equality holding true for every s, t ∈ R

Xt ◦ Ys = Ys ◦Xt.

Until the end of this article all vector fields are complete.

Normal component, quotient function – Let X and Y be two commuting vector fields of
class Cr, r ≥ 1 on a manifold M . Suppose U ⊂M is a relatively compact open set where Y does
not vanish. Let Π be a Cr plane field in U transverse to Y . We can write

X = N + µY

where N is a Cr-vector field tangent to Π, called the normal component of X and µ : U→R is a
real function of class Cr, called the quotient function.
Remark 2.3. These objects (normal component and quotient function) are not canonical. For
example the choice of any Riemannian metric yields a plane field Π transverse to Y (the orthogonal
plane field) and therefore yields a normal component and a quotient function. Even if they are not
canonical, they are important tools in the reduction we shall perform in this section. Whenever
we need to modify our choice of the plane field Π so that N and µ have some desired property we
shall do so and state it accordingly. In particular, in the proof of Theorem B, we shall consider the
plane field which is invariant under the flow of Y , given by the assumption of that theorem, and
we shall explore what this additional property gives about the associated normal component N and
quotient functions µ.

Moreover, the fact that we have some freedom to choose these auxiliary objects is a subtle
technical detail of our arguments that we would like to emphasise. Indeed, observe that for every
c ∈ R one has

Zero(X − cY ) ∩ U ⊂ µ−1(c) and Zero(N) =
⋃
c∈R

Zero(X − cY ) ∩ U,

and that these facts hold for every choice of normal component and quotient function, whenever
both sides make sense. Thus, for instance, if we deduce a dynamical result about the sets Zero(X−
cY ) (which are the 1 dimensional orbits of the R2 action induced by X and Y ) we can change
the function µ but the dynamical property remains true. In the same spirit, the set of zeros of a
normal component does not depend on a particular choice. This simple observations will be used
throughout the paper.

The collinearity locus – The collinearity locus plays a fundamental role in our strategy. In all
the paper, we will use the following notation

K = Zero(X) ∩ U 6= ∅. (1)

The collinearity locus is defined inside U as

ColU (X,Y ) =
⋃
c∈R

Zero(X − cY ) ∩ U.

Since X and Y commute, the sets

Kc = Zero(X − cY ) ∩ U (2)

are Yt-invariant, and form a partition of the collinearity locus by orbits of Yt.
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Level sets – The study of the partition of U given by level sets µ−1(c) will be crucial in the
paper. In particular, part of our simplification will consist in coming down to the case where it is a
foliation by surfaces, which will allow us to reduce the dimension, and use arguments from surface
dynamics. Note that, as was already mentioned in Remark 2.3, for every parameter c we have

Kc⊂µ−1(c).

The normal component and quotient function depend on a transverse plane field Π in particular
there is no reason why Y should leave them invariant. The next paragraph gives a precise analysis
of this defect of invariance.

Holonomies – Let Σ0,Σ1⊂U be two cross sections of Y tangent to Π at x0 and x1, such that
there exists a holonomy map P : Σ0→Σ1 along Y with P (x0) = x1.

The hitting time is the function τ : Σ0→(0,∞) defined by

P (x) = Yτ(x)(x). (3)

The next lemma states two fundamental consequences of the identity [X,Y ] = 0. The first
one is the invariance of the normal component by holonomy. The second one relates the defect of
invariance of µ with the variation of the hitting time. The proofs can be found in [3, Corollary 5.6,
Lemma 5.7] as well as in the third author’s PhD thesis (see [13])

Lemma 2.4. Assume that X and Y commute. Let Σ0,Σ1 be two transverse sections of Y such that
there exists a holonomy map P : Σ0→Σ1. Assume that Σ0 and Σ1 are tangent to Π at x and P (x)
respectively. Then

1. DxP N(x) = N(P (x));

2. −Dxτ N(x) = µ(P (x))− µ(x).

2.4 Prepared triples

Simplification of triples – Consider a Cr-triple (U,X, Y ) (with r ≥ 1). It is the data of
U , a relatively compact open set of a 3-dimensional Riemannian manifold M , and of X,Y , two
commuting vector fields of class Cr satisfying

Zero(Y ) ∩ U = Zero(X) ∩ ∂U = ∅.

Let Π be a plane field transverse to Y . Consider the normal component N and the quotient
function µ of X so the following equality holds in U

X = N + µY.

Such a triple is a counterexample to the Conjecture if we have

Ind(X,U) 6= 0.

Our goal now is, assuming the existence of a counterexample to the conjecture, to show that there
exists a counterexample to the conjecture having some additional properties which will give us a
more detailed description of the collinearity locus. The properties we are seeking are summarized
in the definition below.
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Definition 2.5 (Prepared triples). Let (U,X, Y ) be a Cr-triple, andN,µ be respectively the normal
component and the quotient function. We say that (U,X, Y ) is a (Cr)-prepared triple if

1. U is trivially foliated by level sets µ−1(c), c ∈ [−ε, ε], which are diffeomorphic to the same
compact and connected surface S, possibly with boundary.

2. Y is nowhere orthogonal to the level sets µ−1(c).

3. 0 is a continuity point of the map Z : c 7→ Kc = Zero(X − cY )∩U in the Hausdorff topology.

4. For every c ∈ [−ε, ε], Kc ∩ ∂µ−1(c) = ∅

We say that a Cr-triple (U,X, Y ) is a Cr-prepared counterexample to the conjecture if this is a
prepared triple satisfying

Ind(X,U) 6= 0.

Since this definition is somewhat technical, let us give an informal explanation of what it means.
If (U,X, Y ) is a Cr-prepared counterexample then the level sets µ−1(c) of the quotient function
are compact surfaces almost tangent to Y , which trivially foliate U . Moreover, the “level c of the
collinearity locus”, i.e. the compact set Kc = Zero(X − cY ) ∩ U , is included in the level µ−1(c)
and does not touch its boundary. This means that the partition of ColU (X,Y ) by sets Kc can
be extended to a foliation of U by surfaces. One important issue is Item 3, which concerns the
dependence of the sets Kc with respect to c. Although in general it will not be continuous, for a
prepared counterexample, Item 3 provides some control on the configuration of Kc for c close to
0. In particular, all Kc for c close to 0 must be included in a “tubular” neighbourhood of K. The
simplest yet non trivial image to have in mind is depicted below in Figure 1.

The main reason to consider prepared triples is that we can project Y orthogonally to the level
sets of the quotient function. The dynamics of this projected vector field will allow us to give a very
precise dynamical description of the sets Kc (see § 2.5 below).
Remark 2.6. The last item in the definition above is of course empty if level sets of µ are bound-
aryless. We will show in Corollary 2.26 that there is no prepared counterexample satisfying that
level sets are boundaryless.

Prepared counterexamples – The first step of our strategy is, assuming that there is a coun-
terexample to the Conjecture, to construct a prepared counterexample. The remainder (and also
the majority) of the work will then consist in proving that such a prepared counterexample does
not exist.

Theorem 2.7 (Simplification of counterexamples). Assume the existence of a C3-counterexample
(U,X, Y ) to the Conjecture. Then there exists Ũ ⊂U and a C3-vector field X̃ commuting with Y
such that

Col
Ũ

(X̃, Y ) = ColU (X,Y ) ∩ Ũ

and (Ũ , X̃, Y ) is a C3-prepared counterexample to the conjecture.

Remark 2.8. It will become clear in the next paragraphs that the C3-hypothesis made in Theorem
2.7 is fundamental.
Remark 2.9. In the theorem above we modify the open set U and the vector field X (in the direction
of Y ) but we keep Y and the collinearity locus unchanged. Hence if we assume the existence of a
counterexample to the conjecture, adding some additional hypothesis on Y or on ColU (X,Y ), then
there exists a prepared counterexample satisfying the same hypothesis. In particular, if there exists
a counterexample to Theorem A or B, then there exists a prepared counterexample to that theorem.
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Orientability issues – We show below how to get down to the case where our prepared coun-
terexamples, if they exist, may be chosen with good orientability properties.

Proposition 2.10. Let (U,X, Y ) be a prepared counterexample to Theorem A (resp. Theorem B).
Then there exists a prepared counterexample (Ũ , X̃, Ỹ ) to that theorem such that

1. The vector field Ỹ is transversally oriented.

2. Level sets µ̃−1(c) are oriented, where µ̃ denotes the quotient function.

Proof. Take Π : Ũ→U , a double cover. The lifted vector fields X̃ and Ỹ still commute and the
index of X̃ in Ũ is multiplied by 2.

Let x ∈ Per(Y ). Every x̃ ∈ Π−1(x) is a periodic point of Ỹ . Let P and P̃ denote the cor-
responding Poincaré maps. Then the eigenvalues of Dx̃P̃ coincide with those of DxP (if its orbit
projects down 1 : 1) or with their squares (if it projects down 2 : 1). Moreover the pull-back of a
Yt-invariant plane field, if it exists, is a Ỹt-invariant plane field.

Therefore, if needed, we can consider successively a double orientation cover for Y ⊥ and a double
orientation cover for the foliation by level sets.

2.5 Simplifying Zero(X)

From now on (X,Y, U) will be a triple in the sense of §2.4. As we have already mentioned ColU (X,Y )
is partitioned by sets Kc which are saturated by Yt and form therefore a lamination. The first idea
is to modify X without changing Ind(X,U) so that this lamination may be extended to a foliation
of U by surfaces (possibly with boundary). For this we will use Sard’s theorem.

A foliation containing ColU (X,Y ) – Here, we must assume that X and Y are of class C3.
Endow M with a Riemannian metric g and let Π be the C3 plane field normal to Y (or use any
plane field transverse to Y given a priori). We write

X = N + µY

where N is the normal component corresponding to Π and µ : U→R is the corresponding quotient
function. These objects are of class C3.

Lemma 2.11. There exists δ > 0 such that if µ−1(c) = ∅, for some |c| < δ, then Ind(X,U) = 0

Proof. Apply Lemma 2.1 to X in order to find the number δ > 0. The result now follows from the
inclusion Kc = Zero(X − cY ) ∩ U ⊂ µ−1(c).

In particular we may rule out the case where µ is constant in some neighbourhood of K.

Lemma 2.12. For every ε0 > 0 there exists 0 < ε1 < ε2 < ε0 such that [ε1, ε2] is an interval
containing only regular values of µ.

Proof. Consider the function µ : U→R. This is a function of class C3 between a 3-dimensional
manifold and a 1-dimensional one, which by assumption vanishes in U and is not constant on U ,
after Lemma 2.11. By Sard’s theorem there exist regular values, which can be made positive (up to
changing X by −X which still commutes with Y and doesn’t vanish on ∂U) and arbitrarily small.
Since U is compact, the set of regular values is an open set, the lemma follows.
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µ−1(c)

Kc = Zero(X − cY )

Figure 1: The collinearity locus is tangent to a surface foliation

Corollary 2.13. There exist 0 < ε < ξ, such that the following properties hold true:

1. Zero(X − ξY ) ∩ ∂U = ∅;

2. Ind(X − ξY, U) = Ind(X,U);

3. [ξ − ε, ξ + ε] contains only regular values of µ. In particular, each connected component of
µ−1([ξ−ε, ξ+ε]) is diffeomorphic to a product [ξ−ε, ξ+ε]×S, where S is a compact surface,
possibly with boundary.

Proof. The index of vector fields in U being locally constant there exists ε0 > 0 such that the first
two properties hold for every ξ ∈ [0, ε0]. Using Lemma 2.12, one obtains that [0, ε0] contains an
interval [ε1, ε2] of regular values. Moreover, by Lemma 2.11 if ε0 is small enough, µ is surjective
on this interval. We take ξ = (ε1 + ε2)/2 and ε = (ε1 − ε2)/2. It follows that µ−1([ε1, ε2]) is
diffeomorphic to a finite union of the form ∪i[ε1, ε2]× Si, where each Si is a connected component
of µ−1(ξ) and is a compact surface, which might have boundary components.

Note moreover that X(1) = X−ξY commutes with Y . Hence if (U,X, Y ) was a counterexample,
and U (1) = µ−1(ε1, ε2)⊂U then (U (1), X(1), Y ) is still a counterexample. Note that we did not
change Y nor ColU (X,Y ).

For that reason we may assume that the number ξ we just found out is in fact equal to 0 and
that U = µ−1(ε, ε) is trivially foliated by level sets µ−1(c).

Let U1, ..., Un be the connected components of U . Each Ui is foliated by connected compact
surfaces, which are the connected components of level sets µ−1(c). The additive property of the
index implies Ind(X,U) =

∑n
i=1 Ind(X,Ui). So if (U,X, Y ) is a counterexample, there exists i such

that (Ui, X, Y ) is a counterexample satisfying the first item of Definition 2.5, i.e. we are down to
the case where U is trivially foliated by compact and connected surfaces, the level sets µ−1(c), such
that for every c, Kc = Zero(X − cY ) ∩ U ⊂µ−1(c).

Projecting Y on level sets – As we mentioned before Y needs not be tangent to level sets.
However we saw that ColU (X,Y ) is saturated by the orbits of Y . So a continuity argument shows
that in a neighbourhood of ColU (X,Y ), Y is quasi-tangent to the level sets.
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Lemma 2.14. There exists W ⊂U , a neighbourhood of ColU (X,Y ), such that for every c ∈ (−ε, ε)
if x ∈W ∩ µ−1(c) then ∣∣∣^(Y (x), Tx[µ−1(c)])

∣∣∣ ≤ π

4 .

Proof. Since [X,Y ] = 0 the collinearity locus ColU (X,Y ) is Yt-invariant. We deduce that Y is
tangent to µ−1(c) at every point of Kc. The lemma clearly follows from the continuity of the vector
field.

Such a neighbourhood of ColU (X,Y ) is a neighbourhood of K and X does not vanish on its
boundary. This allow us to construct from a counterexample (U,X, Y ) such as constructed in the
previous paragraph a new counterexample (U (2), X(2), Y ) satisfying the first and the second item
of Definition 2.5. Here again, we did not change Y nor the collinearity locus.

2.6 Semi-continuity for the Hausdorff topology

We will also need a genericity argument to reduce our study to the case where 0 is a continuity
point of Z : c 7→ Kc = Zero(X − cY ) ∩ U for the so-called Hausdorff topology that we introduce
below.

Definition and semi-continuity lemma – Recall that the set K of compact subsets of a com-
pact metric space (X , dist) is in itself a compact metric space when endowed with the Hausdorff
distance distH defined as follows. If K,L are compact subsets of X , distH(K,L) is the maximum
of the two numbers distK(L) and distL(K) where by definition

distK(L) = sup
x∈L

dist(x,K).

Definition 2.15 (Lower semi-continuity). Let (Y, d) be a metric space. Say a function Z : Y→K
is lower semi-continuous at y0 ∈ Y if for every open set V ⊂X intersecting Z(y0) there exists δ > 0
such that if y ∈ Y satisfies d(y0, y) < δ, then

Z(y) ∩ V 6= ∅.

Definition 2.16 (Upper semi-continuity). Let (Y, d) be a metric space. Say a function Z : Y→K
is upper semi-continuous at y0 ∈ Y if for every neighbourhood V ⊂X of Z(y0) there exists δ > 0
such that if y ∈ Y satisfies d(y0, y) < δ, then

Z(y)⊂V.

Note that this notion is coherent: a function Z : Y→K which is both lower and upper semi-
continuous at a point is continuous at this point (with respect to the Hausdorff distance). For the
next result, we refer to [8, pp. 70-71]. See also [14], which is an unpublished note of the third
author, for a proof in a slightly more general context (i.e. assuming only the separability of Y).
Recall that a subset of a topological space is called residual if it can be written as a countable
intersection of dense open sets.

Theorem 2.17 (Semi-continuity Lemma). Let (X ,dist) and (Y, d) be two compact metric spaces,
and K be the space of compact subsets of X endowed with the Hausdorff distance. Let Z : Y→K be
upper (resp. lower) semi-continuous at all points y ∈ Y. Then the set of continuity points of Z is
residual, and hence dense by Baire’s theorem.
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Regularity of Zero(X−cY ) – Let us study how the compact set consisting of elements x ∈ U ⊂M
such that X(x) = cY (x) varies with the parameter c.

Lemma 2.18. The map
Z : c ∈ R 7→ Kc = Zero(X − cY ) ∩ U

is upper semi-continuous in the Hausdorff topology.

Proof. Let c ∈ (−ε, ε) and cn ∈ (−ε, ε) be a sequence converging to c. Consider a sequence
xn ∈ Z(cn), in such a way that X(xn) = cnY (xn). Any accumulation point x of xn must belong to
U and satisfy X(x) = cY (x) and so, must belong to Z(c).

Now, assume by contradiction that Z is not upper semi-continuous at c ∈ (−ε, ε). Then, there
exists V a neighbourhood of Z(c) and (cn)n∈N, a sequence converging to c, such that there exists
a sequence of points xn ∈ Z(cn) \ V . However, since all accumulation points of xn must belong to
Z(c), we have xn ∈ V for n large enough, which is absurd.

Corollary 2.19. The set of continuity points of Z is a residual subset of some interval in R.

Remark 2.20. For every compact subset F ⊂U the function c ∈ R 7→ Zero(X − cY ) ∩ F is upper
semi-continuous and the set of its continuity points is residual inside R. This map will always be
denoted by Z.

As we shall see, the continuity properties of the function Z have some important dynamical
consequences. Let us state right now a simple one.

Lemma 2.21 (No sinks/sources). Let X,Y be two commuting vector fields. Assume that there
exists a periodic orbit for Y , included in Zero(X − cY ) ∩ U , which is a sink or a source. Then c is
a discontinuity point of Z. As a consequence, the set of c ∈ R such that Zero(X − cY )∩U does not
contain such a sink or source is residual.

Proof. Suppose there exists (say) a sink γ of Y contained in Kc = Zero(X − cY ) ∩ U , for some
c ∈ R. Let U ⊂U be a neighbourhood of γ contained in W s

Y (γ). In particular, for every x ∈ U we
have ωY (x) = γ.

Supppose the existence of x ∈ Zero(X − c′Y ) ∩ U . On the one hand we have ωY (x) =
γ⊂Zero(X − cY ). On the other hand Zero(X − c′Y ) is Yt-invariant since X and Y commute,
so we have ωY (x)⊂Zero(X − c′Y ). Since Y does not vanish in U ⊂U we have Zero(X − cY ) ∩
Zero(X − c′Y ) ∩ U = ∅ unless c = c′.

We deduce that there is no c 6= c′ satisfying Zero(X − c′Y ) ∩ U 6= ∅. This implies that Z is not
lower semi-continuous at c. This proves the first part of the lemma.

Since continuity points of Z are residual, the second part of the lemma follows.

Construction of prepared counterexamples – We are now in position to prove Theorem 2.7.
Given a C3-counterexample, we know how to construct a counterexample (U,X, Y ) satisfying the
first two properties of Definition 2.5 without modifying Y nor the collinearity locus.

Corollary 2.19 says that continuity points of Z are dense in (−ε, ε). Hence we can perform, as
we have already done in §2.5, a small modification of X in the direction of Y without changing the
index, Y or the collinearity locus, so that 0 is a continuity point. Shrinking U we obtain a new
counterexample (U (3), X(3), Y ) satisfying the first three properties of the definition.

Now we just have to see how to deduce the fourth property from the others. This is a continuity
argument. Since Z is upper semi-continuous at 0 and since K = Z(0) is disjoint from ∂U we must
have Z(c) ∩ ∂U = ∅ for |c| smaller than some positive number ε′. Let Ũ denote µ−1(−ε′, ε′) and
X̃ = X(3). The triple (U,X, Y ) is a prepared counterexample and Theorem 2.7 is proven.
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2.7 An index formula

We will now prove a general index formula which simplifies the computation of Ind(X,U) for
prepared triples. It generalizes a formula which was used in [3] in a crucial way (see [3, Proposition
5.9]).

We assume that (U,X, Y ) is a prepared triple (see Definition 2.5). Let us use coordinates
x = (x, c) ∈ S× [−ε, ε] to describe a point of U , S being a connected compact surface possibly with
boundary. We will also require the vector field Y to be transversally oriented and S to be oriented
in U (up to multiplying Ind(X,U) by an integer: see the proof of Proposition 2.10).

The second item of Definition 2.5 implies that Y is never orthogonal to the surface S × {c}.
Note that Zero(N) = ColU (X,Y ) so our last reduction implies

Zero(N) ∩ (∂S × [−ε, ε]) = ∅. (4)

In coordinates x = (x, c) one can write

X(x) = N(x) + cY (x).

Choice of a basis – We will set e3 = Y . The vector field e3 is never orthogonal to S. Using
the orientation of the surface implies that there exists a vector field e2 tangent to S which is
orthogonal to Y . Finally define e1 = e2 ∧ e3. This define a continuous basis x = (x, c) 7→ β(x) =
(e1(x), e2(x), e3(x)) of TxU . Since (e1, e2) is a basis of Y ⊥ we may write

X(x) = α1(x)e1(x) + α2(x)e2(x) + ce3(x), N(x) = α1(x)e1(x) + α2(x)e2(x).

Consider the Gauss maps in ∂U given by

α : ∂U −→ S2

x = (x, c) 7−→ (α1(x),α2(x),c)√
α1(x)2+α2(x)2+c2

.

and, recalling that N 6= 0 on ∂S × {0},

ν : ∂S × {0} −→ S1

x = (x, 0) 7−→ (α1(x),α2(x))√
α1(x)2+α2(x)2

.

Here we see the oriented circle S1 embedded in S2 as the equator {c = 0} oriented as the boundary
of the northern hemisphere {c > 0}.
Remark 2.22. Note that with our choice of coordinates, the vector fields e1, e2 and e3 are at least
C1 so the Gauss map α itself is C1. This makes the computation of deg(α) easier.

The index formula – Let γ be a connected component of ∂S oriented with the boundary
orientation.

Definition 2.23 (Linking number). The topological degree of the restriction of ν to γ is called the
linking number of N along γ. We denote it by l(γ).

The principal theorem of this section is
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S × {0}

S × {ε}

S × {−ε}

Zero(N) = ColU(X,Y )

γ+

γ−

Figure 2: Case where S is an annulus. Here ∂S is a disjoint union of two curves γ+ and γ−, oriented
with the boundary orientation. The formula becomes Ind(X,U) = l(γ+) + l(γ−).

Theorem 2.24 (The Index Formula).

Ind(X,U) =
∑
γ

l(γ)

where the sum is taken on all the boundary components γ of S, oriented with the boundary orien-
tation.

Remark 2.25. In [3, Proposition 5.9] the authors prove this formula when S is an annulus (see figure
2). The presentation of the proof we give here simplifies the one given in that reference.

Proof of Theorem 2.24. We decompose the boundary of U as

∂U =
(⋃
γ

Cγ

)
∪ Sε ∪ S−ε,

where the union is taken on all boundary components of S and where we have set Cγ = γ × [−ε, ε]
and S±ε = S × {±ε}. These surfaces have disjoint interiors and if two of them have nonempty
intersection, it must be one of the γ ×{±ε} where γ is a boundary component of S. We claim that

deg(α) =
∑
γ

deg
(
α|Cγ

)
+ deg (α|Sε) + deg

(
α|S−ε

)
. (5)

Recall that α is C1 (see Remark 2.22) so deg(α) can be computed as the number of preimages
of any regular value of α counted with multiplicity: [11, Chapter 5]. Note also that there exists
a regular value of α without a preimage in

⋃
γ γ × {±ε}. This uses Sard’s theorem, and the fact

that α(
⋃
γ γ × {±ε}) has zero Lebesgue measure (recall that the image of a compact 1-dimensional

manifold by a C1 map between two surfaces has zero Lebesgue measure). So its preimages are in⊔
γ Int(Cγ) t Int(Sε) t Int(S−ε). Using the definition of degree given above and this regular value

we deduce that Formula (5) holds.
The Gauss map α sends Sε and S−ε inside the northern and southern hemisphere respectively

(this is because µ > 0 on Sε and µ < 0 on S−ε). In particular its topological degree is zero in
restriction to these surfaces.

Now let us choose a component γ and compute deg(α|Cγ ). Let us consider

αs(x, c) = (α1(x, (1− s)c), α2(x, (1− s)c), (1− s)c)√
α1(x, (1− s)c)2 + α2(x, (1− s)c)2 + (1− s)2c2 .
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We use here that N does not vanish on Cγ ⊂(∂S × [−ε, ε]. This defines a retraction of α to ν. We
deduce that

deg
(
α|γ×(−ε,ε)

)
= l(γ).

This ends the proof.

Corollary 2.26. With the previous hypotheses, assume that S is a boundaryless surface. Then

Ind(X,U) = 0.

2.8 Dynamics of the projected vector field

Let (U,X, Y ) be a C3-prepared counterexample. It will be very useful to define a new non-vanishing
vector field of U , denoted by Y ′, which is tangent to the level sets by setting

Y ′(x) = projTx[µ−1(c)](Y (x)),

projTx[µ−1(c)] denoting the orthogonal projection on Tx[µ−1(c)].
Remark 2.27. Since at each point of ColU (X,Y ), Y is tangent to the corresponding level set, we
have Y = Y ′ on ColU (X,Y ).

The vector field Y ′ is of class C3 on level sets µ−1(c). Introducing the vector field Y ′ has the
following interest. The dynamics of a non-vanishing vector field of class Cr, r ≥ 2, on a surface
is rather simple thanks to the Denjoy-Schwartz theorem, which we shall use here in the following
version (see the Corollary in page 457 of [15])

Theorem 2.28 (Denjoy-Schwartz [4, 15]). Let S be an oriented surface and V a C2 non-vanishing
vector field on S. Assume that S is not a minimal set for V . Then, for every x ∈ S its ω and
α-limit sets are periodic orbits.

The main consequence of this result for us is collected below. Recall our notation for K =
Zero(X) ∩ U ⊂ µ−1(0).

Lemma 2.29. Let (U,X, Y ) be a C3-prepared triple. There exists a C3-prepared triple (Ũ ,X, Y )
with Ũ ⊂U (we denote by µ̃ the restriction of µ to Ũ) such that the following dichotomy holds true

1. either K = µ̃−1(0), in which case µ̃−1(0) is boundaryless;

2. or ∂µ̃−1(0) 6= ∅ and for every x ∈ K, αY (x) and ωY (x) are periodic orbits of Y .

Proof. Let us consider the dynamics of the non-vanishing vector field Y ′ on the surface µ−1(0).
Distinguish two cases.

Case 1. K = µ−1(0). Since (U,X, Y ) is prepared we have K ∩ ∂µ−1(0) = ∅ (see Item 4. of
Definition 2.3) so and ∂µ−1(0) = ∅.

Case 2. K ( µ−1(0). Since K is closed and invariant, µ−1(0) is not a minimal set of Y ′|µ−1(0).
In particular Theorem 2.28 implies that that for every x ∈ K, αY (x) = αY ′(x) and ωY (x) = ωY ′(x)
are periodic orbits of Y ′ and Y (note that Y ′ = Y when restricted to K). A priori µ−1(0) could
be boundaryless (if it has boundary we are done). In that case, since K is strictly contained in the
level set, we can take a small neighbourhood W of K inside µ−1(0) (with boundary) and consider
Ũ = W × [−ε, ε]⊂U . Since ∂W 6= ∅, by Theorem 2.28, Item 2 is satisfied as well as the conditions
of Definition 2.5. This ends the proof.
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Remark 2.30. In the first case we know by Corollary 2.26 that Ind(X,U) must be zero. So if there
is a prepared counterexample, we are placed in the second case of Lemma 2.29. By continuity of
the foliation by levels, we know that ∂µ̃−1(c) 6= ∅ for every c small and applying Theorem 2.28 once
more, and arguing identically as in the proof above, we deduce that the sets Kc consist of orbits
whose α and ω-limit sets are periodic orbits. This simplifies the structure of the collinearity locus.

2.9 Strategies of proof of the main results

Strategy of the proof of Theorem B – If there exists a counterexample to Theorem B, we
have seen that there exists also a prepared counterexample. The first step is to show that, when we
consider the normal component N and quotient function µ associated to the transverse invariant
plane field, given by assumption, then the level sets of the quotient function are invariant under
the flow of Y (see item (2) of Lemma 3.1). This implies that Y is tangent to the level sets of µ.
After that, the main idea is to perform a suitable modification of the isolating neighbourhood so
that we can compute the linking numbers of N along curves which are included in the union of
finitely many paths which are either periodic orbits of Y or contained in the stable/unstable sets of
periodic orbits of Y included in K. This is achieved in the Key Lemma 3.3.

Then, the effective implementation of this idea uses in a crucial way the fact that Y is tangent
to level sets of µ. Indeed, to prove that all the linking numbers vanish, the important step is to
show that the C2 function which measures the derivative of µ along the normal direction N is
Yt-invariant (which is proven in Lemma 3.2). This will imply that along one boundary component
(with the above dynamical property) the vector field N is either tangent to the level set or it is
never tangent. Using a basis containing a vector field tangent to the level set, one then deduces
that the corresponding linking number vanishes (see Lemma 3.4).

Strategy of the proof of Theorem A – The proof of Theorem A is much more involved, it
will occupy both sections 4 and 5. As in the previous theorem, we assume by contradiction the
existence of a prepared counterexample to Theorem A. Since our isolated compact set K of zeros is
formed by periodic orbits of Y and heteroclinic connections between them, we can distinguish two
types of periodic orbits in the level 0. Those that are the alpha/omega limit set of an element in
K, which we call linked periodic orbits, and those that are not, which we call non-linked periodic
orbits.

We show that every linked periodic orbit has a stable (or unstable) manifold which is tangent to
the level set (which is done in Proposition 5.1) and that we can decomposeK in a disjoint union into
compact setsKmstKnl, whereKms is formed by finitely many linked periodic orbits and heteroclinic
connections, while Knl is the union of non-linked periodic orbits. Using the additivity of Poincaré-
Hopf index, we deduce that we are reduced to show that Ind(X,Kms) = Ind(X,Knl) = 0. A key
role in the proof of this decomposition is played by the fact (Lemma 5.11) that there is only a finite
number of linked periodic orbits.

To show that Ind(X,Knl) = 0 we further decompose the set Knl according to the position of the
stable/unstable manifolds of the periodic orbits, proving (in Lemma 5.18) that Knl = KT

nl tK⊥nl,
where KT

nl is a finite union of periodic orbits having a stable/unstable manifold tangent to the level
set while K⊥nl is a compact set of periodic orbits having a stable/unstable manifold transverse to the
level. In both cases, the strategy to prove the vanishing of the index is to use the Center Manifold
Theorem to organize the periodic orbits of the collinearity locus and then apply a technical version
of Bonatti-Santiago’s Theorem 1.1, stated in Theorem 5.24. However, in the transverse case we
need a specific compactness argument (Lemma 5.25) to nicely cover K⊥nl and a difficulty to apply
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Theorem 5.24 is that the center manifold of a periodic orbit could be tangent to the level. For
overcoming this a new application of Sard’s Theorem is required (see Lemma 5.26).

Our main idea to prove that Ind(X,Kms) = 0 is the content of Theorem C. We show that
whenever an unstable periodic orbit is linked with a stable one by an orbit in K, we can flow
the local unstable manifold along a heteroclinic connection and glue it with the stable manifold
of the second periodic orbit (see The Gluing Lemma 4.18). This allows us to define a new open
neighbourhood of Kms endowed with a trivial foliation by surfaces, such that both X and Y are
tangent to the leaves. By an appropriate choice of basis (see Lemma 4.20 for details), we deduce
that the Gauss map is not surjective, which proves that the index is zero.

3 The case of a flow with a transverse invariant plane field

This section is devoted to proving Theorem B. Recalling the notations of § 2.4, the assumptions of
Theorem B give a C3-triple (U,X, Y ) with the additional property that there exists a C3 plane field
Π in U everywhere transverse to Y , and invariant by the flow of Y . We assume by contradiction
that Theorem B is not true. Thus, the triple (U,X, Y ) also satisfies Ind(X,U) 6= 0.

Applying Theorem 2.7, we find a new vector field X̃ and a smaller isolating neighbourhood
Ũ ⊂ U so that the C3-triple (Ũ , X̃, Y ) is a C3-prepared counterexample to the conjecture.

Therefore, it is enough to prove that if (U,X, Y ) is a prepared triple such that Y has a C3

invariant plane field Π then Ind(X,U) = 0. We shall then consider the normal component N and
the quotient function µ associated with this Yt-invariant plane field Π. Recall that they are related
with the vector fields X and Y by the equation

X = N + µY,

and N(x) ∈ Π(x) for every x ∈ U .
We will also assume the orientability properties of Proposition 2.10. The idea is to use our index

formula and take advantage of the Y -invariance of Π.
Let (U,X, Y ) be such a prepared triple and Π be a transverse Yt-invariant plane field. We define

θ(x) = sup{t > 0;Ys(x) ∈ U for |s| ≤ t}. (6)

so that DxYt(Π(x)) = Π(Yt(x)) when |t| ≤ θ(x).

3.1 Invariant foliation

Invariance properties – The normal component and the quotient function have the following
fundamental property.

Lemma 3.1. The following properties hold true for every x ∈ U and |t| ≤ θ(x) (see (6))

1. DxYtN(x) = N(Yt(x));

2. µ(Yt(x)) = µ(x).

Proof. Let x ∈ U and t ∈ (0, θ(x)). Let Σ0 be a transverse section to Y tangent to Π at x. Let
Σt = Yt(Σ0). This is a transverse section to Y tangent to Π at Yt(x), and the time-t map of Y
provides a holonomy map P : Σ0→Σt. In particular, by invariance, Σt is tangent to Π at Yt(x) and
the hitting time τ : Σ0→(0,∞) (defined by (3)) is constant equal to t. We deduce that Dxτ = 0
and DxP = DxYt on Π(x).
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Applying Item 1. of Lemma 2.4, one sees that DxYtN(x) = DxP N(x) = N(P (x)) = N(Yt(x)).
Applying Item 2. of Lemma 2.4, one sees that µ(x) = µ(P (x)) = µ(Yt(x)). This is enough to

conclude the proof.

Let us now consider the variation of µ in the normal direction, i.e. define the C2-map φ : U→R
by the formula

φ(x) = DxµN(x).

Lemma 3.2. For every x ∈ U and t ≤ θ(x) we have φ(Yt(x)) = φ(x)

Proof. By taking derivatives on both sides in Item 2. of Lemma 3.1 with respect to t, we find
DxµY (x) = 0 for every x ∈ U . We deduce that

DxµX(x) = DxµN(x) + µ(x)Dxµ Y (x) = φ(x).

By taking derivatives on both sides in Item 2. of Lemma 3.1 with respect to x, we find Dxµ =
DYt(x)µ ◦DxYt when |t| ≤ θ(x). Since X and Y commute we have that DxYt(x)X(x) = X(Yt(x)),
for every |t| ≤ θ(x) and x ∈ U . Thus, combining these two facts we obtain

φ(Yt(x)) = DYt(x)µX(Yt(x)) =
(
DYt(x)µ ◦DxYt(x)

)
X(x) = DxµX(x) = φ(x),

which ends the proof.

3.2 Computation of the index

Appropriate isolating neighbourhood – According to Lemma 3.1, Y is tangent to the foliation
of U by level sets µ−1(c). We know that if (U,X, Y ) is a C3-prepared counterexample then the
second item of Lemma 2.29 holds. So we will now suppose that ∂µ−1(0) 6= ∅ and that for every
x ∈ K, αY (x) and ωY (x) are periodic orbits of Yt. We will compute the index at K by choosing a
more appropriate isolating neighbourhood.

Recall from §2.2 that by definition the stable and unstable sets of a periodic orbit γ of a vector
field Y on a manifold M

W s(γ) = {x ∈M ; ωY (x) = γ} and W u(γ) = {x ∈M ; αY (x) = γ} .

The following key lemma will provide us with the desired isolating neighbourhood. The proof
will be postponed until the end of the section.

Lemma 3.3 (Key lemma). Let Y be a C1 vector field of a compact surface S, and K ⊂S be an
invariant compact set with the following property: for every x ∈ K, αY (x) and ωY (x) are periodic
orbits of Y .

Then there exists a neighbourhood W of K whose boundary is a finite union of simple closed
curves, which are contained in a finite union of curves (Ci)ki=1 such that for every i ∈ {1, . . . , k}
one of the two following alternatives holds

1. either Ci is a periodic curve for Y ;

2. or we have
Ci⊂

⋃
y∈Per(Y )∩K

W s(OY (y)) ∪W u(OY (y)).
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Apply the key lemma withK being our isolated compact subset of Zero(X), which is Yt-invariant,
and S being the level set µ−1(0) containing K, endowed with the vector field Y|µ−1(0). Since the
second case of Lemma 2.29 holds, as we mentioned above, it is clear that the assumptions of the
key lemma are satisfied. So, consider W ⊂U ∩ S such as in Lemma 3.3.

Define a tubular neighbourhood V ⊂U of W , that we identify with W × (−δ, δ) for a sufficiently
small δ > 0, and which has the property that µ = c on the component W × {c}. Recall that if γ
is a boundary component of W (with the boundary orientation) l(γ) denotes the linking number of
N along γ (see Definition 2.23). Our index formula (Theorem 2.24) gives

Ind(X,U) = Ind(X,K) = Ind(X,V ) =
∑

γ⊂ ∂W
l(γ).

Our proof will consist in showing that for every boundary component γ, the Gauss map ν|γ : γ→S1

is not surjective, which will imply that l(γ) = 0 and the result will follow.

End of the proof of Theorem B – We associate continuously to x ∈ V an orthonormal basis
β(x) = (e1(x), e2(x), e3(x)) of TxM where e3 = Y and e2 is tangent to the level set of µ containing
x. Note that e3 is also tangent to level sets of µ so e1 is orthogonal to the level sets.

We use coordinates (x1, x2, x3) on the sphere S2 and identify the oriented circle S1 with the
equator {x3 = 0} oriented as the boundary of the north hemisphere {x3 > 0}. Let γ be a boundary
component of W and N(x) = α1(x)e1(x) +α2(x)e2(x). The Gauss map of N is defined at x ∈ γ as

ν(x) = (α1(x), α2(x))√
α1(x)2 + α2(x)2 .

Theorem B is a consequence of the following result.

Lemma 3.4. Let W , V , β and ν be the objects previously constructed. Then for every boundary
component γ, the Gauss map ν|γ : γ→S1 is not surjective. In particular l(γ) = 0 for every such γ
and Ind(X,K) = 0.

Proof. By Lemma 3.3 there are finitely many curves Ci, which may be periodic orbits of Y or
contained inside the stable/unstable sets of periodic orbits ofK, such that each boundary component
of W is included inside

⋃
Ci.

Distinguish the following two points of the equator A = (0, 1, 0) and B = (0,−1, 0). Pick a point
x ∈ Ci.

Case 1. There exists y ∈ Per(Y ) ∩K such that Ci⊂W s(OY (y)) ∪W u(OY (y)).
Recall the function φ(x) = DxµN(x). By Lemma 3.2 we have that φ(Yt(x)) = φ(x), for every

t ∈ R. By continuity of φ it follows that φ(x) = φ(p), for every p ∈ ωY (x) ∪ αY (x). Since for every
y ∈ (ωY (x) ∪ αY (x)) ∩K we have N(y) = 0 and we conclude that φ(x) = φ(y) = 0.

Therefore, N(x) ∈ Π(x) = 〈e1(x), e2(x)〉 is tangent to µ−1(0). Hence N(x) belongs to the
intersection Π(x) ∩ Txµ−1(0) which is generated by e2(x). This implies that

ν(x) ∈ {A,B}. (7)

Case 2. Ci is a periodic orbit of Yt.
In this case, we use again the invariance of φ which implies that there exists ϕi ∈ R such that

φ(y) = ϕi for every y ∈ Ci.
If ϕi = 0, we obtain once more DxµN(x) = 0 and we conclude again that (7) holds.
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Suppose now that ϕi 6= 0 so that DyµN(y) = ϕi 6= 0 for every y ∈ Ci. In other words, N(y) is
never tangent to the level set µ−1(0). In particular, it is not collinear with e2 over Ci. This implies
that ν(Ci) is a compact subset of the equator {x3 = 0} which contains neither A nor B.

We conclude that ν(
⋃
Ci) is included in the union of {A,B} with a compact set disjoint from

{A,B}. In particular ν is not surjective when restricted to any boundary component of W .

3.3 Proof of the key lemma

In order to construct the open setW we first construct a neighbourhood of every periodic orbit in K
by annuli whose boundary components are either periodic orbits or contained in its stable/unstable
set. Then we cover every point of heteroclinic connection by a disc of the stable/unstable set
crossing each other transversally. A compactness argument will show that the boundary of the
union of these neighbourhoods satisfies the desired property.

Before starting the proof let us state a consequence of the proof of Poincaré-Bendixson’s theorem.

Lemma 3.5. Let Y be a vector field on the surface S. For every periodic orbit γ of Y the sets
W s(γ) \ γ and W u(γ) \ γ are open sets (which may be empty).

Pick a point x ∈ K assume that x belongs to a periodic orbit γ⊂K. Take a small transverse
arc I containing x, and let P : J→ I denote the first return map of the flow Yt to the section where
J is a subarc of I containing x. Let J+ and J− denote the connected components of J \ {x}. If J
is small enough we have three possibilities

1. J+⊂W s(γ),

2. J+⊂W u(γ),

3. J+ contains a fixed point of P .

If case 1 or case 2 holds, there exists a simple closed curve C+ crossing J+, disjoint from γ, and
included inside W s(γ) and W u(γ) respectively. If case 3 holds there exists a periodic orbit C+ of
Y crossing J+, which must also be disjoint from γ.

With an analogous reasoning we can build a simple closed curve C− disjoint from γ, which is
either a periodic orbit of Y or it is contained in W σ(γ), σ = s, u and crosses J−. Hence every
periodic orbit γ is contained in an annulus Aγ whose boundary components are either periodic
orbits or contained inside W s(γ) ∪W u(γ).

Every other point x ∈ K is a heteroclinic connection between periodic orbits of K and thus
belongs to W u(γ) \ γ for some periodic orbit γ⊂K. By Lemma 3.5 there exists a disc Dx⊂W u(γ)
centred at x.

Using the compactness ofK we deduce that it is covered by an open setW which is a finite union
of annuli Aγi and discs Dxj . Since stable/unstable sets are open, we can suppose that intersections
between boundaries of these sets are empty or transverse. Hence ∂W is a finite union of simple
closed curves included in the union of finitely many periodic orbits of Y and stable/unstable sets
of periodic orbits of Y included in K, as desired.

4 The Morse-Smale case

4.1 The Morse-Smale hypothesis

As we saw in Theorem 2.7 and Remark 2.9 in order to prove Theorem A it is enough to prove that
there is no C3-prepared counterexample to this statement (the plane field, normal component and
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quotient functions can be supposed here to come from some Riemannian metric). Using Proposition
2.10 it is enough to prove that there is no C3-prepared counterexample with Y being transversally
oriented and with level sets µ−1(c) being oriented.

Given a C3-prepared triple with the right orientability conditions we introduce now a stronger
hypothesis than that of Theorem A that we call the Morse-Smale hypothesis, and concerns the
projected vector field Y ′ (see §2.5). We will then prove that Ind(X,U) = 0 under this assumption.

So let Y ′ be the projection of Y on level sets µ−1(c). We say that Y satisfies (MS), the Morse-
Smale hypothesis close to K if

(MS) The vector field Y ′|µ−1(0) is Morse-Smale.

We are now ready to state the main result of this section.

Theorem C. Let (X,Y, U) be a C3-prepared triple such that Y satisfies the Morse-Smale hypothesis
close to K. Then

Ind(X,K) = 0.

Remark 4.1. At first sight, Theorem C and Hypothesis (MS) concerns only the projection Y ′. Note
however that Y = Y ′ when restricted to K. The heart of the argument is actually to prove the
result when Y satisfies (MS′), a stronger condition, under which it will be proven that the Poincaré
maps for Y and Y ′ at a periodic point of K have the same derivative (Proposition 4.10).

4.2 The topology of the collinearity locus

Until the end of the section we assume that (U,X, Y ) is a C3-prepared triple with orientability
hypotheses of Proposition 2.10 such that Y satisfies (MS). Our goal is to prove that Ind(X,K) = 0.

Combinatorics of the zero set – By hypothesis, for every x ∈ K ⊂µ−1(0), αY ′(x) (resp.
ωY ′(x)) is an unstable (resp. stable) periodic orbit of Y ′|µ−1(0). Since moreover [X,Y ] = 0 and
Y = Y ′ in restriction to K, we see that they are periodic orbits of Y contained in Zero(X).

Thus K is formed by stable and unstable periodic orbits of Y ′|µ−1(0) and by orbits of Y ′|µ−1(0)
that have an unstable periodic orbit as alpha limit set and a stable periodic orbit as omega limit
set. As explained above, these orbits are orbits of Y .

We shall denote the stable periodic orbits of Y ′|µ−1(0) contained in K by γs1, . . . , γ
s
ks

and the
unstable ones, by γu1 , . . . , γuku .

Definition 4.2. We say that an unstable periodic orbit γui is linked to a stable orbit γsj if there
exists x ∈ K such that αY (x) = γui and ωY (x) = γsj . In that case we say that the orbit of x links
γui and γsj .

The combinatorics of the set K is given by the oriented graph whose vertices are periodic orbits
γui , γ

s
j such that there is an oriented arrow from γui to γsj if the two orbits are linked.

Continuation of periodic orbits – We want now to understand the topology of the collinearity
locus. The next lemma uses the partial hyperbolicity gained with the Morse-Smale hypothesis in
order to obtain the continuation of periodic orbits inside K.

Lemma 4.3. There exists ε > 0, such that for every j ∈ {1, . . . , ks} there exists Asj ⊂µ−1[−ε, ε]
and a C3-diffeomorphism Φs

j : [−ε, ε]× S1→Asj satisfying the following properties
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1. for every c ∈ [−ε, ε], we have γs,cj ⊂µ−1(c) where we set γs,cj = Φs
j(c,S1);

2. we have γs,0j = γsj ;

3. for every c ∈ [−ε, ε], γs,cj is a stable periodic orbit of Y ′|µ−1(c).

Proof. We could invoke Hirsch-Pugh-Shub’s theory and the center manifold theorem. In our context
however the proof is quite elementary.

Let V s
j ⊂µ−1(0) be an annular neighbourhood of γsj (recall that µ−1(0) is oriented). Let N

be a tubular neighbourhood of V s
j whose intersection with level sets µ−1(c), |c| ≤ η, are annuli

which trivially foliate it. Hence there is C3-system of coordinates Ψ : [−η, η] × A→N , where
A = (−1, 1)× S1 is an annulus, such that Ψ(0,A) = V s

j and V s,c
j := Ψ(c,A)⊂µ−1(c).

Recall that Y ′ is tangent to the level sets µ−1(c). Pulling back Y ′ by Ψ we get a smooth (of
class C3) 1-parameter family ξc of vector fields on A indexed by c ∈ [−η, η]. Take a simple arc
I in A cutting the stable periodic orbit of ξ0. The corresponding Poincaré map P0 lies inside a
smooth 1-parameter family of maps Pc which must be uniformly contracting (up to shrinking I and
taking |c| ≤ ε). By Picard’s fixed point theorem every map Pc has a unique fixed point xc in I. A
fairly direct application of the implicit function theorem implies that the variation of xc with the
parameter c is C3.

Saturating by the flow gives a smooth family of embedding φc : S1→A with |c| ≤ ε, such that
for every |c| ≤ ε, φc(S1) is a stable periodic orbit of ξc.

The embedding Φs
j(c, z) = Ψ(c, φc(z)) for (c, z) ∈ [−ε, ε]× S1 is the desired one.

Now, in order to get that the continuations obtained above are contained in Kc, we need to use
the continuity of the map c 7→ Kc at 0.

Lemma 4.4. The number ε > 0 obtained in Lemma 4.3 may be chosen small enough so that for
every j ∈ {1, ..., ks}, and c ∈ [−ε, ε]

γs,cj ⊂Zero(X − cY ).

Proof. As in the proof of the previous lemma, consider an annular neighbourhood of γsj denoted
by V s

j ⊂µ−1(0). Consider also a tubular neighbourhood of this annulus having the form Nj =⋃
|c|<ε V

s,c
j where V s,c

j ⊂µ−1(c) is an annular neighbourhood of γs,cj . We can assume that these
annuli V s,c

j are attracting neighbourhoods in the sense that for every x ∈ V s,c
j , we have ωY ′(x) = γs,cj .

Recall that γsj ⊂K ⊂Zero(X). We will use the lower semi-continuity at 0 of c 7→ Kc = Zero(X−
cY ) ∩ U . Indeed it implies that, if ε is chosen small enough, for every |c| ≤ ε, Kc ∩Nj 6= ∅.

Now let c ∈ [−ε, ε] and x ∈ Kc ∩Nj : in particular x ∈ V s,c
j which is an attracting region. Since

X and Y commute, the whole Yt-forward orbit of x belongs to Zero(X − cY ), and accumulates to
a subset of Zero(X − cY ). Since Y ′ = Y in restriction to Zero(X − cY ), this implies in particular
that γs,cj ⊂Zero(X − cY ), concluding.

Similarly one can perform the continuation of the unstable periodic orbits γui , thus obtaining a
C3 family of unstable periodic orbits of Y ′|µ−1(c), |c| ≤ ε. These unstable periodic orbits are denoted
by γu,ci and are subsets of Zero(X − cY ). Finally for a fixed i we set Aui =

⋃
c γ

u,c
i , which is a

C3-embedded annulus.
Remark 4.5. The orbits γu,ci and γs,cj are periodic orbits of Y .

Below, we consider the open set µ−1(−ε, ε) and still denote it by U .
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x ∈ Z(c) ∩Nj

γsj ⊂ Z(0)

γs,cj

Figure 3: The orbits γs,cj are zeros of X − cY

Combinatorics of neighbouring levels – We shall apply the fact that 0 is a continuity point
of the map Z : c 7→ Kc to show that we can define a combinatorics for the neighbouring levels and
that such combinatorics is the same as that of K.

Lemma 4.6. There exists ε > 0 small enough such that if |c| < ε then Kc ∩ Per(Y ) is formed by
the stable and unstable periodic orbits γu,ci and γs,cj of Y ′|µ−1(c). Moreover, there exists x ∈ Kc such
that αY (x) = γu,ci and ωY (x) = γs,cj if, and only if, γui and γsj are linked.

Au
i As

j

As
k Au

l

γu,ci

γs,0k

γs,ci

γu,0l

Figure 4: The combinatorics of periodic orbits

Proof. Notice that Kc is invariant under Y ′, since it is invariant under Y and the two vector fields
coincide over Kc. Moreover, applying Theorem 2.28 to Y ′|µ−1(c) it comes that for every x ∈ Kc,
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ωY (x) = ωY ′(x) and αY (x) = αY ′(x) are periodic orbits, still included in Kc.
Let us denote by K1, ...,Km the connected components of K. Consider U1, ..., Um, disjoint

open neighbourhoods of K1, ...,Km, respectively. By upper-semicontinuity of Z there exists ε > 0
small enough such that if |c| < ε then the union of all the U l contain Kc. Also, we can choose the
neighbourhoods U l small enough so that they are formed by tubular neighbourhoods of attracting
annuli N s

j =
⋃
|c|<ε V

s,c
j , as in the proof of Lemma 4.4, and tubular neighbourhoods Lj,i of orbit

segments linking γuj with γsi . By the long tubular flow theorem [12] one can choose these Lj,i small
enough so that for every x ∈ Lj,i, its forward Y ′t -orbit hits N s

j and its backward orbit hits N u
i .

With this description of open sets U l is it clear that their union doesn’t contain any periodic orbit
of Y ′ other than the γu,ci and γs,cj given by Lemma 4.3.

Non-linked case. We first consider the case of an isolated stable periodic orbit i.e. a periodic
orbit γsj which is not linked to any other γui . In that case we must have K ∩ V s

j = γsj since if there
existed x ∈ K ∩ V s

j \ γsj , it couldn’t be a periodic point (since Per(Y ′)∩ V s
j = γsj ) and its backward

orbit would accumulate to a periodic orbit contained inside K, contradicting the hypothesis.
By continuity, we may assume that ε is small enough so that Kc ∩ ∂N s

j = Kc ∩ ∂V s,c
j = ∅ when

|c| < ε. Now, for |c| < ε, if γs,cj is linked to some periodic orbit γu,ci , which must be outside of
V s,c, there exists x ∈ Kc ∩ V s,c

j whose backward orbit meets ∂V s,c
j . This is absurd and γs,cj is not

linked to any orbit γu,ci . The case of an isolated unstable periodic orbit follows from a symmetric
argument.

Linked case. Consider now two periodic orbits of Y ′ γui and γsj inside K which are linked. By
lower semicontinuity of Z there exists a point x ∈ Kc ∩ Lj,i. The forward Y ′t -orbit of x hits N s

j , in
particular ωY ′(x) = γs,cj . With a similar argument we prove that αY ′(x) = γu,ci . In particular this
proves that γu,ci and γs,cj are linked.

Reverse implication. Let |c| be small enough. By our choice of the U l, if x ∈ Kc is such that
αY ′(x) = γu,ci and ωY ′(x) = γs,cj then iterating forward or backward we find a point y = Y ′t (x) ∈
Lj,i \ (N s

j ∪N u
i ). This shows that Lj,i \ (N s

j ∪N u
i ) 6= ∅, and so γui and γsj are linked.

The (MS′)-hypothesis – We shall prove below that the non-linked periodic orbits inside K
contribute with zero index, therefore we can discard them in our arguments. The proof is an
automatic consequence of a technical version of Theorem 1.1, which is also proven in [3]. Since this
technical statement needs some definitions that have no place in this section, we refer the reader to
Theorem 5.24 below.

Lemma 4.7. If there exists j ∈ {1, ..., ks} such that γsj is linked with no γui , i = 1, ..., ku. Then γsj
is isolated in K = Zero(X) and

Ind(X, γsj ) = 0.

Proof. Let γsj be such an orbit. It follows from the proof of the previous lemma (the non-linked case)
that there exists a neighbourhood N s

j of γsj such that ColU (X,Y )∩N s
j is a smooth (see Lemma 4.3)

annulus foliated by periodic orbits for Y ′ (thus of Y ), γs,cj . Using Bonatti-Santiago’s Theorem 5.24
(proven in [3]) the lemma follows.

Remark 4.8. A symmetric argument deals with the case of unstable periodic orbits in K not linked
with any stable orbit in K.

From now on, we shall assume that there are no isolated components for the combinatorics of
K. In particular, we can assume the following hypothesis

(MS′) Y satisfies (MS) and for every γ⊂Per(Y ′)∩K there exists x ∈ K \Per(Y ′) such that ωY ′(x) =
γ or αY ′(x) = γ.
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As a consequence, in what remains of the section we will assume that (U,X, Y ) is a prepared
triple with U = µ−1(ε, ε) such that for every |c| < ε, Kc ∩ U consists of stable, unstable periodic
orbits of Y and of heteroclinic connections. Furthermore, the combinatorics of all Kc, i.e. the
graphs of heteroclinic connections, is independent of c.

4.3 Derivatives of first return maps

We now show that all orbits γu,cj and γs,cj possess unstable and stable manifolds respectively for Yt.
This is done by identifying the derivatives of first return maps of Y, Y ′ at those periodic orbits.

Invariant subspaces for the derivative of holonomy maps – We start by an elementary
lemma that will be useful in the sequel.

Lemma 4.9. Let Σ1,Σ2 be two open sets of R2 and P : Σ1→Σ2 be a C1-diffeomorphism on its
image. Let i = 1, 2, zi ∈ Σi satisfying P (z1) = z2, and αi⊂Σi be a C1-arc passing through zi. Let
(xn)n∈N ∈ αN

1 with xn 6= z1 for every n ∈ N. Assume that xn→ z1 as n→∞.

1. Assume that for every n, P (xn) ∈ α2. Then Dz1P (Tz1α1)⊂Tz2α2.

2. Assume moreover that Σ1 = Σ2 = Σ, α1 = α2 = α, z1 = z2 = z. Then there exists λ ∈ R
(which depends on α and the sequence xn only) such that for every P : Σ→Σ satisfying for
every n ∈ N, P (xn) = xn+1, we have that λ is an eigenvalue of DzP in the direction Tzα.

3. With the hypothesis of the item above, if we have for every n ∈ N, P (xn) = xn then DzP is
the identity on Tzα.

Proof. For i = 1, 2, we consider a parametrization αi : (−1, 1)→Σi with αi(0) = zi. Let yn = P (xn).
By injectivity of P we have yn 6= z2 for every n.

Let sn, tn ∈ (−1, 1) \ {0} be such that α(sn) = xn and α2(tn) = yn. We must have sn, tn→ 0 as
n→∞. Note that

P ◦ α1(tn)− P ◦ α1(0)
tn

= sn
tn

α2(sn)− α2(0)
sn

. (8)

The left-hand side converges to (Dz1P )α̇1(0). The second factor of the right-hand side converges
to α̇2(0). This proves the first item.

Assume now that Σ1 = Σ2 = Σ, α = α1, z = z1 = P (z1) = z2 and for every n ∈ N, P (xn) =
xn+1. Then, sn = tn+1 and (8) becomes (P ◦α(tn)−P ◦α(0))/tn = (tn+1/tn)(α(tn+1)−α(0))/tn+1.

Letting n→∞ we find (DzP )α̇(0) = λα̇(0) where λ = lim(tn+1/tn) depends only on α and xn.
The second item follows. The exact same argument proves the last item.

Coincidence of the derivatives – Let us come back to our context. Let Asj ⊂U be as con-
structed in Lemma 4.3: this is the union of stable periodic orbits γs,cj of Y ′. Let Σs

j ⊂U be a small
two dimensional section transverse to this annulus which is everywhere transverse to Y .

The section Σs
j is transverse to all γs,cj , which are stable periodic orbits of Y ′. Note that since

these orbits are periodic orbits of Y there is a well defined first return map P sj : Ssj →Σs
j for Y

where Ssj ⊂Σs
j is an open neighbourhood of Σs

j ∩Asj . For such a j set xs,cj = Σs
j ∩ γ

s,c
j . Since Y and

Y ′ are C0-close in the neighbourhood of Asj we can assume that Qsj , the first return map to Σs
j of

Y ′, is defined in the same neighbourhood.
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Lemma 4.10. For every such j we have

Dxs,cj
P sj = Dxs,cj

Qsj .

In particular there exists λs,cj ∈ (0, 1) such that

Spec
(
Dxs,cj

P sj

)
= {1, λs,cj }.

Proof. Consider α = Asj ∩Σs
j . This is an embedded arc which by Lemma 4.3 consists of fixed points

of both Poincaré maps. Hence their derivatives both have eigenvalue 1 in the direction of α.
Since Y satisfies (MS′) and by Lemma 4.6 there exists x ∈ Σs

j ∩Kc which is not periodic under
any of the flows and such that ω(x) = γs,cj . It cuts the arc Σs

j ∩ µ−1(c) at a monotone sequence
of points x0 = x, x1, x2, ...., xn, .... Since x ∈ Kc these points are on the same orbit of P sj and Qsj .
Using Item 2 of Lemma 4.9 we deduce that the derivative P sj and Qsj have the same eigenvalue in
the direction of the level set µ−1(c). Note finally that since µ−1(c) is orientable the eigenvalue λs,cj
is positive. This concludes the proof of the lemma.

Remark 4.11. An analogous statement for unstable periodic orbits may be proven by a symmetric
argument
Remark 4.12. A priori the plane field Π, the normal component N , the quotient function µ and
the vector field Y ′ depend on the choice of a Riemannian metric. However, after Lemma 4.10, we
see that the (MS’)-hypothesis does not depend on this choice: the differential of the first return
maps at periodic orbits of all Y ′ are equal. As a consequence we have the freedom to change the
Riemannian metric if needed.

4.4 Computation of the index

The set K is a disjoint union of finitely many compact connected components, which are unions of
periodic orbits and of heteroclinic connections between them:

K = K1 t ... tKm.

We know that

Ind(X,K) =
m∑
l=1

Ind(X,K l).

Thus, we may restrict ourselves to the case where K is connected. We can therefore consider a
prepared triple (U,X, Y ) where the properties listed above hold and furthermore

The sets Kc, c ∈ (−ε, ε) are connected.

Remark 4.13. Recall that, by (MS′), for every c, Kc contains more than one periodic orbit and that
every stable periodic orbit is linked with some unstable one, and vice-versa.
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Stable manifolds – Lemma 4.10 implies that every orbit γs,cj possesses a local stable manifold
for Y which is an embedded open annulus.

The union for all |c| < ε of these local stable manifolds is an open neighbourhood of Asj , included
in the open set U , foliated by surfaces: we denote by Ws

j this foliation and by W s,c
j its leaves.

The dynamical meaning of these surfaces is the following. A point x ∈ U belongs to W s,c
j if and

only if ωY (x) = γs,cj . The next lemma states that these stable manifolds are invariant by the flows
Xt and Nt.

Let Σs
j be a small 2-dimensional transverse section of Y cutting the annulus Asj transversally.

We also have transverse sections Σu
i of Y cutting Aui transversally. We can choose them so they are

trivially foliated by local stable and unstable manifolds W s,c
j , W u,c

i respectively. We can modify the
metric close to these sections so they are everywhere orthogonal to Y : by Remarks 2.3 and 4.12 even
if N and µ are modified, this does not change relevant dynamical properties (like the combinatorics
of Kc) nor the assumption (MS’). This implies in particular that we can take N to be tangent to
all sections Σs

j and Σu
i .

Lemma 4.14. For every j the following assertions hold true.

1. For every x ∈W s,c
j , we have

X(x) ∈ TxW s,c
j .

2. For every x ∈ Σs
j ∩W

s,c
j we have

N(x) ∈ Tx
(
Σs
j ∩W

s,c
j

)
.

W s,c
j

µY

X

N

Σs
j

Figure 5: N is tangent to the stable manifolds

Proof. Assume that x ∈ W s,c
j : there exists x0 ∈ γs,cj such that dist(Yt(x), Yt(x0))→ 0 as t→∞.

The flows of X and Y commute so, if h is small enough so that Xh(x) ∈ U , we have

dist(Yt(Xh(x)), Yt(Xh(x0))) = dist(Xh(Yt(x)), Xh(Yt(x0)))
≤ sup

x∈U
||DxXh|| dist(Yt(x), Yt(x0)) →

t→∞
0.
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Since x0 ∈ γc,sj ⊂ColU (X,Y ) we have Xh(x0) ∈ γs,cj which proves that Xh(x) ∈ W s,c
j , and the first

item follows.
In order to prove the second item, recall that N is tangent to Σs

j . Clearly, it is enough to treat
the case where N(x) 6= 0. Since the set of zeros of N is precisely ColU (X,Y ) this implies that the
subspace of TxM spanned by X(x) and Y (x) has dimension 2. By the first item, this subspace is
contained in TxW s,c

j . Since W s,c
j has dimension 2 this proves that TxW s,c

j is the subspace spanned
by X(x) and Y (x). Thus,

N(x) = X(x)− µ(x)Y (x) ∈ TxW s,c
j .

This completes the proof.

Remark 4.15. The intersection Σs
j ∩W

s,c
j is then a union of regular orbits and zeros of the vector

field N . The zeros of N correspond to intersections of Σs
j with the collinearity locus ColU (X,Y ).

Remark 4.16. Lemma 4.14 is purely topological and the proof does not need the Morse-Smale
hypothesis. If the stable or unstable sets of a periodic orbit exists (in the sense of §2.2) then it must
be invariant by the flow of X as an immediate consequence of the commutation. If furthermore one
knows that this set is a manifold, it follows that X must be tangent to it.

The same argument shows that orbits γu,ci also possess unstable manifoldsW u,c
i , which foliate an

open subset of V : Wu
i denotes this foliation. Moreover given a section Σu

i of Aui chosen everywhere
orthogonal to Y , the intersection W u

i ∩ Σu
i also writes as a union of regular orbits and zeros of N .

γu,c
i

γs,c
j

W u,c
i

W s,c
j

Figure 6: Glueing stable and unstable manifolds

Glueing stable and unstable manifolds – Our goal from now on is to use stable and unstable
manifolds in order to build a neighbourhood of K which is foliated by certain surfaces to which X
and Y are tangent.

We can assume that every section Σs
j is foliated by local stable manifolds W s,c

j of periodic orbits
γs,cj , and similarly every section Σu

i is foliated by unstable manifolds W u,c
i of periodic orbits γu,ci ,

for c ∈ (−ε, ε). Hence there are open neighbourhoods of the annuli Asj and Aui , denoted by Vsj and
Vui , which are foliated by annuli which are respectively local stable and unstable manifolds of Y .
By Lemma 4.14 X is tangent to these annuli. In order to achieve our goal, it remains to foliate in
a coherent way neighbourhoods of heteroclinic connections by surfaces to which X is tangent.
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For every i the manifold (Σu
i ∩W

u,0
i )\Per(Y ) has two connected components. There are exactly

two possibilities.

1. Either only one of these components contains a point x ∈ K \ Per(Y ).

2. Either the two connected components contain one.

Fix such an i, and assume that the first property holds for Σu
i ∩W

u,0
i . Pick a point xi ∈ K ∩Σu

i

whose orbit is a heteroclinic connection between the unstable periodic orbit γu,0i and some stable
periodic orbit for Y . We consider the fundamental domain Ji := (P ui (xi), xi] ⊂ Σu

i ∩W
u,0
i .

If the second property holds for i, we will consider two zeros of X, x+
i and x−i , that belong to

different components of (Σu
i ∩W

u,0
i )\Per(Y ) as well as the two different corresponding fundamental

domains J+
i , J

−
i . In that case we set Ji = J+

i ∪ J
−
i .

Lemma 4.17. If x ∈ K \ Per(Y ) then there exists some i such that the Yt-orbit of x intersects Ji.

Proof. By our hypothesis if x ∈ K there exists i such that αY (x) = γu,0i . In particular its Yt-orbit
must intersect the section Σu

i at some point y.
By definition the iterates of Ji by the first return map P ui cover the union of the connected

components of (Σu
i ∩W

u,0
i ) \ Per(Y ) that contain an element of K. In particular an iterate of y

must lie inside Ji. Since this iterate belongs to the Yt-orbit of x, the proof of the lemma is over.

Using Lemma 4.17 as well as the compactness of Ji, we deduce the existence of a finite open
cover {U li}kl=1 of Ji ∩K in Σu

i having the following property

• there exists a holonomy map for the flow of Y , holli : U li ⊂Σu
i →Σs

j where j = j(l) (Figure 8).

By reducing ε and the open sets U li , if necessary, we can require further that

• The sets W u,c
i ∩ U li form a codimension one foliation of each open set U li . Then each U li is

foliated by segments Lu,ci of local unstable manifolds W u,c
i , for c ∈ (−ε, ε).

The following result is a key one and shows how one can glue together stable and unstable
manifolds.

Lemma 4.18 (Glueing Lemma). Every holonomy map holli : U li ⊂Σu
i →Σs

j carries the leaves Lu,ci
onto segments F s,cj of local stable manifolds W s,c

j .

Proof. This key lemma is a simple consequence of Lemma 2.4 and of Remark 4.15.
Indeed, the latter remark implies that segments Lu,ci are unions of regular orbits and zeros of N .

Then Lemma 2.4 implies that the holonomy map holli carries respectively regular orbits and zeros
of N onto regular orbits and zeros of N . A last application of Remark 4.15 proves that these form
segments of local stable manifolds: see Figure 7. The lemma follows.

Using our Glueing Lemma, we now show how to glue stable and unstable manifolds. For each
i, l let Oli denote the holonomy tube of the transverse section U li (see Figure 8). More precisely, for
each x ∈ U li , there exists a smallest positive time τ(x) such that Yτ(x)(x) ∈ Σs

j . Then, we put

Oli := {Yt(x);x ∈ U li , 0 ≤ t ≤ τ(x)}.

29



x

γui

γsj

W u
i

W s
j

N

Figure 7: The glueing lemma

For each leaf Lu,ci its holonomy tube is a surface which may be pasted smoothly with the stable
manifold. By Lemma 4.14 these surfaces are tangent to X and Y .

Recall that the annuli Aui and Asj possess neighbourhoods with disjoint closures, that we denoted
by Vui and Vsj , which are respectively foliated by unstable and stable annuli.

Finally using our Glueing Lemma 4.18 we obtain the following

Corollary 4.19. The set
V =

⋃
i,j,l

Vui ∪ Vsj ∪Oli

is an open neighbourhood of K, satisfying Zero(X) ∩ ∂V = ∅, which admits a foliation by surfaces
Sc, c ∈ (−ε, ε) such that, for every x ∈ Sc 〈X(x), Y (x)〉⊂TxSc.

End of the proof of Theorem C – In the next lemma, whose proof is automatic from the
previous section, we build a C0 basis for the tangent bundle over of M restricted to V.

Lemma 4.20. There exists C0 vector fields {e1, e2, e3} over V with the following properties

1. e1 = Y everywhere

2. for every x ∈ Sc one has e2(x) ∈ TxSc and 〈e1(x), e2(x)〉 = TxSc.

3. for every x ∈ Sc one has e3(x) 6= 0 and 〈e3(x)〉 ∩ TxSc = {0}.

We can write, for each x ∈ V, X(x) =
∑3
l=1 αl(x)el(x). Notice that, since X(x) is tangent to

Sc, α3(x) vanishes everywhere. As a consequence the Gauss map

α : x ∈ ∂V 7→ (α1(x), α2(x), α3(x))√
α1(x)2 + α2(x)2 + α3(x)2 ∈ S2

takes its values in the equator x3 = 0 and therefore has zero topological degree. We deduce that

Ind(X,K) = 0,

allowing us to conclude the proof of Theorem C.
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Figure 8: Holonomy tubes

5 Proof of Theorem A

5.1 Plan of the proof

Until the end of the section (U,X, Y ) is a C3-prepared triple such that

(∗) The Poincaré map of every periodic orbit of Y included in the collinearity locus ColU (X,Y )
has at least one eigenvalue of modulus different from 1.

Recall the function Z : c 7→ Kc = Zero(X − cY ) ∩ U , which maps each small parameter c to the
compact set Kc ⊂ µ−1(c), and that we consider the Hausdorff topology in the space of compact
subsets of M (see § 2.6). The set

R = {regular values of µ} ∪ {continuity points of Z} (9)

is a residual subset of a small interval centred at 0. As (U,X, Y ) is prepared, we have 0 ∈ R. Here
again we will assume that Y is transversally oriented and that level sets µ−1(c) are oriented.

Linked and non-linked periodic orbits – The difference between Hypotheses (MS) and (∗)
is the following. Under hypothesis (MS), periodic orbits lying in K are linked by non-periodic
orbits, or are isolated. Under Hypothesis (∗) we can have simultaneously isolated periodic orbits
and accumulation of non-linked periodic orbits and the dynamics of Y ′ on Kc might be wilder: we
must study this phenomenon.

Recall that a Yt-periodic orbit γ⊂Kc is said to be linked if there exists x ∈ Kc \ Per(Y ) such
that γ = ω(x) or γ = α(x). A periodic orbit which is not linked is called non-linked.

We shall adopt the following notations.

• Kl denotes the union of linked periodic orbits of Y included in K.

• Knl denotes the union of non-linked periodic orbits of Y included in K.
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• Kms denotes K \Knl.

Applying Theorem 2.28 we see that Kms is formed by linked periodic orbits and by non-periodic
orbits in K whose α and ω-limit sets are periodic orbits included in K.

Plan of the proof – The proof of Theorem A goes along the following lines.

1. We prove that Kms and Knl are disjoint compact sets so that K = Kms tKnl and

Ind(X,K) = Ind(X,Kms) + Ind(X,Knl).

2. We prove that Y satisfies the hypothesis (MS) close to Kms and deduce that Ind(X,Kms) = 0.

3. We prove that there exist finitely many open sets U1, ...,Um⊂U which cover Knl enjoying the
following properties.

• For i = 1, . . . ,m, Zero(X) ∩ ∂Ui = ∅.
• Ind(X,Knl) =

∑m
i=1 Ind(X,Ui).

• ColU (X,Y ) ∩ Ui is an open annulus consisting of periodic orbits of Y .

4. Using [3] we deduce that Ind(X,Ui) = 0 for every i = 1, ...,m and, consequently, that
Ind(X,Knl) = 0.

5.2 Position of stable and unstable manifolds with respect to level sets of µ

Until the end of the paper we assume that Hypothesis (∗) holds. It asserts that every periodic
orbit of ColU (X,Y ) possesses a local stable or unstable manifold. Under Hypothesis (MS′), all
these stable and unstable manifolds are tangent to the level set µ−1(0). We will first establish this
property for every periodic orbit of Kl.

Proposition 5.1. Let γ be a Yt-periodic orbit included in Kl and z ∈ γ. Then the local stable (resp.
unstable) manifold at z is tangent to µ−1(0).

5.2.1 Nice tubular neighbourhoods

In order to perform some of our arguments below (which are somewhat based on a careful account
of the dimension of the objects we are looking for) we need to foliate in a very specific way small
neighbourhoods of collinearity periodic orbits.

Lemma 5.2. Let c0 ∈ R and γ⊂Kc0 be a periodic orbit of Yt. Then, there exists a neighbourhood
U of γ satisfying the following properties.

1. U fibers over γ and the fiber Σ(z) over any z ∈ γ is an embedded disc transverse to Y and Y ′.

2. The foliation by level sets of µ induces a trivial foliation of U by annuli, denoted by Uc =
µ−1(c) ∩ U . These annuli are transverse to the sections Σ(z).

3. There exists η > 0 such that for every z ∈ γ, the first return map P to Σ(z) is well-defined on
Ση(z), the η-neighbourhood of z in Σ(z). Moreover for every y ∈ Ση(z), the forward Y ′-orbit
of y does not leave U before hitting Σ(z) again.
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Definition 5.3. A tubular neighbourhood of a periodic orbit of Y satisfying the properties above
will be called a nice tubular neighbourhood.

Let us explain now how to construct nice tubular neighbourhoods. The argument is classical
and elementary so we only give a sketch.

Proof. The foliation by level sets µ−1(c) is trivial in U , in particular the curve γ is holonomy-free
inside µ−1(c0). This foliation is sub-foliated by integral curves of Y ′, so there exist charts trivializing
both foliations simultaneously. Therefore using the compactness of γ, the fact that Y and Y ′ are
close in a neighbourhood of ColU (X,Y ) for the C1-topology and adapting the proof of the Long
Tubular Flow Theorem (see [12, Chapter 3, Proposition 1.1]) we can construct the fibration Σ over
γ. The remaining properties follows from the same consideration.

Notations – Until the end of the article we will adopt the following notations.

• For every z ∈ γ the fiber Σ(z) will be denoted by Σ if there is no ambiguity.

• Uc will denote the annulus µ−1(c) ∩ U .

• For z ∈ γ, Ic(z) will denote the embedded interval Σ(z)∩Uc = Σ(z)∩µ−1(c). These intervals
foliate Σ(z). When there is no ambiguity we will write Ic = Ic(z).

5.2.2 Invariant subspaces for the derivatives of holonomy maps

We state now a consequence of Lemma 4.9.

Lemma 5.4. Let γ⊂K be a periodic orbit of Y such that there exists x ∈ K \ Per(Y ) with
ωY (x) = γ. The following properties hold true.

1. Let Σ1,Σ2 be two transverse sections of Yt cutting γ at z1 and z2 respectively, such that there
exists a holonomy map along γ denoted by P : (Σ1, z1)→(Σ2, z2). Then the derivative Dz1P
sends Tz1 [Σ1 ∩ µ−1(0)] to Tz2 [Σ2 ∩ µ−1(0)].

2. Let Σ be a transverse section of Y at z ∈ γ, and P be the first return map to Σ. Then the
eigenvalues of DzP are real.

3. If W s
loc(z) (resp. W u

loc(z)) is transverse to µ−1(0) at the point z, then for every y ∈ γ, W s
loc(y)

(resp. W u
loc(y)) is transverse to µ−1(0).

Proof. Let α1 and α2 denote respectively Σ1∩µ−1(0) and Σ2∩µ−1(0). These are two curves passing
through z1 and z2 respectively.

By hypothesis there exist points x0, y0, x1, y1, x2, y2... such that for every n ∈ N, xn ∈ Σ1,
yn = P (xn) ∈ Σ2, and xn→ z1, yn→ z2 as n→∞. These correspond to points of the forward orbit
of x meeting successively Σ1 and Σ2. Since by hypothesis x ∈ K we must have xn, yn ∈ K for every
n. In particular, for every n we have xn ∈ α1 and yn ∈ α2. We deduce the first item by applying
Lemma 4.9.

Assume now the hypotheses of the second item. The first item applied to P shows that DzP
preserves a 1-dimensional subspace of the 2-dimensional space TzΣ. Hence it does not possess a
complex eigenvalue, and the second item follows.

The last item clearly follows from the first item and from the invariance of Es under the flow.

Remark 5.5. The conclusion of Lemma 5.4 remain unchanged if γ = αY (x) for x ∈ K \ Per(Y ).
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5.2.3 Confined periodic orbits

In this section we establish Proposition 5.1. We will argue by contradiction assuming the existence
of γ⊂K accumulated by the orbit of some x ∈ K and whose stable/unstable manifold is transverse
to the level set µ−1(0) at some point z ∈ γ. Using a Poincaré-Bendixson like argument we will prove
that nearby levels contain periodic orbits confined between the stable/unstable manifold of γ and
regular non-periodic orbits of collinearity between X and Y (see Figure 9), which accumulate to γ.
We will then prove that x belongs to the stable/unstable manifold of every such confined periodic
orbit (see Figure 10), contradicting the fact that these orbits lie on different level sets.

Hypotheses – Let γ⊂Kl be a periodic orbit for Y . Without loss of generality we assume that
there exists x ∈ K with ωY (x) = γ.

As mentioned before, we argue by contradiction. We will assume that γ possesses a local stable
manifold, which must be a 2-dimensional annulus since γ is not a sink (see Lemma 2.21).

By Lemma 5.4, since the local stable manifold of γ is not everywhere tangent to µ−1(0) it must
be everywhere transverse to µ−1(0).

We consider U , a nice tubular neighbourhood of γ. As we mentioned before, U is foliated by
annuli Uc = U ∩ µ−1(c) and for every z ∈ γ, the fiber Σ(z) is trivially foliated by arcs Ic(z) =
Σ(z) ∩ µ−1(c).

Since the local stable manifold W s
loc(z) is transverse to U0, for every z ∈ γ, it must be transverse

to Uc for |c| small enough, and the intersection Uc∩W s
loc(γ) must be a simple essential closed curve.

We denote it by αc.
Note that the arcs Ic(z), are simple, connect the two boundary components of Uc and that the

projected vector field Y ′, which is tangent to the level sets µ−1(c), is transverse to each of these
arcs.

Monotone sequences and confined periodic orbits – In this paragraph we obtain the main
ingredient of the proof of Proposition 5.1: the existence of confined periodic orbits.

Let us start by observing that the orientation inside U provides each Ic with an order <. This
order is coherent: if y1 < y2 ∈ Ic and y′1, y′2 ∈ Ic′ are close enough to y1 and y2 respectively, then
y′1 < y′2.

We fix z0 ∈ γ, and consider a point x ∈ I0(z0) ∩ K such that O+
Y (x)⊂U and ωY (x) = γ.

We can assume that z0 < x, the case x < z0 is entirely analogous. On I0(z0) the sequence
x0 = x, x1, x2, ..., xn, ... given by the successive intersection points O+

Y (x)∩ I0(z0) = O+
Y ′(x)∩ I0(z0)

converges to z0 and is monotone, i.e.

z0 < ... < xn < ... < x2 < x1 < x0 = x

(this is the principal ingredient of the proof of Poincaré-Bendixson’s theorem: see [7, Chapter 11,
Proposition 1]) .

Now since the order < is coherent (in the sense defined above) and since Y ′ is transverse to the
arcs Ic, the following holds. If y ∈ Ση(z0) ∩ Uc is close enough to x we also must have a monotone
sequence

... < yn < ... < y2 < y1 < y0 = y

of intersection points O+
Y ′(y) ∩ Ic(z0) (these points might a priori leave Uc).

When |c| is small enough, the closed curve αc meets Ic(z0) at a unique point that we will denote
by zc.
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The next lemma shows how when |c| is small enough, there exists a periodic orbit γc⊂Uc of Y ′
included in Kc which is confined between αc and the forward orbit of a point y ∈ Kc ∩ Uc.

Lemma 5.6 (Confined periodic orbits). When |c| is small enough there exists y ∈ Kc∩Uc satisfying
the following properties.

1. The forward orbit O+
Y ′(y) is included inside Uc and γc = ωY ′(y) is a periodic orbit for Y ′

included inside Kc.

2. The intersection γc ∩ Ic(z0) is reduced to a unique point xc satisfying y′ > xc > zc for every
y′ ∈ O+

Y ′(y) ∩ Ic(z0).

3. The periodic orbit γc is simple, essential in Uc and disjoint from αc.

W s
loc(γ)

γc

αc

x

Uc U0

y

z0

Ic I0

zc

γ

xc

Figure 9: Confined periodic orbits

Proof. We assumed that z0 < x so by lower-semicontinuity of the function Z : c 7→ Kc ∩ U , there
exists y ∈ Kc ∩ U (in particular y ∈ Uc) such that y ∈ Ση(zc) and zc < y. As we explained in a
previous paragraph if y is chosen close enough to x the successive points of O+

Y ′(y) ∩ Ic(z0) form a
decreasing sequence

... < yn < ... < y2 < y1 < y0 = y

which might a priori be finite, if it were to leave U .
On the one hand OY ′(y) = OY (y) does not intersect W s

loc(γ), since otherwise, the forward
Yt-orbit of y would accumulate on γ. This is impossible because these two orbits are included in
different level sets of µ.
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On the other hand, αc = W s
loc(γ) ∩ Uc is closed, simple and essential inside the annulus Uc. So

it must disconnect this annulus. In other words, the forward Y ′t orbit of y, which is decreasing and
above αc, cannot leave Uc without intersecting αc, which is included inside W s

loc(γ).
As a consequence the sequence (yn)n∈N defined above is infinite, decreasing and satisfies yn > zc

for every n ∈ N. Therefore it must have a limit xc ∈ Ic(z0). Since it is true that for every n ∈ N,
yn+1 = P (yn), we must have P (xc) = xc and γc = OY (xc) is a periodic orbit of Y ′.

Since OY ′(y) = OY (y)⊂Kc we must have γc⊂Kc, proving the first item. The orbit γc meets
Ic(z0) at a unique point because it is transverse to the fibers Ic and the intersection with Ic(z0)
can’t be monotone (this is another step in Poincaré-Bendixson’s theorem). This prove the second
item. It is simple because it is an orbit of Y ′, and essential because it is transverse to the fibers Ic.
Finally, it must clearly be disjoint from W s

loc(γ) since it is disjoint from γ (the two periodic orbits
of Y lie on different level sets of µ). This proves the last item.

Remark 5.7. The curves γc and αc are both essential, simple inside the annulus Uc, and they are
disjoint. As a consequence they bound an annulus inside Uc.

The point y obtained in Lemma 5.6 can be obtained close to a point of the forward orbit of
x, which is arbitrarily close to γ. Hence the orbit γc may be chosen arbitrarily close to γ in the
C3-topology.

x

Uc U0

γc

O+(x) ∩W s
loc(γc)

W s
loc(γc)

Figure 10: Proof of Proposition 5.1

End of the proof of Proposition 5.1 – By Remark 5.7 the periodic orbit γc obtained in Lemma
5.6 can be chosen arbitrarily close to γ. In particular, by continuity of the stable manifold, it is
possible to assume that its local strong stable manifold W s

loc(γc) is transverse to Uc and intersects
transversally U0 (see the stable manifold theorem for partial hyperbolicity [6]).
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The intersection W s
loc(γc) ∩ U0, denoted by β must be a simple closed curve, transverse to the

fibers I0 (if c is small enough). So this simple closed curve must be essential. In particular it
disconnects U0. Also it must be disjoint from γ, because, as we saw in the proof of Lemma 5.6, γ
cannot meet the stable manifold of γc.

By coherence of the order <, the point x lies inside a connected component of U0 \ β, and γ
is included inside the other one. We deduce that the forward orbit of x, which accumulates on γ,
must intersect β. This is absurd because then we would have ωY (x) = γc. Proposition 5.1 follows.

5.3 Structure of the linked and non-linked components of the zero set

In this section, our main goal will be to show that there are only finitely many periodic orbits in
ColU (X,Y ) with a stable (resp. unstable) manifold tangent to the level set of µ (see the Finiteness
lemma 5.11 below). This will allow us to isolate the disjoint sets Knl and Kms. This step is funda-
mental in our strategy because it will permit us to calculate the Poincaré-Hopf index separately.

5.3.1 No saddle

The first step will be establishing that for a generic c0, Yt has no hyperbolic periodic orbit included
in Kc0 (recall that by Lemma 2.21, we know that for such a c0, there is no attracting nor repelling
periodic orbit included in Kc0). This is a consequence of Proposition 5.1.

Proposition 5.8 (No saddle). Let c0 ∈ R, γ⊂Kc0 be a Yt-periodic orbit and P be the first return
map at z ∈ γ. Then DzP has an eigenvalue of modulus 1.

The next lemma is an ingredient for the proof of Proposition 5.8, which will also be useful in
the sequel.

Lemma 5.9. Let c0 ∈ R be a continuity point of the map c 7→ Kc. Assume that γ ⊂ Kc0 is isolated
in Kc0, and let U be an isolating neighbourhood. For c close enough to c0 the following properties
hold true

1. Kc ∩ U 6= ∅.

2. For every x ∈ Kc ∩ U the complete orbit OY (x) is included inside U .

Proof. The first item of the lemma holds when c is close enough to c0 due to the lower semi-continuity
at c0 of the map Z : c 7→ Kc, and to the fact that γ⊂Kc0 ∩ U .

By our choice of U we have Kc0 ∩ ∂U = ∅ so, by compactness of ∂U , when c close enough to c0,
we have Kc0 ∩ ∂U = ∅.

Consider now c, with |c− c0| small enough such that Kc ∩ U 6= ∅. Take a point x ∈ Kc ∩ U . By
Yt-invariance of Kc, we conclude that the orbit OY (x) does not meet ∂U . Hence it must be entirely
included in U , proving the second item.

Proof of Proposition 5.8. Let γ ⊂ Kc0 be a Yt-periodic orbit. Let U be a nice tubular neighbourhood
of γ. Assume by contradiction that the Poincaré map P : Ση(z)→Σ(z) at a point z ∈ γ has no
eigenvalue of modulus 1. By Lemma 2.21, γ is hyperbolic of saddle type. We can assume that z is
the only fixed point of P inside Σ(z).

We cannot have γ ⊂ Kl, since otherwise Proposition 5.1 would imply that both the stable and
unstable manifolds of γ are tangent to the level set µ−1(c0), which is absurd. Therefore, γ ⊂ Knl.
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We claim that {z} = Kc0 ∩ Σ(z) = Kc0 ∩ Ic0 . Indeed, assume by contradiction the existence of
another x ∈ Kc0 ∩ Ic0 . By our assumption on U , the point x is not fixed by P . Since the orbit of
x under Y and Y ′ coincide we know that the successive intersection points of the orbit of x with
Ic0(z) are monotone. Without loss of generality we can suppose that x > z and that for every k ≥ 0

z ≤ P k+1(x) ≤ P k(x). (10)

This sequence of elements of Kc0 must converge to a fixed point y of P . So it must be equal to z,
which then has to belong to Kl. As we showed above, this is absurd.

Now we can use Lemma 5.9. If c is close enough to c0 then there exists x ∈ Kc ∩ U , and its full
orbit OY (x) is contained inside U . Using one more time the vector field Y ′ we see that the sequence
(Pn(x))n∈N is monotone in Ic(z) and thus accumulates to a fixed point y of P . This contradicts
the fact that z is the unique fixed point of P inside Σ(z).

5.3.2 Finiteness lemma and index at the linked component

Before stating our next result we need the following theorem stated below, which is a consequence of
a general result about codimension 1 foliations due to Haefliger (see [5, Proposition 3.1, Théorème
3.2 ]).

Theorem 5.10 (Haefliger). Let Y be a non-vanishing vector field over a compact surface S, possibly
with boundary. Then, for every x ∈ S there exists a transverse segment which cuts every periodic
orbit of Y in at most one point. Moreover, one has that Per(Y ) = Per(Y ).

Lemma 5.11 (Finiteness lemma). Let c ∈ R. Then, there are only finitely many periodic orbits of
Y which:

1. are included in Kc;

2. have a stable (or unstable) manifold everywhere tangent to the level set µ−1(c).

Proof of Lemma 5.11. We argue by contradiction and assume the existence, for c ∈ R, of an infinite
sequence of periodic orbits for Y , γn ⊂ Kc which have (say) a stable manifold everywhere tangent
to the level set µ−1(c). The case where all the γn have an unstable manifold tangent to the level
sets is analogous.

Pick a sequence xn ∈ γn. By compactness of Kc, and passing to a subsequence if necessary, we
can suppose xn→x for some x ∈ Kc. Let Σ be a transverse section of Y containing x and let γ
denote OY (x). Since Kc is Yt-invariant, we have γ ⊂ Kc. Note that, when restricted to Kc, the two
vector fields Y and Y ′ coincide, so in particular γn⊂Per(Y ′) for every n.

Applying Theorem 5.10 to the vector field Y ′|µ−1(c) we deduce two things. Firstly, γ is a periodic
orbit for Y ′. Secondly there exists an arc Ic⊂µ−1(c) such that for n large enough Ic∩γn is reduced
to a point yn, which is a fixed point for the first return map P ′ of Y ′ to Ic. We may assume Ic⊂Σ.
Since γn, γ⊂Kc we deduce that γ is a periodic orbit for Y and that for n large enough, yn are fixed
points of P , a first return map of Y to Σ.

By reducing Σ if necessary we can take a trivialization (e1, e2) of the tangent bundle of Σ, such
that the vector fields e1 and e2 have the following properties:

• e1 is everywhere tangent to the intervals Ic

• e2 is everywhere orthogonal to the intervals Ic
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We deduce from the third item of Lemma 4.9 that DxP leaves invariant TxIc and induces the
identity on that space. By our assumption (∗) γ must have a hyperbolic (stable or unstable)
invariant subspace for DxP which is transverse to TxIc⊂Txµ−1(c).

From these remarks we deduce that the matrix of the linear mapDxP : TxΣ→TxΣ when written
in the basis (e1(x), e2(x)) has the form (

1 c
0 β

)
.

By our main assumption (∗) we must have |β| 6= 1. On the other hand, the matrix of DxnP :
TxnΣ→TxnΣ has the form (

λn cn
0 βn

)
,

with |λn| < 1 because the periodic orbits γn have a stable manifold tangent to the level set.
By continuity we have βn→β and cn→ c. In particular for n large enough the linear map DxnP

have two eigenvalues λn and βn, both of them with modulus different from 1.
This implies that γn for n large is, either a sink, which contradicts Lemma 2.21, or a saddle

type hyperbolic periodic orbit, which is in contradiction with Proposition 5.8. This concludes the
proof.

Structure of linked periodic orbits – From the Finiteness Lemma together with Proposi-
tion 5.1 we deduce that Kms is isolated from Knl.

Corollary 5.12. There are neighbourhoods U of Kms and V of Knl such that U ∩ V = ∅.

Figure 11: Proposition 5.1 and Lemma 5.11 imply the isolation of the sets Kms and Knl.

Proof. From the Finiteness Lemma together with Proposition 5.1 we deduce that Kms is a union of
finitely many linked periodic orbits and non-periodic orbits linking them. In particular, there is no
sequence xn ∈ Kms such that xn→x ∈ Knl. Assume by contradiction that the result is not true.
Then, we necessarily must have a sequence yn ∈ Knl converging to a point inKms. By Theorem 5.10
the periodic orbit γn = O(yn) accumulates on some linked periodic orbit γ. Now, consider a small
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arc I ⊂ µ−1(0) everywhere transverse to Y ′ intersecting transversally γ and infinitely many γn
at points y′n, which are fixed points for the first return map. By Lemma 4.9 one deduces that
the derivative of the first return map in the direction of I is the identity. But this contradicts
Proposition 5.1, because γ is linked.

Since Knl is entirely formed by periodic orbits, by combining Theorem 5.10 with Corollary 5.12
we conclude that it is compact. As we have the decomposition

K = Kms tKnl

by definition, it follows that Ind(X,K) = Ind(X,Kms) + Ind(X,Knl).
The goal of this section is to establish the result below.

Proposition 5.13. There exists a neighbourhood U of Kms such that Y ′|µ−1(0)∩U is Morse-Smale.

By Theorem C we obtain

Corollary 5.14. Ind(X,Kms) = 0

The finiteness results of previous section will play a crucial role.

Proposition 5.15. The set Kl of linked periodic orbits is a finite union of periodic orbits {γ1, ..., γn}
of Y .

Proof. This is an immediate consequence of Proposition 5.1 and Lemma 5.11.

Notice that Kl ⊂ Per(Y ′). From this remark, the proof of Proposition 5.13 will be achieved
from the two subsequent lemmas below.

Lemma 5.16. Every γj ⊂Kl is hyperbolic for Y ′|µ−1(0).

Proof. Without loss of generality we may assume that γj has a stable manifold for Y . Choose U ,
a nice tubular neighbourhood of γj , and z ∈ γj . Consider the associated fiber Σ = Σ(z) and arc
I0 = I0(z). Let Pj and P ′j be respectively the first return maps of Y and Y ′ to Σ. Note that the
arc I0 is P ′j-invariant (recall that Y ′ is tangent to µ−1(0)).

By hypothesis γj ⊂Kl so (assuming for example that it has a stable manifold) there exists a
sequence of points xn ∈ K ∩ I0 converging to z with xn+1 = Pj(xn) = P ′j(xn). We deduce two
things. By Proposition 5.1 Pj has a stable manifold tangent to I0. By Lemma 4.9 DzPj and DzP

′
j

have the same eigenvalue in the direction of I0. This implies that γj is stable for Y ′µ−1(0).

Lemma 5.17. There exists a neighbourhood U of Kms such that for every x ∈ µ−1(0) ∩ U there
exists i = i(x) and j = j(x) ∈ {1, ..., n} such that αY ′(x) = γi and ωY ′(x) = γj.

Proof. It follows from the previous lemma that every γj is either a sink or a source for Y ′|µ−1(0).
As a consequence, for every j there exists a neighbourhood Uj of γj such that Uj ∩ µ−1(0) is either
an attracting or repelling neighbourhood of γj for Y ′|µ−1(0)

If x belongs to a periodic orbit there noting left to prove. So, assume that x is a non-periodic
point. By Theorem 2.28 for every x ∈ Kms \Kl there exists γi and γj such that αY ′(x) = γi and
ωY ′(x) = γj . By compactness and the long tubular flow theorem, there are finitely many open sets
Vi,j such that

Kl ⊂
⋃
i,j

(Vi,j ∩ µ−1(0))
⋃
j

(Uj ∩ µ−1(0)),

and for every x ∈ Vi,j ∩ µ−1(0) one has αY ′(x) = γi and ωY ′(x) = αj . The lemma follows.

40



5.3.3 Structure of the non-linked component

Decomposition of Knl – Let KT
nl be the subset of Knl consisting of those periodic orbits having

a local stable/unstable manifold everywhere tangent to µ−1(0). Let K⊥nl = Knl \KT
nl.

Lemma 5.18. The following properties hold true.

1. KT
nl is a finite union of periodic orbits;

2. KT
nl and K⊥nl are compact;

3. Knl = KT
nl tK⊥nl.

Proof. The third item is automatic from the definition of the sets KT
nl and K⊥nl, while the first item

and (consequently) the compactness of KT
nl follows from the finiteness lemma (Lemma 5.11).

Finally, to see that K⊥nl is compact we argue as in the proof of Lemma 5.11. Indeed, take a
sequence xn ∈ γn, with γn ⊂ K⊥nl. If x = limn→∞ xn, by Haefliger’s theorem there exists a periodic
orbit γ⊂K such that x ∈ γ.

As in the proof of Lemma 5.11 one obtains from Lemma 4.9 that the first return map induces
the identity tangentially to the level µ−1(0). Therefore, the stable/unstable manifold of γ must be
transverse to the level set, and so x ∈ K⊥nl. This completes the proof.

The remaining sections of the paper will be devoted to proving the following proposition.

Proposition 5.19. 1. We have Ind(X,KT
nl) = 0.

2. We have Ind(X,K⊥nl) = 0.

As the Poincaré-Hopf index is additive we obtain

Corollary 5.20. Ind(X,Knl) = 0.

Since Ind(X,K) = Ind(X,Kms) + Ind(X,Knl), by Corollaries 5.14 and 5.20 we have that the
proof of Theorem A is reduced to that of Proposition 5.19.

5.4 Index at the non-linked component

The objective of this section is to prove Proposition 5.19. Recall that we have obtained a decom-
position of the zeros of X

K = Kms tKT
nl tK⊥nl.

In particular, KT
nl and K⊥nl are isolated compact sets of zeros of X. Our strategy will be to show

that these sets are included in some C1 surface, and then to apply the results of [3]. The main
ingredient of our argument is the Center Manifold Theorem.

5.4.1 The Center Manifold Theorem

In this section we state a version of the classical Center Manifold Theorem [6],[16] which is suitable
for our purposes.

Before giving the statement, let us give the general context. Let Y be a C1 vector field on a
3-manifold M and let γ be a periodic orbit of Y . Let z ∈ γ and consider the first return map
P : Ση(z)→Σ(z), to some section Σ(z) everywhere transverse to Y . Assume that the derivative
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DzP : TzΣ(z)→TzΣ(z) has a center unstable partially hyperbolic splitting Ec ⊕ Eu, with the
respective eigenvalues being 1 and λ with |λ| > 1, or a center stable partially hyperbolic splitting
Es ⊕Ec with respective eigenvalues being λ and 1 with |λ| < 1. With these notations, one has the
following result.

Theorem 5.21 (Center Manifold Theorem). There exists a C1 curve W c
loc(z) contained in Σ(z)

(called the center manifold), which is tangent to Ec at z and enjoys the following dynamical property:
there exists η > 0 such that

Fix(P ) ∩ Ση(z) ⊂W c
loc(z).

See also the main theorem in [2], from which the above statement follows as a particular case.

5.4.2 The tangential case

By Lemma 5.18 KT
nl is the disjoint union of finitely many periodic orbits. Those periodic orbits

are isolated inside K. Hence Ind(X, γ) is well defined for every Yt-periodic orbit included in KT
nl.

Hence, item (1) of Proposition 5.19 follows from the lemma below.

Lemma 5.22. Let γ be a periodic orbit of Y included in KT
nl. Then

Ind(X, γ) = 0.

The rest of this paragraph is devoted to proving Lemma 5.22. Thus, let γ be a periodic orbit
of Y included in KT

nl and take a nice tubular neighbourhood U of γ (see Definition 5.3). Since γ is
isolated in K, it is possible to choose U so that K ∩ U = γ.

We will assume that γ has a local stable manifold W s
loc(γ) which is tangent to µ−1(0). The case

of an unstable manifold follows from a symmetric argument.
We will now assume that U is small enough so that for every c such that µ−1(c) ∩ U 6= ∅,

Properties (1) and (2) of Lemma 5.9 hold. By reducing it if necessary, we can assume that it is a
nice tubular neighbourhood of γ (recall Lemma 5.2 above). In particular, U comes equipped with a
fibration by disks Σ over γ and a trivial foliation by annuli Uc. Choose z ∈ γ and consider the fiber
Σ = Σ(z) which is foliated by embedded intervals Ic = Uc ∩Σ. Consider P , the first return map to
Σ defined in a neighbourhood of z.

By hypothesis TzΣ = Es(z) ⊕ Ec(z) where Es(z) is tangent at z to I0 = U0 ∩ Σ and Ec(z) is
the eigenspace of DzP corresponding to the eigenvalue 1. By the Center Manifold Theorem there
exists a C1-embedded interval W c

loc(z)⊂Σ tangent at z to Ec(z) satisfying the dynamical property
(for some η > 0 small enough)

Fix(P ) ∩ Ση(z) ⊂W c
loc(z).

Lemma 5.23. There exists a smaller nice tubular neighbourhood V ⊂U satisfying the same prop-
erties as U (the fiber containing z is still denoted by Σ), as well as the following properties.

1. ColV(X,Y ) ∩ Σ = W c
loc(z) ∩ V.

2. All points of W c
loc(z) ∩ V are fixed points of the Poincaré map P .

Proof. We start the proof by making an elementary observation. The center manifold W c
loc(z) is

an embedded interval transverse to I0. As a consequence, we can shrink U so that it keeps the
properties of Lemma 5.9 (note that U ∩ K = γ) and W c

loc(z) is an interval embedded in U that
crosses transversally all level sets Ic contained in U . In particular W c

loc(z) is a transverse section of
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µ−1(0)

W c
loc(y)

Σ

y

µ−1(c)

Figure 12: The center manifold is transverse to the level sets

the trivial foliation defined by intervals Ic, and intersects every such interval at exactly one point.
Since W c

loc(z) contains every fixed point of P this implies that for |c| small enough, Ic contains at
most one fixed point of P .

Consider an interval Ic intersecting V. Since V enjoys the properties of Lemma 5.9 there exists
x ∈ V∩Kc. Using the second property of Lemma 5.9 we see that Pn(x) is well defined for every n ∈ Z
and belongs to Ic. Hence by compactness, the points qc = limn→−∞ P

n(x) and pc = limn→∞ P
n(x)

exist, belong to Ic and are fixed points of P .
Since Ic contains at most one fixed point we must have pc = qc. Recall that intervals Ic are

endowed with a coherent order. Using the vector field Y ′ we see that the sequence (Pn(x))n∈Z is
monotone. So we must have qc = x = pc.

Consequently, every level set Ic intersects the collinearity set at a unique point, which must be
a fixed point of P , and therefore must belong to W c

loc(z). Since W c
loc(z) meets such a level set at a

unique point, and since these level sets foliate V, the lemma is proven.

To complete the proof of Lemma 5.22 we shall need a technical version of the main result in [3].
To avoid introducing more heavy notation we shall not state it with the exact same words as in [3]
- for that we refer the reader to Definition 4.2 of that paper, which contains the assumptions of the
result below with a very detailed presentation.

Theorem 5.24 (Theorem A of [3] - Technical version). Let (U,X, Y ) be a prepared triple satisfying
the following additional assumptions

1. Zero(X) ∩ U = γ a Yt-periodic orbit.

2. U is a nice tubular neighbourhood of γ.

3. There exists an embedded annulus S which is trivially foliated by periodic orbits of Y and so
that ColU (X,Y ) = S, with Zero(X − cY ) being a Yt-periodic orbit

Then, Ind(X,U) = 0.

This result, although not precisely stated in [3] is the main step in the course of proving The-
orem 1.1. Indeed, in that paper one assumes that there exists a counterexample to Theorem 1.1
(the main theorem in [3]). Then, Lemma 4.3 of that reference proves that there exists another
counter-example satisfying precisely the assumptions of Theorem 5.24, but with Ind(X,U) 6= 0.
The rest of the paper then shows that this leads to a contradiction. Thus, from the proof in [3] one
can easily extract Theorem 5.24.
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Figure 13: A particular case of Theorem 5.24: the collinearity locus is an annulus foliated by Y
periodic orbits, all of them which are partially hyperbolic. The commutation obliges X to be tangent
to the foliation by stable manifolds, leaving no room for X to turn, forcing the vanishing of the
index. In Lemma 5.22 we are in fact in this particular case.

Proof of Lemma 5.22. Consider V, the tubular neighbourhood of γ obtained in Lemma 5.23. The
surface S obtained by pushingW c

loc(z)∩Σ0 is an annulus trivially foliated by periodic orbits of Y . We
can modify slightly V so that V∩ColU (X,Y ) = S. Lemma 5.22 now follows from Theorem 5.24.

5.4.3 The transverse case

Recall that K⊥nl consists of periodic orbits of Y which are not accumulated by non-periodic orbits
included in K, and whose stable manifolds are transverse to the level set µ−1(0).

Nice decomposition of K⊥nl – We want to prove that Ind(X,K⊥nl) = 0. Here the difficulty is
that there is no reason why this compact set should consist of finitely many periodic orbits of Y .
To overcome this difficulty, we will need the next lemma, which gives a nice decomposition of K⊥nl.

Lemma 5.25. There exists a finite collection of periodic orbits γ1, ..., γk contained in K⊥nl and of
open sets U1, ...Uk satisfying the following properties.

1. For every i = 1, ...k, Ui is a nice tubular neighbourhood of γi.

2. For i 6= j, Ui ∩ Uj ∩K = ∅.

3. For every i = 1, ...k, K ∩ ∂Ui = ∅.

4. K⊥nl⊂
⋃k
i=1 Ui.

Proof. We consider a periodic orbit γ included in K⊥nl and a nice tubular neighbourhood of γ as in
Definition 5.3. Let z ∈ γ and Σ = Σ(z) be the fiber through z. As in the proof of Lemma 5.11
we have that the only elements of K which accumulate on z belong to K⊥nl. Thus we can choose U
small enough so that Σ ∩K ⊂K⊥nl.
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µ−1(0)

I y

Figure 14: I0 ∩K has empty interior

We claim that no point y ∈ Σ ∩ K = I0 ∩ K is an interior point of I0 ∩ K. Indeed assume
that there exists an interval I ⊂ I0 containing y which consists entirely of elements of K (and so,
all of them must be elements of K⊥nl). Thus every point of I has a local stable manifold, which is
transverse to I0. The union of these local stable manifolds is therefore a neighbourhood of y in Σ,
that we denote by V .

By the lower semi-continuity at 0 of Z : c 7→ Kc∩Σ there must exist c 6= 0 such that Kc∩V 6= ∅.
A point of this set must belong to the stable manifold of some point of I ⊂ I0∩K. This contradicts
the fact that the orbit of any point x ∈ Kc ∩ V under the Poincaré map P must stay inside the
level set Ic. The claim is proven.

It follows that we can choose the nice tubular neighbourhood U so that K ∩ ∂U = ∅. Moreover,
if two such open sets U and V intersect, then we can modify one of them such that U ∩ V ∩K = ∅.

Indeed, since U0 is an annulus and K is compact, we can modify U so that ∂U ∩ U0 has two
connected components (say S+

U and S−U ), each one of them being an embedded circle disjoint fromK.
Now, if some V intersects U we modify V by requiring that for every z ∈ γ and every x ∈ V ∩ I0(z),
if az = S+

U ∩ I0(z) and bz = S−U ∩ I0(z) then x > az or bz > x. This implies that U ∩ V ∩K = ∅, as
claimed.

These open sets cover K⊥nl by definition. Since K⊥nl is compact it can be covered by finitely many
such open sets. This achieves the proof of the lemma.

End of the proof of Proposition 5.19– By Lemma 5.25 we must have

Ind(X,K⊥nl) =
k∑
i=1

Ind(X,Ui).

Hence we are reduced to prove the following lemma.

Lemma 5.26. If U is a sufficiently small nice tubular neighbourhood of a periodic orbit included
in K⊥nl, satisfying K ∩ ∂U = 0, then Ind(X,U) = 0.

Here again the idea is to use the Center Manifold Theorem, in order to get down to a case
already treated in [3]. The problem now is that the center manifold does not need to be everywhere
transverse to the level sets of µ. We will perform a small modification of X in order to get down to
a situation similar to that of the tangential case.
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Proof of Lemma 5.26. Let z ∈ γ, Σ = Σ(z) and W c
loc(z) be a center manifold included in Σ. By

reducing U if necessary we can assume that every fixed point of the first return map P to Σ has a
stable manifold, which is transverse to all the intervals Ic it meets.

Look at the restriction of µ to W c
loc(z). We first note that it is not constant. This is because

W c
loc(z) contain all fixed points of P in a neighbourhood of z and we can prove, as in the proof of

Lemma 5.23, that close to z there are fixed points zc of P contained inside Kc.
Now we observe that this is a function of class C1 (in fact of class C3) between 1-dimensional

manifolds. By Sard’s theorem, there exists an interval [ε1, ε2] of regular values of this function. Let
c ∈ [ε1, ε2] be a continuity point of the map Z : c 7→ Kc ∩ Σ.

µ−1(0)

µ−1(ε1, ε2)

y
W s

loc(y)

Σ

W c
loc(y)

Figure 15: Using Sard’s theorem

The numbers ε1 and ε2 can be chosen arbitrarily close to 0, so we can assume that Zero(X −
cY ) ∩ ∂U = ∅ and that

Ind(X,U) = Ind(X − cY,U).

The set Kc ∩ Σ must consist of fixed points of P . Indeed, since c is a continuity point of Z we
can show as in the proof of Lemma 5.23 that the forward orbit of a point x ∈ Kc is entirely included
inside Ic. Therefore it must accumulate to some fixed point of P . By Proposition 5.6 we have that
the local stable manifold of this fixed point is tangent to Ic, which is a contradiction

SinceW c
loc(z) contains the fixed points of P close enough to z we deduce thatKc∩Σ⊂ Ic∩W c

loc(z).
This set must be finite since it is the transverse intersection of two relatively compact embedded sub-
manifolds of Σ. We deduce that Kc ∩ U is a finite union of periodic orbits of Y , denoted γ1, ..., γm.
We can consider Vi⊂U , a nice tubular neighbourhood of γi such that Zero(X − cY ) ∩ Vi = γi and
Zero(X − cY ) ∩ ∂Vi = ∅. We then have

Ind(X − cY,U) =
m∑
i=1

Ind(X − cY,Vi).

We need to prove that for every i = 1, ...,m, Ind(X − cY,Vi) = 0. The situation is now the
following. There is a embedded disc included in Vi that contains all fixed points of P (this is
W c
loc(z) ∩ Vi), and there is no point of collinearity inside ∂Vi. Thus we are in condition to apply

Lemma 5.23. Once again Theorem 5.24 allows us to conclude that Ind(X − cY,Vi) = 0. The proof
of the lemma is now complete.

6 Conclusion

As a conclusion, we propose to explain how the present paper inscribes inside a wider program to
prove the C3-case of the main Conjecture in its alternative form (see the introduction). We give
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below the main steps of a strategy aiming at achieving that. We use the notations and terminology
introduced in the present work.

Warning – We describe below the ideas of an ongoing work in order to illustrate that the present
paper and [3] should be the two legs on which a proof of the Conjecture would stand. Even if we
feel that our strategy is mature enough to be described below, we don’t announce the resolution of
the Conjecture. However we hope to answer the natural question: how far are we, with [3] and the
present paper, from the resolution to the conjecture?

Prepared counterexamples – As in both this paper and [3] the strategy consists in showing
that there is no prepared counterexample to the conjecture. The proof should then be a long
argument by contradiction, supposing that there is one. The difference is that we don’t make any
hypothesis on the geometric configuration of the collinearity locus, nor on the dynamics close to
periodic orbits included in that set. First, let us explain how to organize the collinearity locus.

Organization of the collinearity locus – As explained in the present paper, for prepared coun-
terexamples, the collinearity locus consists of periodic orbits of Y and of connexions between them.
Note that a periodic orbit of Y inside ColU (X,Y ) is homotopically non-trivial in the corresponding
level set of µ since otherwise it would enclose a zero of Y . It is possible to define an equivalence
relation of such orbits saying that two of them are equivalent if they bound an annulus. Equivalence
classes are included in essential annuli whose boundary components are periodic orbits.

Since level sets are compact there are finitely many equivalence classes, which may be linked to
others, in the sense that extremal periodic orbits are connected by non-periodic orbits of Y . This
defines the combinatorics of equivalence classes inside level sets of µ. As in the present paper we
can assume that the intersection of ColU (X,Y ) with each level set is connected (by additivity of
index). And using a (non-trivial) genericity argument, we can assume that the combinatorics of
equivalence classes of periodic orbits is the same in all level sets. Compare with §4.2 where the
same situation was obtained by using tools from hyperbolic dynamics.

Using the index formula – In order to prove that, in the context described above, Ind(X,U) =
0, our strategy is to use the index formula (see Theorem 2.24) and to prove that l(γ) = 0 for every
boundary component γ of µ−1(0). Using the same arguments as in this paper, we obtain some
flexibility and we can ask that γ⊂µ−1(c) for |c| small enough (and the parameter c might not be
the same for all γ). There are two cases that will be treated by completely different methods and
that correspond to the two ideal cases identified in the introduction.

1. γ is isotopic to a periodic orbit of Y included inside ColU (X,Y );

2. γ can be retracted to a cycle of periodic orbits and non-periodic orbits of Y linking them
contained in ColU (X,Y ).

Case 1 can be treated with an adaptation of the arguments developped in [3].
Case 2 is much more similar to the spirit of the present paper. We cannot hope to find a

foliation by surfaces to which X and Y are tangent because we are not allowed to use tools from
hyperbolic dynamics. However using a very careful dynamical study close to periodic orbits of the
cycle, we can hope to build stable/unstable manifolds for periodic orbits of the cycle corresponding
to the level set µ−1(c) for a generic set of parameters c. Obviously if, for example, a non-periodic
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orbit of Y inside Kc accumulates to a periodic orbit of the cycle in the future then it must belong
to the stable manifold of this periodic orbit.

Using an adaptation of our glueing lemma we can build, for a generic set of parameters c,
topological surfaces to which both X and Y are tangent, obtained by glueing stable and unstable
manifolds of periodic orbits of the cycle (that is why we need to use the genericity of our set of
parameters). These surfaces, denoted by Sc, satisfy the following properties for every parameter c
belonging to this generic set

• Sc contain the cycle corresponding to µ−1(c);

• X, Y and thus N are tangent to Sc;

• Sc is homotopic to µ−1(c) modulo the collinearity locus.

Figure 16: In the example above, the level set is a pair of pants and the collinearity locus consists
of two linked equivalence classes of periodic orbits. Two boundary components are isotopic to the
two red periodic orbits: they are treated by Case 1. The last one can be retracted to the blue cycle
and will be treated by Case 2. The blue periodic orbit on the left hand side possesses an unstable
manifold for Y and the blue periodic on the right hand side possesses a stable manifold. Both
contain the connexion and will be glued just as in §4.4.

Here again, the reader can compare with the situation described in §4.4 to which we came down
using tools from hyperbolic dynamics. Proving this is the most difficult and technical step and the
heart of our strategy. This is where we need new ideas. Let us however note that creating stable
manifolds without using hyperbolic dynamics, but only the fact that X and Y commute, was also
the technical heart of [3].

The surfaces Sc don’t form a foliation as in §4.4. But given the boundary component γ of µ−1(c),
they will simplify the computation of l(γ). Indeed we can use a homotopy from Sc to µ−1(c), modulo
collinearity, to lift γ to a closed curve γ′ on Sc satisfying l(γ) = l(γ′). Since the vector field N along
γ′ is tangent to Sc it will be easy to show that l(γ′) = 0.

After these steps we can deduce that Ind(X,U) = 0. We hope to be able to carry on a proof
based on this strategy in a forthcoming paper.
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