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1. PREFACE

1.1) PREFACE

It is difficult to communicate to people what it is to study vision. Seeing is so easy

and  natural  to  us,  that  understanding  how it  may  give  rise  to  a  whole  field  of

scientific research requires a stretch of the imagination. Nonetheless, in my teaching

experience, I find that when the problem is presented from a different perspective, its

complexity becomes more evident. After explaining the analogy between a digital

image and the pattern of photoreceptor activation in the retina, asking “how could

we make a robot see?”, together with some reflection about the problem of vision,

moves the task from the mundane and obvious, to the realm of the miraculous. This

reflects the change of perspective from contemplating a complex well functioning

system, to  contemplating a  blank slate  where this  monumentous system must  be

pieced together. Both perspectives are essential and complementary, and while the

former  is  the  most  frequent  in  neuroscience,  the  latter  can  open  new  ways  of

understanding.

Of course, the value of thinking about how a visual system (or any other cognitive

system) may be built has long been recognized in brain and mind research, even if

due to its absence. This is one of the main topics in the philosophy of David Marr’s

1982 book “Vision”: A Computational Investigation Into the Human Representation

and  Processing  of  Visual  Information,  which  marks  an  age  in  brain  and  mind

research. Referring to the pioneering neuroscience research that had taken place in

the decades prior to this book, he says in Chapter 1:

“As one reflected on these sort of  issues in the early  1970s,  it  gradually

became clear that something important was missing that was not present in either of

the disciplines  of  neurophysiology or  psychophysics.  The key  observation is  that

neurophysiology and psychophysics have as their business to describe the behavior

of cells or of subjects, but not to explain such behavior. What are the visual areas of
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the cerebral cortex actually doing? What are the problems in doing it  that need

explaining, and at what level of description should such explanations be sought?

The best way of finding out the difficulties of doing something is to try to do

it, so at this point I moved to the Artificial Intelligence Laboratory at MIT…”

Since David Marr’s book, the computational analysis of brains and minds has had

tremendous growth. Many things changed,  such as the advent  of ever faster and

cheaper  computers and computer  graphics,  a new explosion of AI research,  with

deep ripples on neuroscience and cognitive science, new technologies that allow to

record thousands of neurons from behaving animals, and to finely control the activity

of  neural  populations,  fMRI  techniques  that  allow  to  measure  brain  activity  in

humans  non-invasively,  among  others.  Large  conferences,  journals  and  research

centers are dedicated to the interaction between brains, minds and machines and the

development of theory for neuroscience and intelligence. Computational and systems

neuroscience, where computational models are used to understand the behavior and

function of neural systems is likely one of today’s fastest growing and most exciting

scientific disciplines. In this context, the current work is a very tiny contribution to

this exciting field.

The subject of this work is the psychophysical and computational study of visual

texture perception, and more specifically, contextual modulation and segmentation in

peripheral  vision.  Although this  may sound like  a  somewhat  niche  topic,  it  is  a

natural intersection point given by the progress of different research problems with

long  traditions.  For  example,  texture  perception  and  the  use  of  texture-like

representations  by the  visual  system were  among the  most  studied  topics  in  the

advent of computer graphics in vision research, in the pioneering investigations of

Bela Julesz  (Bela Julesz 1962), and it has since been a very active field. To give

historical  context,  this  highly  influential  work  using  mathematical  tools  to  study

texture representations happened at around the time when Hubel and Wiesel were

carrying  out  their  groundbreaking  physiological  work.  Also,  the  analysis  of  the

behaviorally  relevant  information  contained  in  textures,  and  its  use  for  moving

animals, figures prominently in the landmark work of psychologist James Gibson,

where the need to study vision from the perspective of ecological behavior is put

forward (Gibson 1958). On the other hand, the segmentation of the visual world, or
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conversely the grouping of its elements, was recognized as a fundamental aspect of

perception already by the Gestalt school early in the 20th century (Wagemans et al.

2012).  Despite  being  widely  studied  since  the  Gestalt  period,  and  still  being

recognized as  a  key  process  in  visual  perception,  grouping remains  a  somewhat

mysterious  and problematic  process (it  is  closely related to  the widely discussed

binding problem) (Treisman 1996; Roelfsema 2006). Finally, contextual modulation,

the phenomenon in which the context of a stimulus modifies the neural or perceptual

responses it generates, is also recognized as a fundamental process of vision. After

the initial “simplified” view of the primary visual cortex (V1) as the cells responding

consistently to a given visual pattern in their receptive field, it was then recognized

that  these  responses  are  affected  by the  context  surrounding this  receptive  field,

opening a new much more complex perspective on the function of V1 (Gilbert et al.

1996). Besides the phenomenological description of these contextual interactions (in

V1 and many other brain areas), they have been associated with many processes,

such as efficient coding, grouping, segmentation, predictive coding, among others

(Coen-Cagli,  Kohn,  and Schwartz  2015;  Zhaoping 1998;  Rao and Ballard  1999;

Malik and Perona 1990; Graham, Sutter, and Venkatesan 1993). Also, in perception,

contextual modulation in peripheral vision (which occupies most of our visual field)

has been recognized as a major limiting factor of our visual capabilities, and has also

given rise  to vast  numbers of studies trying to understand its  nature,  in order  to

understand in  what  ways peripheral  vision is  limited  (Bouma 1970).  Thus,  these

three topics, texture perception, segmentation and contextual modulation, have all

been pillars of vision research through the 20th and 21st century, and each has been

the locus of much interaction between psychophysics, physiology and computational

models.

In recent years, the links between these different topics have risen rapidly, and our

study of the effects of segmentation on contextual modulation of texture perception

in peripheral vision is the natural response to many questions that have emerged

from this interaction. Specifically, we studied a type of textures that are defined in a

very influential mathematical model, the Portilla-Simoncelli texture model (Portilla

and  Simoncelli  2000),  that  is  a  continuation  of  the  pioneering  work  of  Julesz.

Besides continuing this long tradition of texture perception work, these textures have

also  provided  the  substrate  stimuli  for  a  very  prolific  line  of  research  into  the
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physiology  of  the  visual  cortex.   These  stimuli  have  allowed  to  analyze,  in  a

principled and formalized way, the emergence of selectivity to complex stimuli in

mid-level  visual  areas  V2 and V4 from the  input  they receive from the primary

visual  cortex  V1  (Freeman  et  al.  2013).  Moreover,  this  texture  model  has  also

provided the basis for one of the main models of peripheral vision processing: the

summary-statistics encoding model (SS model)  (Rosenholtz 2016). This model of

peripheral  vision  is  proposed  to  provide  a  unifying  account  of  several  disparate

phenomena,  among  which  is  the  sometimes  intricate  workings  of  contextual

modulation in  peripheral  vision.  But  this  model  of  peripheral  encoding has  been

challenged based on its apparent failures to account for important segmentation and

grouping phenomena (Doerig et al. 2019). Thus, Portilla-Simoncelli textures provide

a  remarkable  tool  where  perception,  physiology,  and  mathematical  models  of

sensory processing converge naturally, and that can allow to study from these three

levels  the  interaction  between  segmentation,  texture  perception  and  contextual

modulation. Therefore, although the present work focuses mostly on psychophysics,

our experiments also heavily draw inspiration from the related physiological and

computational literature. We also put an emphasis in interpreting the results from the

perspective  of  computational  models  which  serve  to  bridge  the  gap  between

perception and physiology.  Finally,  recent  advances in  artificial  intelligence have

renewed the interest in this field in the role of textures  (Geirhos et al. 2018; L. A.

Gatys, Ecker, and Bethge 2016), and recurrent processes related to grouping (Sabour,

Frosst, and Hinton 2017; LaLonde and Bagci 2018) in visual perception. We hope

that our tiny contribution of analyzing human perception from the perspective of

these influential  models  helps  in  continuing to  raise  bridges  between theory and

experiment.
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2. INTRODUCTION

2.1) PHYSIOLOGY OF THE EARLY VISUAL SYSTEM

2.1.1) The retina and Lateral Geniculate Nucleus

The transduction of light into neural activity occurs at the retina. There, specialized

cells called  photoreceptors contain pigments that change their configuration when

impacted by light. This change in configuration releases a cascade of intracellular

signaling that results in a graded modulation of the membrane potential of the cell.

This change in membrane potential in the cell then results in changes in the rate of

neurotransmitter release. Photoreceptors form a 2D sheet covering the retina, and

this way, the 2D activity pattern of photoreceptors signals to the downstream visual

system the patterns of light that fall onto the retina.

Figure  1.  Antagonistic  center/surround  receptive  fields.  On  the  top  row,  a  diagram  of  the

excitatory and inhibitory structure of on-center (left column) and off-center (right column) receptive

fields in the retina and lateral geniculate nucleus (LGN) is shown. On the next three rows, different

light  patterns  used to  stimulate the receptive  field are shown.  To the  right  of  each stimulus,  the

responses of the two different neurons to these patterns are shown, with each vertical line indicating
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an action potential of the neuron, and the horizontal yellow bar indicating the period during which the

stimulus is shown. Image reproduced from http://miladh.github.io/lgn-simulator/doc/recepfield.html,

GNU GPL v3.0 license.

Still in the retina, photoreceptors connect through synapses to a layer of bipolar cells,

to  which  they  communicate  their  outputs.  This  layer  of  bipolar  cells  sends their

outputs to another type of neuron called ganglion cells, which are the output neurons

of the retina. Because of the patterns of connectivity between these layers of neurons

in the retina, ganglion cells are activated by specific patterns of light falling onto a

given patch in the retina. The region of the visual field that activates a given cell, or

more specifically the function that maps pattern of light to cell activity, can be called

the  receptive  field1 of  the  cell. Specifically,  most  retinal  ganglion  cells  show

antagonistic center/surround receptive fields, where either they are excited by light

falling in the center of their  receptive field and inhibited by light falling off  the

center,  or  vice  versa  (Figure  1).  This  receptive  field  configuration  makes  these

neurons  respond  to  changes  in  luminance  in  the  visual  input,  rather  than  to

homogeneous  surfaces,  since  the  latter  stimulate  similarly  the  excitatory  and

inhibitory components of the receptive field, thus canceling out. Furthermore, the

size of the receptive fields changes between populations of ganglion cells, giving rise

to channels processing the visual input at different scales. Like with photoreceptors,

ganglion cells tile the retina, providing a 2D pattern of activation that signals the

presence across the visual field of the patterns to which they are selective  (Frisby

and Stone 2010).

Then, ganglion cells send axons through the optic nerve to the Lateral Geniculate

Nucleus (LGN). The LGN is a bilateral structure, and the LGN on each side receives

projections from both retinas. Each LGN receives projections corresponding to the

visual field from the opposite visual hemifield, that is, the left LGN processes the

right visual hemifield, and vice versa (Figure 2). Although the LGN is a complex

structure, its cells also show broadly a similar antagonistic center/surround structure

in their receptive fields. Finally, the LGN cells project to the primary visual cortex

(V1) in  an ordered and retinotopic fashion,  in  which neighboring  regions  of  V1

receive projections from neighboring areas of the visual field.

1 The concept of receptive field is somewhat more complex than this and the term receptive
field will be used somewhat more loosely than this given definition in the text.
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Figure 2.  Retina to cortex projections. The visual information from the two visual hemifields is

present in each retina. In the optic chiasma, the retinal projections corresponding to the contralateral

visual hemifield of each eye continue to the LGN in the same side, while the retinal projections of the

ipsilateral  visual  hemifield cross  over to the LGN in the other hemisphere.  This way, each LGN

receives the projections from the contralateral visual hemifield. Then, each LGN sends the visual

information to the ipsilateral  primary visual cortex. Image by Miquel Perelló Nieto CC BY-SA 4.0.

2.1.2) Primary visual cortex: Receptive fields

The visual cortex V1 (also called striate cortex), located in the occipital lobe, is the

first cortical processing stage of the visual input. Neural recordings of V1 cells show

that the responses of these cells are tuned to many different dimensions of the visual

input. One of the most studied and important tuning characteristics of V1 cells is

their  orientation tuning. As was shown originally by Hubel and Wiesel  (Hubel and

Wiesel 1959; 1968), V1 cells responses usually show specificity to oriented patterns

of light in the retina, such as lines or edges. They respond maximally to a given

orientation,  with their  responses declining as the stimulus is rotated further away

from the optimal orientation (Figure 3A).

Hubel and Wiesel also distinguished between two types of cells in the visual cortex.

The first are the so called  simple cells.  These have oriented receptive fields with

excitatory  and  inhibitory  regions,  and  their  response  is  sensitive  to  the  specific
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location of the oriented bar within their receptive fields. This cell may, for example,

be excited as a bar of light with the proper orientation falls into the excitatory region

of the receptive field, but inhibited when the bar falls into the inhibiting regions of

the receptive field. The receptive fields of these cells are proposed to reflect a pattern

of connections in which a given simple cell receives inputs from LGN cells whose

receptive fields are aligned in the preferred orientation of the cell (Figure 3B, top)

(Hubel and Wiesel 1962).

Figure 3. Orientation selectivity in V1. A) Recordings of a neuron from the primary visual cortex of

a macaque monkey. To the left, the different stimuli displayed in the receptive field of the neuron are

shown, and they constitute moving oriented bars. To the right, the traces of the recordings of the

neuron show the spikes in response to each orientation and movement direction. Reproduced from

(Hubel  and  Wiesel  1968).  B) Diagram showing how a  simple  V1 cell  may build its  orientation

selectivity by pooling together the outputs of several LGN neurons whose receptive fields are aligned

in one direction (top), and how a complex V1 cell may build its location invariance by pooling several

simple cell outputs that have the same orientation but varying positions and receptive field phases

(bottom). Reproduced from (Hubel and Wiesel 1962)

The other major kind of cell Hubel and Wiesel recognized were the complex cells.

Like simple cells,  complex cells  also show orientation tuning.  But unlike simple

cells,  they  do  not  show differentiated  excitatory  and  inhibitory  regions  that  can

straightforwardly  produce  this  orientation  tuning.  Rather,  they  are  excited  by

oriented  bars  falling  anywhere  in  their  receptive  field.  They  show thus  position

invariance (or also phase invariance). Complex cells achieve this by receiving inputs

from multiple  simple cells  that  are  tuned to  the same orientation,  but that  differ
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slightly the location or the polarity (i.e. phase) of their receptive field (Figure 3B,

bottom) (Hubel and Wiesel 1962).

V1 cells also show other forms of tuning. Another important tuning dimension is the

spatial frequency, or scale, of the oriented structure. While some cells respond to

oriented  structures  of  finer  scale,  or  higher  spatial  frequency,  others  respond  to

coarser scales, or lower spatial frequencies  (Mazer et al.  2002). This can be seen

when using sinusoidal gratings in a display to stimulate recorded neurons, where for

an optimal orientation of the grating, the response of the cell is maximal for a given

spatial frequency, and decreases as the spatial frequency is changed. Lastly, V1 cells

also show other types of tuning such as tuning to the eye of origin,  direction of

motion and color.  V1 cells  with specific  receptive field properties  tile  the visual

field, as has been described for the cells in the retina. Therefore, V1 also provides 2D

activation  maps  that  signal  the  presence  of  different  features  (i.e.  different

orientations, spatial frequencies, disparities, etc) across the visual scene.

2.1.3) Primary visual cortex: Contextual modulation and extraclassical 
receptive fields

Besides being driven by the light patterns that fall into their  receptive fields,  the

response of V1 neurons is  also modulated by the visual input falling outside  their

receptive fields,  which by itself  would not  evoke responses  in  the neurons.  This

region surrounding the neurons receptive field, with the capacity to modulate its

response,  is  called  the  extraclassical  receptive  field.  We  refer  as  contextual

modulation  to  this phenomenon in  which  visual  context  modulates  how neurons

respond to the stimuli in their receptive fields2.

As  with  the  receptive  field,  the  extraclassical  receptive  field  is  tuned  to  the

characteristics  of  the  visual  input,  with  different  surround  patterns  producing

different modulations on a neurons response (Angelucci et al. 2017). There is a wide

range of dimensions and details to which the contextual modulation of a neuron may

be tuned, and these also vary between neurons. For example, a common observation

2 Later, we will also define contextual modulation in similar terms for perception of the visual 
input. The term contextual modulation will therefore refer to both physiological and perceptual 
phenomena.
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is that when stimuli in the surrounds are dissimilar to the stimulus in the receptive

field  (e.g.  different  orientations  or  spatial  frequencies),  they  can  facilitate  the

response of the neuron. Conversely, stimuli in the surround that are similar to the

stimulus in the receptive field can suppress the response of a neuron. Nonetheless, in

some cases surrounding stimuli similar to central stimuli have been reported to exert

a facilitatory influence, for example, when they are all collinear  (Angelucci et al.

2017). There is also interaction between different stimulus dimensions. For example,

the sign of the contextual modulation effect,  as well  as the degree of orientation

tuning, can depend on the contrast of the central and surrounding stimuli (Angelucci

et  al.  2017;  C.  A.  Henry  et  al.  2013).  Moreover,  the  sign  of  the  contextual

modulation as well as its tuning to the stimulus can change through time, reflecting

different and interacting contextual modulation processes, associated with different

neural mechanisms (Christopher A Henry et al. 2020). As can be appreciated from

these examples, contextual modulation is quite intricate.

But besides the detailed descriptions obtained from studying contextual modulation

with simple stimuli such as lines and gratings, contextual modulation in V1 neurons

has also been studied using natural or naturalistic images. This venue of research is

important for testing the tuning of contextual modulation to the natural structure of

images, as well as to elucidate its possible functions in natural vision. For example,

in a series of landmark studies registering the activity of V1 neurons in response to

natural  scenes,  it  was  found  that  when  the  extraclassical  receptive  fields  were

stimulated with the context of the natural scenes, the responses of the neurons were

much sparser (i.e. they responded to fewer images) (Vinje and Gallant 2000) and the

neurons transmitted information more efficiently  (Vinje and Gallant 2002). Other

studies have shown that, when V1 neurons respond to natural images, the original

natural image surrounds exert much stronger contextual modulation than surrounds

that  where  distorted  through  phase-scrambling3 to  destroy  their  natural  structure

(Pecka et al. 2014; Guo et al. 2005; Coen-Cagli, Kohn, and Schwartz 2015). This has

been argued to be due to the tuning or adaptation of contextual modulation to natural

image structure. 

3 Phase-scrambling is a technique that maintains part of the natural structure of the image (up to 
second-order statistics) but discards the higher order structure. Phase-scrambled images lose their 
natural appearance but keep important properties of the original images. See Section 2.2.3 for 
further detail on phase scrambling.
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Also, regarding the neural substrate for these contextual modulations, they emerge

from three different sources (Christopher A Henry et al. 2020): from the feedforward

input, from recurrent horizontal connections, and from feedback connections. The

feedforward  source  arises,  for  example,  by  inheriting  contextual  modulation

processes  that  occur  in  the  retina  and  in  the  LGN.  The  horizontal  connections

contribution  involves  the  connections  between  cells  in  V1,  where  cells  are

interconnected  through  short  projections  that  also  show  tuning  in  their  wiring

patterns  (Angelucci et al. 2017; 2002; Seriès, Lorenceau, and Frégnac 2003). The

feedback surround modulation involves projections received from higher-level visual

areas, which also show preference in their connectivity, and also exert contextual

modulation effects across larger distances than horizontal connections (Angelucci et

al. 2017; 2002; Poort et al. 2016).

Finally,  it  is  worth  mentioning  a  specific  type  of  contextual  modulation  named

divisive response normalization, in which the response of a neuron is normalized by

the pooled responses of nearby neurons. This response normalization phenomenon

has been used  as  one  of  the  main  explanatory  models  of  contextual  modulation

phenomena  in  V1,  and  it  has  been  proposed  to  be  a  canonical  computation

(Carandini and Heeger 2012). A canonical computation is a standard computation

that  is  applied  repeatedly  across  brain  areas  and  neural  systems,  or  a  kind  of

elemental  computation.  In  support  of  this  hypothesis,  divisive  normalization  has

been observed across multiple neural systems (Carandini and Heeger 2012). As for

many other neural computations, divisive normalization has been mostly studied on

area V1, and thus research into contextual modulation in V1 serves as a guide for

studying the functional principles of this computation in other neural systems.

2.1.4) Visual cortex V2

Visual cortex V2 is the area to which V1 sends the most projections, and it is the

second largest visual area after V1 (Freeman et al. 2013; Sincich and Horton 2005).

Following what has been discussed for the previous stages of the visual cascade, it

could be expected that visual area V2 performs some straightforward combination of

the different  kinds of receptive fields in V1 (i.e.  make different  combinations of
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orientations  and  spatial  frequencies  to  build  a  new  kind  of  visual  pattern)

(Riesenhuber and Poggio 1999). But the question of what selectivity characterizes

area V2 is still a developing one, with huge progress made in recent years.

V2  neurons  have  a  strong  orientation  selectivity,  as  the  earlier  area  V1,  but

processing characteristics have been proposed to emerge in V2. Some examples of

these are: that V2 neurons respond to oriented edges defined by complex cues such

as texture discontinuity, or illusory edges (Peterhans and Heydt 1993); that V2 cells

have selectivity for more complex shapes, such as angles, and complex gratings such

as polar gratings (Hegdé and Essen 2000); that orientation preference changes within

the receptive field of some V2 cells, and that changes in orientation preference allow

the encoding of combinations of orientations  (Anzai, Peng, and Van Essen 2007),

just to name a few.

Figure 4. Local statistics selectivity in V2. Different textures synthesized with the PS model are

shown in the image. Each column shows a different family of textures, each with its own set of values

for the PS model statistics. Each row shows one different texture sample for the corresponding texture

family, but all samples in a given column share the same set of statistics. That is, all the images in a

given column have the same statistical  distribution of V1-like features  (i.e.  the same correlations

between V1-like filter activations across the image), but differ in the specific layout of these features.

V2 neurons are more selective to the texture family and more invariant to the texture sample than V1

neurons.
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But recently, another idea that has gained traction is that V2 neurons respond to the

correlations between V1-like features within their receptive fields, or equivalently,

that  they respond to local  texture properties  (Freeman et al.  2013; Ziemba et  al.

2016). In other words it is proposed that the activity of V2 neurons encodes the local

texture in an image. This hypothesis, which followed from earlier perceptual work

showing the potential relevance of summary-statistics representations in peripheral

vision  (Balas,  Nakano, and Rosenholtz  2009; Jerome Y.  Lettvin 1976), has been

probed using Portilla-Simoncelli (PS) textures (Portilla and Simoncelli 2000), which

are  defined  by  a  set  of  image  statistics  that  are  mostly  characterized  by  the

correlations between the outputs of V1-like filters (e.g. Figure 10, see Section 2.2.2

further detail on PS textures).

One key result  in  this  previous  line of  work is  that  V2 neurons show increased

selectivity for PS statistics in texture stimuli compared to V1, while also showing

increased invariance to the precise instantiation of the texture (Ziemba et al. 2016).

Experiments  testing  this  are  based  on  the  property  of  textures  that  a  family of

textures defined by a set of PS statistics can have various different instantiations or

samples (Figure 4).  While the textures samples in a given family have the same

statistical  relations  between  the  V1  filter  outputs,  they  may  have  very  different

distributions of these filter activations in space. For example, note in Figure 4 that

while the textures in a given column share the same appearance due to their shared

statistical structure, they are completely different if compared pixel-by-pixel or patch

by patch. Therefore, the observation that compared to V1, V2 neurons in macaque

show  increased  selectivity  for  PS  texture  family  while  also  showing  increased

invariance to the precise configuration of V1-like features shows the emergence of a

texture-like representation in V2 (Ziemba et al. 2016). This is in line with previous

physiological  work  (Rust  and  DiCarlo  2010) showing  increased  invariance  and

selectivity when going from V4 to area IT. It has also been shown that V2 neurons

respond specifically to textures with naturalistic correlations between  these V1-like

features, since phase-scrambled patches of texture (which keep the same “amount”

of V1-like features as the source texture but have no correlations between the V1-

like features, see Section 2.2.3) drive V2 neurons more weakly than than PS textures

synthesized with the statistical structure of natural images (Freeman et al. 2013).
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2.1.5) V4 and the ventral stream:

After  area  V2,  which  is  close  to  area  V1  in  the  visual  hierarchy,  a  major

characteristic of the primate visual system starts to arise: the division between the

temporal and the dorsal streams. This division is seen in the anatomical location of

these regions,  as  well  as in  their  patterns  of  connectivity,  which show two clear

clusters  of  areas  beyond V2 (Figure 5)  (Felleman DJ and Van Essen DC 1991;

Markov et al. 2014). This anatomical division also reflects a functional division, with

the ventral and dorsal streams being involved in different kinds of visual tasks. What

is the actual nature of this division is somewhat still an open question, but there is a

clear division between the kinds of tasks related to the two streams. Originally, it

was  proposed  that  the  ventral  stream  is  involved  in  visual  recognition  (e.g.

recognizing faces,  objects,  scenes),  while the dorsal stream is involved in spatial

perception, including location and motion. This division resulted in the ventral and

dorsal streams being labeled the ‘what’ and ‘where’ streams respectively  (Goodale

and  Milner  1992).  An  alternative  but  somewhat  related  proposal  is  that  the

distinction is between the use of the outputs of the two systems: while the output of

the ventral stream sustains perception of the environment, the dorsal stream guides

actions in the environment (Goodale and Milner 1992).

Visual area V4 is another mid-level visual area. It forms part of the ventral pathway,

and it receives projections from areas V1 and V2. What is relevant to us about area

V4 is that the selectivity of V4 neurons to PS textures has also been studied in some

detail.  Following  with  the  hierarchical  processing  scheme,  by  which  each  area

responds to more complex patterns than the previous areas, it has been found that V4

neurons also show selectivity for PS statistics, and that this selectivity is stronger

than for V2 neurons (Okazawa, Tajima, and Komatsu 2015; 2017). Although area V4

does much more than encoding local texture, as is reflected by the different kinds of

stimuli modalities and configurations to which V4 shows selectivity (Roe et al. 2012;

Pasupathy,  Kim,  and Popovkina  2019),  this  result  shows that  PS statistics  are  a

powerful tool to probe the visual system.
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Figure 5. Visual system areas and connectivity. Map of the areas of the visual system, and their 

interconnectivity. Each rectangle represents a visual area, and each line connecting two rectangles 

represents a pathway connecting the two areas. The size of the rectangle of each visual area is 

proportional to its cortical area. The width of the line connecting each rectangle is proportional to the 

estimated connections between the two. We see how two clusters of areas are defined in this map, 

with the areas corresponding to the dorsal stream shown on the top of the diagram with shades of red 

and yellow, and the areas corresponding to the ventral stream shown on the bottom, with shades of 

blue and green. Reproduced from (Wallisch and Movshon 2008).

Downstream of  area  V4,  several  areas  in  the  ventral  stream have  neurons  with

selectivity to complex objects, together with considerable invariance to factors such

as contrast, viewpoint, size, or specific location in the visual field. In particular, the

role of the inferior temporal (IT) cortex for object and pattern recognition was well

established  from lesion  studies,  but  later,  neurons  that  responded  specifically  to

hands  or  faces  with  high  invariance  were  found  (Desimone  et  al.  1984).  These

neurons also have large receptive fields, in line with the idea that at each stage of the

visual hierarchy, the integration of responses from earlier stages across visual space

makes for larger receptive fields (Desimone et al. 1984). Despite individual neurons

in these high-level areas  not necessarily  showing selectivity  for object  classes or

semantic  categories,  the  neuronal  populations  in  these  areas  encode  a  high-level

representation of image structure that allows these categories to be easily separable
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(DiCarlo, Zoccolan, and Rust 2012). This is shown in experiments where primates

are shown images of objects, and linear readouts of populations of IT neurons allow

for a high performance in decoding the class of an object  (DiCarlo, Zoccolan, and

Rust 2012). Notwithstanding the details of the functional physiology of these high-

level areas, the point is that to a first approximation, the ventral stream seems to

follow the initial logic proposed by Hubel and Wiesel (and described above for area

V2) where at each stage of the ventral stream, neurons acquire larger, more complex,

and  possibly  more  invariant  receptive  fields  by  integrating  over  the  outputs  of

previous areas.

2.1.6) Central and peripheral vision:

Another major characteristic of our visual system is that it is foveated: it dedicates a

large proportion of its resources to process information from a small central part of

the visual field with high precision. We refer to the part of the visual field that has

high  precision  as  central  or  foveal  vision,  and  to  the  rest  of  the  visual  field  as

peripheral vision. The precise definition of how much of the visual field constitutes

central vision varies between studies, and also peripheral vision can be subdivided

into near peripheral and far peripheral vision. As a guide, the rod-free fovea (see

below for more detail) occupies approximately 1.25o of the visual field (Curcio and

Allen 1990).

This property of the visual system is seen in the photoreceptor distribution in the

retina (Figure 6), where there is a high density of photoreceptors at the center of the

retina (the fovea), which gradually falls with eccentricity (i.e. distance to the center)

(Rosenholtz 2016). Furthermore, not only does the overall density of photoreceptors

change  as  we  move  from  the  fovea  to  the  periphery,  but  also  the  kinds  of

photoreceptors: the cones, which are smaller cells responsible for color vision, that

require more light to be stimulated, are more concentrated in the fovea; and the rods,

which  are  more  relevant  to  vision  in  low-light  environments  but  that  do  not

participate in color vision make most of peripheral photoreceptors (Frisby and Stone

2010).
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Figure 6. Photoreceptor density across the retina. Plot showing the density of the different 

photoreceptor cells in the retina at different eccentricities of the visual field. The red line shows the 

density of rod photoreceptors, and the blue line shows the density of cone photoreceptors. Image from

Wikipedia user Cmglee, following (Wandell 1995). CC BY-SA 3.0

This change in cell density is also present for ganglion cells in the retina, which fall

from peak densities of 35000 cells/mm2 near  the fovea,  to densities smaller than

5000 cells/mm2 at 4 mm from the fovea, and continue to drop as eccentricity grows

(Curcio and Allen  1990).  Also,  the size of  the receptive fields  of  ganglion cells

increases with the distance from the fovea  (Peichl and Wässle 1979), so that the

integration by ganglion cells in the periphery is done over larger areas, providing

coarser representation.

Central vision is also over-represented in the visual cortex. Although as mentioned in

Section 2.1.1, cortical area V1 represents the visual input in a retinotopic fashion,

this  mapping  of  the  visual  field  into  cortex  V1  does  not  maintain  the  spatial

proportions  of  the  input.  This  is  measured  by  an  index  called  the  cortical

magnification  factor,  which  indicates  for  each  eccentricity  the  correspondence

between distances in the visual field as measured in degrees, and distances in the

visual cortex as measured in millimeters. While the magnification factor is large in

central vision (i.e. large cortical area per area of visual input), it rapidly decreases

with eccentricity, showing a variation of over three orders of magnitude (Van Essen,

Newsome, and Maunsell 1984). That is, there are more millimeters of visual cortex
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(i.e. more cortical resources) dedicated to a given degree of visual field in central

vision  than  in  peripheral  vision.  This  cortical  magnification  factor  is  roughly

proportional  to  the  inverse  of  retinal  eccentricity  (Van  Essen,  Newsome,  and

Maunsell 1984).  This can be seen in  Figure 7, where a map of the visual scene is

shown to the left,  and its mapping to macaque monkey V1 is shown to the right

(Tootell et al. 1988).

Figure 7. Mapping of the visual scene to cortex V1. To the left, the visual stimulus presented to  a 

macaque monkeys is shown. Before being shown the stimulus, monkeys were injected with 

radioactive glucose. To the right, the radioactive labeling of cortex V1 corresponding to the lines in 

the stimulus are shown. As can be seen, there is a large distortion of the dimensions of the visual 

stimulus when mapped to V1. Adapted from (Tootell et al. 1988).

Furthermore, this change in cortical scaling is accompanied by changes in receptive

field sizes. In central vision receptive fields of V1 cells are small, and they grow

with eccentricity (different functions have been used to relate receptive field size to

eccentricity, such as linear functions (Freeman and Simoncelli 2011) and power law

functions (Van Essen, Newsome, and Maunsell 1984)). Receptive fields of individual

neurons have an average size of around  0.1 deg2 near the fovea, and they scale to

several deg2 at larger eccentricities (Van Essen, Newsome, and Maunsell 1984). This

growth in receptive field size shows that in the periphery, larger areas of the visual

input  are  integrated  together  by  individual  neurons.  Also,  the  rate  with  which

receptive field size changes with growing eccentricity varies between areas,  with

area V2 having a steeper slope than earlier area V1, but with a less steep slope than

higher area V4 (Freeman and Simoncelli 2011; Motter 2009).
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Finally,  it  is  interesting  to  note  that  the  visual  cortex  dedicated  to  central  and

peripheral vision may have different connectivity. For example, it  is reported that

central but not peripheral regions of V1 project directly to V4, and that the parieto-

occipital (PO) area only responds to the peripheral visual field (Gattass et al. 2005).

2.2) MODELS OF THE EARLY VISUAL SYSTEM

2.2.1) Visual input as a matrix, and cells as linear filters:

Image computable models of the visual system are models in which the model can

receive images as input. In these models, digital images are normally used, which are

a 2 dimensional array of numbers in the case of grayscale images (horizontal and

vertical dimensions), and a 3 dimensional array when color is included (horizontal,

vertical, and color channel dimensions). This way, the value of a given pixel at the  x

horizontal position and the y vertical position in a given image can be written down

as  I(x,y) for  a  grayscale  image following the  notation  in  (Hyvärinen,  Hurri,  and

Hoyer  2009).  Furthermore,  digital  images can be thought  of as equivalent to  the

activation pattern of photoreceptors in the retina, with each pixel in the 2D array of

the image corresponding to a photoreceptor. 

Figure 8. Numerical representation of the visual input. A natural grayscale image is shown to the

right,  and  an  amplification  of  a  patch  of  9x9  pixels  is  shown.  To  the  right,  the  numerical

representation of that patch is shown, using a scale of grays going from black (corresponding to 0) to

white (corresponding to 1).
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If we think of the photoreceptor activation pattern as a digital image, it is natural 

given our knowledge of the early visual system to model the following early 

processing steps by the application of linear filters (D. Marr, Ullman, and Brenner 

1981; Hubel and Wiesel 1962). A linear filter for a digital image consists of a matrix 

W(x,y), containing the weights with which the pixels in an image region will be 

combined to obtain the output of the filter. The output of the linear filter applied at a 

given point (x*, y*) in the image is obtained by centering the filter W at this point, 

and adding together the pointwise products of the filter and the image. For a filter W 

of size (2K+1, 2K+1) this is given by the following formula:

where O(x*, y*) is the filter output at point (x*, y*). The output of a filter in a given

point  of  an  image  can  be  thought  of  as  the  response  of  a  neuron  which  has  a

receptive field given by the weights in W. For example, we can think of the receptive

field of a ganglion cell as a filter W with positive weights at its center and negative

weights in the surround, which in total add to 0. This way, the filter would give an

output of 0 to a uniform surface, similar to the response of a ganglion cell, and it

would give positive responses to appropriate edges or dots in the underlying image

(see  Figure 1). Furthermore, since ganglion cells tile the retina, we can apply this

filter at each point of the image, and thus obtain the whole 2D array of responses of

the filter to the image that models the array of ganglion cell responses. The operation

of  applying  a  filter  to  each  point  of  an  image  is  called  filtering  the image  (or

convolution of the image). Finally, one last step that could be applied is to introduce

a rectification after the linear filtering stage (for example, setting negative values to

0 and leaving positive values unchanged), since using such a linear filter could result

in negative outputs which are not biologically plausible.

Then, it is common to model V1 simple cells by using oriented filters similar to the

V1 receptive field, where the excitatory and inhibitory regions are stretched in one

direction,  making  the  filter  selective  to  oriented  structures  in  images  (D.  Marr,

Ullman, and Brenner 1981; Adelson and Bergen 1985) (Figure 9). By filtering an

image  with  different  V1-like  filters  (i.e.  with  different  orientations  and  spatial
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frequencies),  a  feature map can be obtained for each filter,  thus representing the

activation of different V1 cells in each point.

One popular way of implementing oriented bandpass filters is the Gabor filter, which

is built by taking a 2D sinusoidal image, which has a specific orientation and spatial

frequency,  and multiplying  it  by  a  2D  Gaussian  function  that  makes  the  filter

localized in space (R. A. Young 1985; 1986; R. Young, Lesperance, and Meyer 2001;

Marĉelja 1980). This kind of image filtering with oriented bandpass (i.e. of a specific

spatial  frequency)  filters  is  not  only  important  for  its  relevance  to  modeling  the

visual system, it also has important mathematical and practical properties that make

them important  in  engineering applications  (R. A. Young 1985;  1986;  R. Young,

Lesperance, and Meyer 2001). In Figure 9 we see an example of an image filtered

with  a  set  of  Gabor filters,  with  the  bottom row showing the  filter  outputs  that

represent the activity of a model V1 population.

Figure  9.  Image  filtered  with  oriented  filters. Top  row:  A natural  image.  Middle  row:  The

visualizations of three oriented image filters are displayed. Brighter colors represent higher weights in

the filter, and darker colors represent smaller weights. The mean value of the filter weights is 0 (thus

darker colors show negative weights). Bottom row: The linear outputs of applying the filters to the

image above are shown (smaller versions of the filters were actually used, but the images in the

25



middle row were scaled to aid visualization). Bright pixels indicate higher values of the filter output,

and dark pixels indicate smaller values.

2.2.2) Textures, summary statistics and the Portilla-Simoncelli model

Although  they  do  not  have  an  easy  clear-cut  definition,  visual  textures  are  an

important  element  of  the  visual  world.  They  can  be  described  to  a  first

approximation by appealing to the distinction between “things” and “stuff” (Adelson

and Bergen 1991). The former constitute objects, or isolated entities such as lines or

blobs. The latter constitutes substance, or the material from which things are made

(Landy 2013;  Adelson 2001).  While  objects  and shapes in  images correspond to

“things”, textures and patterns in images corresponds to “stuff”.

While the perception of things, or objects, is often taken to follow from sophisticated

processing of the visual input to extract the shape of the thing in the world (David

Marr 1982; Riesenhuber and Poggio 1999), processing of texture depends on the

patterns  produced  by  the  “stuff”,  and  not  so  much  on  their  precise  layout.

Mathematically,  visual  patterns  can  be  described  or  encoded  using  summary-

statistics (SS). SS are statistical parameters computed over the pixels of an image, or

over the feature maps obtained from an image, and they encode the general structure

of a texture without specifying the layout of image features. For example, Figure 10

shows the output maps of two linear filters applied on an image, and a scatter plot of

the pair of outputs at each image location. Although the pattern of filter activations

may be complicated, some information of these patterns is encoded in the correlation

between the outputs of the two filters across pixels (ρ = 0.23), which is a SS of the

image, and that is clearly insensitive to the specific distribution of filter activations

in the image (i.e. several different feature maps and scatter plots can give rise to the

same correlation of 0.23).

But SS are not only useful for modeling and describing texture images, they have

also been widely studied as an encoding scheme used by the visual system. In his

pioneering  work,  Bela  Julesz  generated  visual  textures,  where  the  values  of

individual pixels were random, but they were sampled from a probability distribution
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with  specific  statistical  parameters  (Bela  Julesz  1962).  In  his  work,  different

statistical  parameters  were  used,  with  a  parameter  of  Nth order  describing  the

probability of N-wise point patterns. For example, first-order parameters describe the

average  intensity  (or  average  pixel  value)  of  a  region.  Second-order  parameters

describe the probability of two-pixel patterns, and they are equivalent to pairwise

pixel correlations in an image when pixel intensities have a multivariate Gaussian

distribution. Third-order parameters mark the co-occurrence of three-pixel patterns,

and so on  (B. Julesz 1962). He then studied whether humans could preattentively

discriminate textures that differed in the Nth order statistics, conjecturing that above

some  specific  order  N,  textures  would  be  indistinguishable  to  humans.  While

initially this line of work showed that textures with identical second-order statistics

were  not  easily  discriminable,  later  work  from  Julesz  and  collaborators  found

examples of textures that were identical up to their third-order statistics and could

still be discriminated (B. Julesz, Gilbert, and Victor 1978). Other researchers at the

time working with textures  used a  wide  range of  texture  stimuli,  and developed

models of different nature from those above, such as models based on the statistics

of  texture  elements  (textons)  rather  than  pixel  statistics  (Beck,  Prazdny,  and

Rosenfeld 1983), making for a vast and varied literature on the topic.

Figure 10. The correlation between filter outputs is a SS. To the left, the filter output maps of two

filters are shown. To the right, a scatter plot shows for each pixel the values of the two filter outputs.

Thus, the filter outputs are first summarized as a scatter plot (with precise spatial information lost),

which is then further summarized into the correlation between the two outputs.
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After further development in the study of texture perception and physiology,  the

relevance of considering that the early visual system preprocesses the visual input

with feature extractors (Hubel and Wiesel 1959; 1968; J. Y. Lettvin et al. 1959), and

that SS may be computed over the image features started to become evident  (B.

Julesz et al. 1973). This is the direction that texture perception modeling then took,

with the appearance of the filter-rectify-filter model (FRF model) (Bergen and Landy

1991; Bergen and Adelson 1988). The first stage of the FRF model involves filtering

an image with a bank of oriented bandpass filters (i.e. V1-like filters), applying a

rectification function to the filter outputs (one common rectification function is the

squaring of the filter outputs) and sometimes follow these by spatial pooling or other

operations as calculating the difference between orthogonal orientations. This linear

filtering followed by rectification generates  feature energy maps that indicate the

“amount” of a feature in a region, which is taken to correspond to the local texture.

Finally, a second oriented filtering stage is applied to these non-linear feature maps

to find local texture changes that can be used for texture-based segmentation (Bergen

and Landy 1991;  Landy 2013;  Rosenholtz  2014).  This  family  of  models  was so

common in texture modeling that it was also called the “back-pocket model”, and

many  studies  have   compared  human  texture  discrimination  performance  to  the

outputs of these models (Bergen and Landy 1991; Landy 2013).

Following these lines of research,  the description of textures as SS over oriented

bandpass  filter  outputs  continued  to  develop.  This  progress  also  involved  the

elaboration of algorithms that allow to synthesize random textures matched to a set

of input SS. One such early model is the Heeger-Bergen algorithm, which uses the

histogram of activations of each filter in a filter bank as the texture descriptor, and

generates synthetic textures by matching the filter activation histograms of a noise

image to a set of reference histograms obtained from an input image  (Heeger and

Bergen 1995).

A posterior key development for texture modeling and perception research was the

development  of  the  Portilla-Simoncelli  (PS)  algorithm  (Portilla  and  Simoncelli

2000). In this model, several sets of SS are computed over the outputs of a bank of

oriented bandpass filters (conceptually similar to  Figure 10).  In this  process,  the

image is first linearly filtered with a pair of quadrature filters for each orientation
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and scale. The outputs of these are equivalent to V1 simple cell outputs. Then, at

each  point,  the  magnitude  of  the  vector  given  by  the  activation  of  the  pair  of

quadrature filters is computed. This magnitude is the energy of the filter at that point

in the image, and it throws away the phase information. The output of these energy

filters is equivalent to V1 complex cell outputs.

After the linear filter outputs and the energy filter outputs are computed, different

sets of statistics are obtained: marginal pixel statistics, linear filter correlations across

space and scale, mean energy activations, and energy filter correlations across space,

scale and orientation. Note that each of these sets of SS contains several individual

SS. For example, the correlations across space involve correlations between several

different distances, and the correlations across orientation involve correlations across

all the different orientations. How many SS are included in the model depends on the

number of orientations and scales  used to  filter  the image,  as well  as  the cutoff

neighborhood for computing spatial correlations. Using 4 scales, 4 orientations and a

neighborhood  size  of  7  pixels  as  in  the  original  work  results  in  a  total  of  710

parameters in the model. Finally, besides the model of SS used to encode textures, an

algorithm allows to iteratively match a given input image (usually noise) to have a

prefixed set of values in these SS (Portilla and Simoncelli 2000) (see Figure 11A).

Many things are remarkable about the PS model. One is that when we extract the

values of these SS from a natural texture image, the new textures synthesized by the

algorithm to match these SS have a very appealing and naturalistic appearance, and

are often  very similar  to  the original  texture  (see  Figure 11). Although in some

examples it is evident that the PS model is unable to capture relevant image structure

(see  Figure  11B),  the  similarity  between  the  original  images  and  the  matched

synthetic  images  suggests  that  the  PS  model  captures  important  aspects  of  our

texture perception.

Another remarkable feature of the PS model is that it is, in some way, a conceptually

straightforward continuation of the feedforward hierarchical cascade by which the

cells  in a given visual processing stage combine the output of the cells from the

previous area into more elaborate receptive fields. For example, the PS correlations

across scale could correspond to a processing stage after V1 where the outputs of V1
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neurons with different scales are combined. And in fact, it has been observed (as

mentioned in Section 2.1.4) that neurons of mid-level visual areas, close to V1 in the

visual hierarchy, show selectivity for PS statistics (Freeman et al. 2013; Ziemba et al.

2016; Okazawa, Tajima, and Komatsu 2017; 2015). Therefore, although PS statistics

are not claimed to be a complete model of human texture perception, or to be fully

describe the selectivity of neurons in mid-level visual areas, the PS texture model is

an important model of the early stages of visual processing. Besides this described

line  of  work,  PS  textures  have  previously  been  used  to  probe  the  changes  in

selectivity and tolerance when going from area V4 to IT (Rust and DiCarlo 2010).

Figure 11. Portilla-Simoncelli texture synthesis. A) Diagram showing the process of synthesizing a

PS texture. To the left, an original input image is shown. Then, the output maps of different linear and

energy bandpass filters applied to the input image are shown. Third, an illustration of the PS statistics

is shown, where each SS involves a correlation between the outputs of two different filters. Finally, a

uniform noise image is shown before applying the PS algorithm to match its statistics to the values

extracted from the original image, and below it the final synthetic image is shown, for which the SS

have been matched to the original.  B) Three example pairs of original images (left image in each

box), and the corresponding PS texture matched in the PS statistics (right image in each box). It can

be appreciated that for each image a considerable part of the perceptual qualities of the image are

captured, but some levels of information and structure are lost.

30



Following  the  aforementioned  lines  of  research,  a  recent  major  advancement  in

texture  modeling  was  the  use  of  features  extracted  from  deep  neural  networks

(DNNs) to compute the SS to describe a texture or an image (L. Gatys, Ecker, and

Bethge 2015). In this  work, instead of computing SS of co-occurrences of hand-

engineered features inspired on visual system physiology, the co-occurrence SS are

computed over features of a neural network trained to do object recognition. This

model uses features that represent different levels of image structure (i.e. features

from earlier layers more similar to V1-like filters, of features from deeper layers that

respond to more complex shapes  or textures like mid-level and high-level  visual

areas), leading to the capacity to synthesize considerately more realistic and complex

textures.

2.2.3) Fourier representation of images:

The Fourier transform is a mathematical transformation that is frequently used for

processing signals such as images, as well  as for studying the visual system  (De

Valois and De Valois 1980). It is based upon the fact that any discrete signal can be

represented as a sum of sinusoidal functions, each with its corresponding amplitude

and phase  (Hyvärinen,  Hurri,  and Hoyer  2009).  Thus,  the  transform consists  on

transforming the representation of the signal from the original space, where the value

of the signal at each location is specified, to the representation where the signal is

specified by the amplitudes and phases of a set of sinusoidal basis functions. For a

2D signal such as an image, this is summarized by the following formula:

where  and  are the frequencies of the 2D cosine component in the horizontal

and vertical directions respectively,   is the phase offset of the cosine function,

and  is its amplitude. The terms H and V limiting the bounding the sum are half

of the horizontal  and vertical  dimensions of the image, respectively. The original

image  can  thus  be  encoded  in  the  set  of  parameters   (amplitude)  and  

31



(phase) for each h and v. Moreover, each pair or frequencies ωh and ωv corresponds

to a sinusoidal grating with a spatial frequency ω given by the modulus of the vector

(ωv, ωv),  , and an orientation θ given by the direction of the vector,

.  Therefore,  we  can  also  refer  to  the  image  parameters  by  the

orientation  and  spatial  frequency  of  these  sinusoidal  gratings  as   and  

(Hyvärinen, Hurri, and Hoyer 2009).

Besides its utility for image processing and engineering, the Fourier representation

of images is also widely used to study and model visual perception and early visual

processing.  As mentioned in  Sections 2.1.2, 2.2.1 and 2.2.2, the neurons of cortex

V1 show specificity to both orientation and spatial frequency. The Fourier transform

provides a formal way of defining and measuring the content (also power or energy)

of different orientations and spatial frequencies in an image, which are given by the

squared  amplitudes  of  the  sinusoidals  with  the  corresponding  frequency  ω  and

orientation θ, . Also, the Fourier transform allows to separate the energy of the

different orientations and spatial frequencies, given by their energies , from their

specific layout, given by their phases . These two different components of the

image are called the Fourier amplitude spectrum (or power spectrum) of the image,

and the Fourier phase spectrum respectively.

This  distinction  between  the  Fourier  amplitude  spectrum  and  the  Fourier  phase

spectrum, and the ability to separate the two is a widely used tool in vision science.

Although it is known that most of the scene information is contained in the phase

spectrum (see  Figure 12), the Fourier power spectrum guides important aspects of

both our physiological and perceptual responses to images. For example, the Fourier

power spectrum is equivalent to second-order pixel statistics, or to pairwise pixel

correlations,  which  were  shown  by  Julesz  (B.  Julesz  1962) and  later  by  other

researchers  (Hermundstad et al. 2014; Bergen and Adelson 1988), to be a stronger

segmentation cue than the higher-order  statistics (HOS) that  are contained in the

phase-spectrum  (although  the  latter  can  also  produce  segmentation  (Zavitz  and

Baker 2014; Barth, Zetzsche, and Rentschler 1998; Beck, Prazdny, and Rosenfeld

1983)).
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Also, as described in Section 2.1.2, complex cells in V1 are invariant to the phase of

the  underlying  stimulus,  unlike  simple  V1 cells.  This  is  sometimes described as

complex cells responding to the local Fourier power content of a given orientation

and  spatial  frequency  (Bergen  and  Adelson  1988;  Hyvärinen,  Hurri,  and  Hoyer

2009). Curiously, the mean output response of both linear and energy V1-like filters

are approximately given by the spectral content of the image (Hyvärinen, Hurri, and

Hoyer 2009; Freeman et al. 2013).

Figure 12. Fourier decomposition of images and phase swapping. The top row shows two original

natural images. The Fourier transform was applied to each image, thus obtaining the Fourier power

spectrum (i.e. the set of  for each image) and the Fourier phase spectrum (the set of  for each

image). Then, two hybrid images were generated by combining the Fourier power spectrum of each

image with the phase spectrum of the other image. Finally, the new hybrid images generated in the

Fourier domain were reconverted to the pixel domain, and the resulting images are shown in the

bottom row, with arrows indicating the source of the phase and the power spectrum of each hybrid

image. It can be seen that under inspection, the hybrid images are most similar to the image with

which they share the phase spectrum.

33



Another topic in which the Fourier transform has been relevant is in the study of

adaptation of the visual system to natural image structure. A well studied property of

natural images is that the average power at different frequencies falls roughly as a

power  law:  ,  with   (Thomson  and  Foster  1997;  Tolhurst  and

Tadmor 2000), and both the spatial frequency selectivity among V1 neurons (Field

1987) and human perception (Tolhurst and Tadmor 2000) seems to be adapted to this

property  of  natural  images,  making  them  highly  sensitive  to  the  spectral

characteristics of the visual input. 

Given the sensitivity of early visual processing to the Fourier power spectrum, when

performing experiments with visual stimuli, it is a common practice to control for

changes in the Fourier power spectrum of the stimuli. For example, matching the

power spectrum of two stimuli that are to be compared (as in Figure 12) is usually a

way to control for the effects of their low-level visual properties (Willenbockel et al.

2010; De Valois and De Valois 1980). Furthermore, when the relevance of “higher-

order” features of an image, such as the presence of an object, or scene identity are

tested by removing these features, it is common practice to do so by the procedure of

phase-srambling,  where  the amplitudes  of  the  Fourier  spectrum are  kept  but  the

phases are randomized (e.g.  (Gong et al. 2018; Freeman et al. 2013)). This phase-

scrambling  procedure  maintains  the  amount  of  energy  for  each  orientation  and

frequency, while destroying their spatial layout. Relatedly, it has been reported that

neurons in V1 have the same average response to PS textures, where there is strong

higher-order structure,  than to their  phase-scrambled counterparts  (Freeman et al.

2013).

2.2.4) Natural statistics, efficient coding, and contextual interactions:

Encoding the visual input is expensive. It is a complex signal that contains large

amounts of useful information. On the other hand, the brain is an organ with finite

resources that must be used efficiently. The high cost of representing this visual input

and the need to efficiently allocate the finite resources of the brain can be seen, for

example,  in  the  foveated  structure  of  our  visual  system,  with  a  large  part  of  its

resources dedicated to processing the very small part of the visual input (Section
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2.1.6). Simple extrapolation tells us that processing the whole visual field with this

high degree of precision would be prohibitive. 

When information theory emerged in the mid 20th century, formalizing the concepts

behind efficient encoding and transmission for electronic communications devices, it

was thus natural that this formalism was borrowed by neuroscience to try to make

sense of sensory processing. One of the key concepts of information theory is that of

the  redundancy  in  a  given  signal,  or  information  source,  which  relates  to  its

predictability and statistical regularities. It was soon realized in the pioneering work

of Attneave (Attneave 1954) and Barlow (H. B. Barlow 1961) that the reduction of

the  redundancies  in  the  input  signal,  or  equivalently  efficient  coding,  may  be  a

guiding principle of biological sensory systems. In fact, these scientists discuss how

the visual input we receive is highly redundant, with strong statistical dependencies

of visual measurements across space and time. These interdependencies are inherited

from the structure of the outside world producing the visual inputs we receive (e.g.

such as the co-variation of brightness across an image from a shared light source, or

the  expected  similarity  of  brightness  in  neighboring  regions  of  an  image  which

usually belong to the same surface). Using a neural representation of the visual input

such that the statistical independence between the responses of the different neurons

is reduced may thus increase the coding capacity of the visual system.

Although thinking on efficient coding has much advanced, and it is recognized that a

simple reduction of the redundancy of the visual input is likely not a desirable goal

for the brain  (Barlow 2001), the efficient coding hypothesis and its variants have

been an important guiding principle in neuroscience. At least in part, this is because

it  offers  a  clear  and formal  way in which to  relate  physiological  and perceptual

phenomena to the statistical  structure of visual inputs  (Simoncelli  and Olshausen

2001). It is possible to propose a criterion of encoding optimality for a representation

of images, and then find the representation or code that is optimal for the images of

the natural world. These can then be compared to the representations used by the

visual  system,  thus  providing  a  way  to  compare  the  guiding  theory  with  visual

physiology or perception. For example, different methods have been used to learn a

bank  of  linear  filters  for  representing  images,  such  that  their  statistical

interdependencies are minimized, and these frequently give rise to filters similar to
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V1 receptive  fields  (Olshausen  and Field  1996;  Bell  and Sejnowski  1997).  This

finding suggests that the selectivity of V1 cells may be explained by its efficiency for

encoding natural images under some constraints.

Another  important  phenomenon  that  has  been  explained  by  appealing  to  natural

image statistics and efficient representations is contextual modulation. For example,

early  work  applying  standard  statistical  techniques  to  learn  efficient  non-linear

encoding  schemes  to  natural  images  have  shown  an  emergence  of  complex

contextual modulation phenomena such as end-stopping (Krieger and Zetzsche 1996;

C. Zetzsche and Rhrbein 2001; Christoph Zetzsche and Nuding 2005). Other related

work optimizing a model of divisive normalization in V1 (i.e. where the response of

a  neuron  is  divided  by  the  output  of  other  local  cells)  to  reduce  statistical

dependencies  between  V1-like  filters,  showed  contextual  modulation  behavior

similar  to  that  of  real  V1 cells  (Schwartz  and Simoncelli  2001).  Further  models

trained  to  infer  statistical  dependencies  between center  and surround taking into

account the separation of images into segments (where center and surround could

belong to a homogeneous surface or to an heterogeneous surface) could reproduce

physiological and perceptual phenomena (Coen-Cagli, Dayan, and Schwartz 2012).

These  models  could  also  explained  variability  in  contextual  modulation  across

natural images, with images that were inferred to be heterogeneous (or “segmented”)

by  the  model  showing  significantly  smaller  contextual  modulation  than  images

inferred to be homogeneous (Coen-Cagli, Kohn, and Schwartz 2015).

The  analysis  of  natural  image  statistics  has  also  explained  several  perceptual

phenomena (Geisler 2008; Burge 2020). One interesting example related to texture

perception is the report that human perception of different sets of texture statistics

follows their predictability in natural images (Tkacik et al. 2010). In this work, it is

shown that humans show low sensitivity to higher-order texture statistics that are

predictable from other statistics in natural images (i.e. they carry little information),

while  showing  higher  sensitivity  to  higher-order  texture  statistics  that  are

unpredictable (they are informative). This finding is also confirmed and extended by

later  studies  showing  that  the  perceptual  saliency  of  different  texture  statistics

follows their relative variability, which would be expected from an efficient coding

regime under certain conditions (such as noise levels and channel capacity) that are
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argued to reign coding in the visual cortex (Hermundstad et al. 2014; Tesileanu et al.

2020).

2.3) PERCEPTION IN PERIPHERAL VISION

2.3.1) Peripheral vision and visual crowding:

As described previously, one of the most salient aspects of the primate visual system

is its segregation into a high acuity central vision and a much less detailed peripheral

vision. But although this phenomenon is readily evident in everyday perception, it is

less clear precisely how peripheral and central vision differ. One first guess may be

that peripheral vision is “more blurry”, but it is commonly accepted that this is far

from explaining all the properties of peripheral vision (Rosenholtz 2016; Strasburger,

Rentschler, and Jüttner 2011). In fact, although the threshold size at which letter can

still be identified scales linearly with eccentricity, it does so with a relatively shallow

slope, and we thus retain a very decent ability to recognize small letters shown in

the periphery (Rosenholtz 2016).

Although  there  are  many  characteristics  that  differentiate  central  and  peripheral

vision, some of them probably undiscovered, a phenomenon called visual crowding

is commonly considered the main limiting factor of peripheral vision  (Rosenholtz

2016; Strasburger, Rentschler, and Jüttner 2011). Visual crowding is a phenomenon

in which the recognition or discrimination of a given object in peripheral vision,

which would be easy with the object shown in isolation, is impaired by the presence

of  nearby  objects  (Whitney  and  Levi  2011;  Rosenholtz  2016).  This  example  of

situations in which the acuity of peripheral vision may be sufficient to carry out a

recognition task but this task is impaired by contextual interactions comes to show

again that acuity loss is not the full picture of peripheral vision limitations.

In a classical experimental paradigm for crowding, a subject is asked to fixate on a

point on a screen, and to recognized stimuli shown in the visual periphery (Figure

13). Then, different uninformative surrounding stimuli are introduced close to the

target, usually inducing a deterioration in task performance (D. G. Pelli, Palomares,
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and  Majaj  2004;  Rosenholtz  2016;  Whitney  and  Levi  2011).  With  this  kind  of

paradigm, crowding has been shown to occur for several kinds of stimuli, and for

information at  several  levels  of image complexity,  such as vernier  stimuli  (Levi,

Klein, and Aitsebaomo 1985; Manassi, Sayim, and Herzog 2012), letters (D. G. Pelli,

Palomares,  and  Majaj  2004;  Strasburger,  Rentschler,  and  Jüttner  2011),  faces

(Farzin,  Rivera,  and Whitney 2009; Louie,  Bressler,  and Whitney 2007; Sun and

Balas 2014), objects (Wallace and Tjan 2011), scenes (Gong et al. 2018) and motion

(Ikeda,  Watanabe,  and Cavanagh 2013).  Since the visual input  we receive in the

natural  world  is  also  usually  cluttered,  this  makes  crowding  an  important

phenomenon  for  everyday  vision  (Whitney  and  Levi  2011;  Denis  G.  Pelli  and

Tillman 2008).

Figure 13.  Letter crowding demonstration. Example of classical stimuli configurations. The top

row shows an isolated T. Fixating on the cross it can be readily recognizable. On the second row, two

flanking letters crowd the T and make it inrecognizable. In the third and fourth row, the crowding

effect is alleviated by increased target-flanker distance.
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Importantly, crowding has been shown to have many idiosyncratic characteristics.

For example,  masking is  another important perceptual  phenomenon in which the

detection  of  a  given  signal  or  feature  is  hindered  (or  its  perceived  contrast  is

lowered) by the presence of surrounding stimuli  (Polat and Sagi 1994; Xing and

Heeger 2000; D. G. Pelli, Palomares, and Majaj 2004). But unlike masking and other

relate  phenomena,  crowding  does  not  affect  target  detection,  but  only  target

identification (D. G. Pelli, Palomares, and Majaj 2004). This is reflected in the well

described subjective appearance of crowded displays, where it is often described that

the stimuli are perceived clearly and sharply, but with target and flankers jumbled

together  into  an  unrecognizable  shape  (D.  G.  Pelli,  Palomares,  and Majaj  2004;

Balas,  Nakano,  and  Rosenholtz  2009).  Another  major  characteristic  of  visual

crowding is that the spatial extent at which flankers interfere with target perception

is approximately half of the targets eccentricity (Whitney and Levi 2011; D. G. Pelli,

Palomares,  and  Majaj  2004).  This  linear  scaling  of  crowding  distance  with

eccentricity is referred to as Bouma’s law (D. G. Pelli, Palomares, and Majaj 2004;

Bouma  1970).  A third  important  characteristic  of  crowding  observed  in  many

crowding  studies  is  that  crowding  is  asymmetric  in  the  visual  field,  with  more

peripheral flankers exerting stronger crowding than flankers more central than the

target  (Petrov and Meleshkevich 2011; Petrov, Popple, and McKee 2007; Whitney

and Levi 2011). Finally, although not specific to crowding, it is known that target-

flanker  dissimilarity  in  various  dimensions  (e.g.  color,  spatial  frequency,  kind  of

stimulus as in letters vs faces, among others) can strongly reduce crowding (Whitney

and Levi 2011; Levi 2008).

One reason why crowding research has caught much attention in the last decades is

that as a breakdown of object recognition, it is seen as a useful paradigm to study the

mechanisms  of  this  computational  process.  Moreover,  although  there  are  many

hypotheses about the origins of crowding, probably the most influential  is that it

happens due to excessive feature integration, which is an otherwise necessary step

for object recognition (D. G. Pelli, Palomares, and Majaj 2004; Denis G. Pelli and

Tillman 2008; Strasburger, Rentschler, and Jüttner 2011; Levi 2008). This hypothesis

posits that, while pooling (or integrating or binding) the set of features that comprise

an object is an essential step of object recognition, the pooling windows are too large

in the periphery,  leading target and surround features to be pooled together,  thus
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preventing recognition of the target,  and explaining the “jumbled” appearance of

crowded objects (D. G. Pelli, Palomares, and Majaj 2004; Whitney and Levi 2011;

Denis G. Pelli and Tillman 2008). This hypothesis is in line with the physiology of

the primate visual system, where the receptive fields of neurons grow larger with

their eccentricity, thus making for larger integration regions in the periphery than in

central  vision  (Section  2.1.6).  Furthermore,  it  has  been  proposed  that  Bouma’s

crowding window, which grows with eccentricity when measured in the visual field,

reflects  a  pooling  window of  constant  size  when measured as  area in  the visual

cortex V1 (Denis G. Pelli and Tillman 2008).

One  particularly  influential  pooling  model  of  crowding  is  the  summary-statistics

(SS) representation model of peripheral vision (Figure 14). In this model, the step of

feature  pooling  would  consist  on  the  computing  of  the  local  SS of  the  features

detected in an earlier stage (Balas, Nakano, and Rosenholtz 2009; Rosenholtz 2016;

Freeman and Simoncelli 2011). As described for the excessive pooling hypothesis,

the regions over which SS are computed would grow with eccentricity in a way that

leads to Bouma’s law. This model of crowding has had notable success in many

aspects. For example, in a fundamental study in this line of work, it was shown that

when computing the SS of the PS texture model for different crowding displays, and

then synthesizing texturized versions of these displays,  the performance at  target

classification was similar for the original crowding task in peripheral vision and for

careful inspection of these texturized images (Balas, Nakano, and Rosenholtz 2009).

Interestingly, this approach reproduced the effects of several variations in display

configuration,  such  as  target-flanker  dissimilarity.  This  suggests  that  the  loss  of

information during crowding may reflect a texture-like encoding of the stimulus in

peripheral  vision.  This  kind  of  encoding  scheme  could  lead  to  an  efficient

representation that can sustain behavior with relatively low cost (Balas, Nakano, and

Rosenholtz 2009; Whitney and Yamanashi Leib 2018).

Furthermore, this model of crowding has found important parallels in physiology.

Another  important  work  on  the  SS  encoding  model  of  peripheral  vision  tested

fixating  humans  ability  to  discriminate  between  two  natural  scenes  that  were

texturized by applying the PS model locally over a set of windows that grew linearly
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with  the  distance  from  the  fixation  point.  Essentially,  subjects  were  unable  to

discriminate  the  two synthetic  images  when the  growth of  pooling  regions  with

eccentricity was beneath a critical slope. This was remarkable given that the images

were considerably different under visual inspection (i.e. no fixation)  (Freeman and

Simoncelli  2011),  and  it  was  interpreted  to  reflect  a  localized  texture-like

representation  in  the  visual  system,   such  that  this  representation  could  not

distinguish between the two images when the local SS are matched. Furthermore, the

critical  slope  matched  the  slope  of  receptive-field  growth  of  visual  area  V2,

suggesting that the texturized pooling occurred in this area. As described previously

(Sections 2.1.4, 2.2.2),  this  was later supported by physiological studies showing

that neurons in visual area V2 are selective to these SS and that they show some

invariance to changes in texture sample (Freeman et al. 2013; Ziemba et al. 2016).

Remarkably,  the  SS encoding  model  of  peripheral  vision  has  then  been  used  to

explain other perceptual phenomena, such as visual search (Rosenholtz et al. 2012),

scene  perception  (Ehinger  and  Rosenholtz  2016),  a  wider  arrange  of  crowding

displays (Rosenholtz, Yu, and Keshvari 2019), and subjective perception in general

(Cohen, Dennett, and Kanwisher 2016).

Figure 14. Summary-statistics encoding model of peripheral vision. Diagram showing the steps of

the SS encoding model of peripheral vision. The image to the left shows the visual input, and the

shaded regions show, for different eccentricities, the receptive fields over which SS are pooled. It can

be seen that pooling areas grow with eccentricity. Then, the image is filtered with oriented bandpass

filters analogous to V1 cells, and finally the SS over these filter outputs are computed for the pooling

region.
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2.3.2) Grouping and segmentation in contextual modulation:

Despite  the  success  of  the  SS encoding  model  in  explaining  some experimental

results on visual crowding, it has been argued that it fails to explain other important

characteristics  of  crowding,  and  that  this  is  because  of  its  lack  of  grouping

mechanisms, or of global processing  (Herzog et al. 2015) (this is claimed to be a

failure of all pooling models of crowding). This is mostly based on several studies

showing a strong modulation of crowding phenomena by grouping cues, which seem

difficult to reconcile with the feedforward pooling models of crowding (Herzog et al.

2015; Manassi, Sayim, and Herzog 2012; Malania, Herzog, and Westheimer 2007;

Saarela and Herzog 2009; Manassi et al. 2015; 2016; Manassi, Sayim, and Herzog

2013). The main type of results that seem difficult to explain with pooling models

are:  the  strong release  of  crowding induced by subtle  manipulations  of  stimulus

configuration that generate target-flanker ungrouping; the release of crowding that

can  be  induced by adding more  flankers  to  a  display,  if  these  aid  target-flanker

ungrouping;  and  manipulations  that  modulate  crowding  by  adding  flankers  far

outside Bouma’s window.

Intuitively, under a pooling model where flankers interfere with target identification

because  their  features  are  pooled  together,  adding  more  flankers  should  worsen

performance.  Also,  subtle  changes  of  the  flankers  (such  as  slight  rotations,  or

changes in spacing regularity) that change feature properties only slightly should

have small  effects  on crowding.  Finally,  flankers that  fall  outside of  the pooling

window for the target should have no effect on crowding.  Nonetheless,  all  these

manipulations  can  induce  a  strong  reduction  of  crowding  if  they  induce  target-

flanker ungrouping  (Herzog et al. 2015). Furthermore, in contrast to (Freeman and

Simoncelli 2011) where it was shown that subjects failed to discriminate between

two different texturized scenes that shared the local SS, in more recent work (Wallis

et  al.  2019) showed  that  subjects  can  usually  discriminate  the  texturized  scenes

(generated using either PS or deep neural network-based statistics) from the original

scenes, particularly when the latter contained strong non-texture structure (i.e. more

“stuff” like content, or stronger grouping cues).
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Beyond  the  particular  interest  to  crowding  research,  these  grouping  effects  on

crowding  have  been  argued to  be  an  important  example  of  the  failure  of  local,

feedforward models in general to explain human vision (Herzog and Manassi 2015;

Manassi et al. 2016; Doerig et al. 2019). Indeed, different modeling studies found

that state of the art feedforward models of the visual system, such as deep neural

networks, fail to display these effects of global stimulus configuration in crowding

(Doerig et al. 2019; Francis, Manassi, and Herzog 2017; Doerig, Schmittwilken, et

al. 2020; Doerig, Bornet, et al. 2020). These studies argue for the need to include

recurrent processes of grouping in models of the visual system that allow for global

processing of the visual input. In line with this, grouping is known to affect other

contextual  modulation  effects  such  as  backwards  contrast  masking  (Saarela  and

Herzog 2009), the tilt-illusion (Qiu, Kersten, and Olman 2013), filling-in (Paradiso

and Nakayama 1991; Stürzel and Spillmann 2001) and perceptual fading  (Vergeer

and  van  Lier  2007),  besides  also  affecting  contextual  modulation  in  audition

(McWalter and McDermott 2018; Oberfeld and Stahn 2012) and touch  (Overvliet

and  Sayim  2016),  indicating  that  this  is  an  effect  with  general  relevance  to

perception.

Nonetheless, it has also been argued that some of the mentioned studies may not

fully rule out the role of feedforward processing in the observed results. Particularly,

it has been noted that our intuitions about pooling models of crowding, which guide

most of the experimental designs and analyses mentioned above, may not properly

capture  the  potential  behaviors  of  the  SS  encoding  model  (Rosenholtz,  Yu,  and

Keshvari 2019). This is because the SS model proposes a high-dimensional pooling,

with  several  hundreds  of  statistics  being  computed  over  image  features,  which

produces behaviors different from those of the low-dimensional pooling models that

usually guide our intuition and toy models. This is illustrated with several examples

by Rosenholtz, Yu, and Keshvari (2019), where they use the SS model encoding of

experimental crowding stimuli to synthesize new images (referred to as  mongrels)

that  show what  stimulus  information  survives  and  what  is  lost  in  this  encoding

regime. With this approach, the authors show that a number of experimental results

which can intuitively seem to show a failure of pooling models, may actually be

explained by a high-dimensional SS encoding model.  For example,  segmentation

cues that would intuitively seem to escape such a shallow feedforward model were
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shown to be conserved in the SS encoding and synthesis approach, and to aid target

discrimination. Thus, a feedforward SS encoding model may be able to make use of

segmentation  cues  in  the  stimuli,  without  the  need  for  an  explicit  segmentation

process in the encoding stage. Given the success of the SS model in explaining a

wide range of phenomena, and its potential for complex unintuitive behavior, it is

therefore proposed that stronger and more direct evidence of SS model failure is

needed before breaking the parsimony of the model with new ad-hoc mechanisms.

Finally, although several studies have argued for the insufficiency of pooling models,

no effort to our knowledge has previously addressed how segmentation and grouping

processes may be included explicitly in the SS model.

3) CONTRIBUTIONS OF THIS WORK

The present work has resulted in the elaboration of two published articles, one titled 

“Flexible contextual modulation of naturalistic texture perception in peripheral 

vision” (Herrera-Esposito, Coen-Cagli, and Gomez-Sena 2021), and another one 

titled “Redundancy between spectral and higher-order texture statistics for natural 

image segmentation” (Herrera-Esposito, Gómez-Sena, and Coen-Cagli 2021). Here, 

taking advantage of the broad overview given in the introduction, we summarize the 

general contributions of these studies.

3.1) Flexible contextual modulation of naturalistic texture 
perception in peripheral vision

In  the  first  article,  we  work  at  the  intersection  between  several  of  the  topics

presented in  the introduction.  As described in the introduction,  the most popular

model  of  peripheral  vision  is  the  SS  encoding  model,  and  its  most  used

implementation is based on the PS model statistics  (Rosenholtz 2016). This model

has shown close ties to early visual system physiology (Freeman et al. 2013). This is

also one of the main models for explaining visual crowding in peripheral vision.
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Nonetheless, there is a debate regarding when and why this model fails in presence

of segmentation or grouping cues (Herzog and Manassi 2015). In the first article, we

bring all of these topics together by doing a psychophysical study of the contextual

modulation of PS textures in presence of different segmentation cues.

One problem with previous work studying cases in which the SS model (or pooling

models) fail to explain crowding in presence of grouping cues, is that they have used

stimuli that are difficult to relate to the SS model. This is because these studies use

stimuli that re not naturally defined by their SS, such as very basic geometric shapes

(Manassi, Sayim, and Herzog 2013) or complex natural scenes (Wallis et al. 2019),

and  slight  changes  to  these  stimuli  may  have  unpredictable  effects  on  their  SS

representations  (Rosenholtz, Yu, and Keshvari 2019). This has precluded this work

from giving a clearer view of what makes the SS model fail. To solve this problem,

in this work we constructed our stimuli using PS textures (see Figure 2 of (Herrera-

Esposito,  Coen-Cagli,  and  Gomez-Sena  2021)),  which  allow  us  to  relate  more

directly  our  results  to  the  SS  model.  We  take  advantage  of  this  by  building  a

computational observer model that solves the task using a linear readout of the SS of

the stimulus, and that we can compare with our experimental results.

Using these stimuli, we showed that geometric segmentation cues led to a reduction

of contextual modulation that was not captured by our observer model. Furthermore,

we  show  that  for  the  segmentation  cue  to  reduce  contextual  modulation,  it  is

important  that  it  induces  target-surround  discontinuity,  and  that  the  low-level

properties of the cue and its adjacency to the target seem to contribute little to this

effect. The relevance of the high-order property of target-surround continuity, the

lack  of  an effect  of  the  low level  properties  of  the  segmentation  cue  and of  its

adjacency to the target, and the inability of our observer model to reproduce these

results would seem to argue in favor of an explicit segmentation mechanism that

modulates  the  peripheral  encoding  of  target  information.  This  is  in  support  of

previous  work  with  simple  object-like  stimuli  (Herzog  and  Manassi  2015),  but

generalizing this point to a different kind of stimuli and task that are more directly

related to the SS model. We note, however, that the failure of our observer model to

capture these phenomena does not exclude the possibility that a more sophisticated

SS observer model solving the task (i.e. with several pooling windows, or with a
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different decoding for solving the task) could reproduce these segmentation results.

Future work synthesizing  mongrels  of  our  stimuli  and testing  whether  these  can

reproduce  the  experimental  results  can  either  strengthen  the  idea  that  explicit

segmentation  processes  that  affect  target  encoding  are  required  in  the  SS model

(such as flexible pooling windows, or flexible surround suppression), or conversely,

show how SS representations can capture quite complex cues that would intuitively

seem to escape them, with a novel kind of stimulus.

Furthermore, our stimuli allowed us to test the effect of target-surround dissimilarity

at two levels of image structure, each corresponding to a different processing stage

of the SS model, and to a different area of the visual system. We separately tested the

effect of target-surround dissimilarity in the Fourier amplitude spectrum (or spectral

statistics), and dissimilarity in the higher-order statistics (HOS) of the PS model.

While the former corresponds to the first stage of the SS model and is associated

with area V1, the latter  corresponds to  the second stage of the SS model  and is

associated  with  areas  V2/V4.  We  found  that  the  effect  of  target-surround

dissimilarity  was  much  stronger  for  the  spectral  statistics  than  for  the  HOS.

Furthermore, we showed that this effect was mediated by an increased segmentation

between target and surround when the two were dissimilar in their spectral statistics,

and not merely by the pooling of target and surround. Although it is well known that

spectral  statistics  are  a  major  segmentation  cue,  from  studies  varying  texture

orientation  and spatial  frequency or  directly  in  their  second-order  pixel  statistics

(Beck 1966; Beck, Sutter, and Ivry 1987; Graham, Sutter, and Venkatesan 1993; Bela

Julesz 1962), this is the first study comparing these texture properties to the higher-

order  statistics  of  the  PS  model.  This  offers  important  constraints  regarding  the

stages at which contextual modulation and segmentation may occur in the SS model,

and  it  has  important  implications  for  understanding  the  mechanisms  underlying

target-surround  dissimilarity  effects  in  crowding,  which  could  in  principle  be

produced by a pooling mechanisms (Rosenholtz, Yu, and Keshvari 2019).

Also, besides the contribution to better understanding the SS model of peripheral

vision,  the  previous  experiment  also  contributes  to  better  understanding  texture

segmentation  in  general.  Despite  texture  segmentation  being  a  widely  studied

phenomenon, and the PS model being one of the most influential models of texture
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perception,  this  is  the  first  experimental  test  of  the  HOS  of  the  PS  model  as

segmentation cues. This is important because the few studies that have analyzed the

effect of HOS for segmentation have used artificial textures, such as coarse binary

textures (Hermundstad et al. 2014), and it was still unclear whether PS statistics play

a role in segmentation. This result thus provides an important constraint for the study

of texture segmentation psychophysics, physiology and modeling. In the article we

provide an extensive discussion of this result in the context of existing models of

texture segmentation.

Then, in order to test  the relevance of naturalness for our contextual modulation

phenomenon, we tested the effect of phase-scrambling the surrounds, which destroys

their  naturalistic  HOS.  This  procedure  has  been  used  previously  to  show  an

adaptation of contextual modulation in V1 to the structure of natural images, and has

been related to its possible role in the efficient coding of the visual input (e.g. (Coen-

Cagli,  Kohn,  and Schwartz  2015)).  We observed that  phase-scrambled surrounds

generate  much  weaker  contextual  modulation  than  PS  textures  with  naturalistic

HOS. Furthermore,  we show that this effect of surround scrambling seems to be

mediated  by  increased  segmentation.  These  results  support  an  adaptation  of

contextual modulation to natural image statistics, and that this adaptation is relevant

for human perception. Also, we relate this result to the hypothesis that contextual

modulation reflects inference about the center from the structure of the surround

(Coen-Cagli, Kohn, and Schwartz 2015). Also, this results suggest a relevant role of

V1 surround suppression as an important mechanism limiting texture perception in

peripheral vision.

Finally, we tested whether the contextual modulation we observed was due to visual

crowding. Remarkably, crowding had not been studied before using textures, to the

best of our knowledge.  This is  important because textures are a  major source of

information about the environment, and thus the extent to which the phenomenon of

visual crowding is a limitation to natural vision will depend on its effects on texture

perception. In our experiments we show that our contextual modulation phenomenon

does  not  reliably  show  one  of  the  hallmarks  of  crowding:  a  stronger  effect  of

outwards  vs  inwards  targets.  We argue  that  this  may be  due  to  other  contextual
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modulation  processes  limiting  target  perception  in  our  task,  and  that  to  better

understand the limitations of crowding on natural visual perception, it is important to

further study how crowding limits different perceptual tasks. Thus, with these results

and analysis we argue for the need of some nuance in the widely held view that

crowding is the main limitation of peripheral vision.

In sum,  in  this  work  we provide  an  exhaustive  analysis  of  the  relation  between

segmentation and contextual modulation for PS textures. This study contributes to:

1) a better understanding of the limitations of the SS model of peripheral vision, and

it provides important constraints to further extend this model, 2) it shows for the first

time that the influential HOS of the PS model are a weak segmentation cue, 3) it

supports the view that contextual modulation of textures is adapted to natural image

structure, and it links our perceptual results to prior physiological literature, and 4) it

provides the first analysis of crowding for texture stimuli.

3.2) Redundancy between spectral and higher-order texture 
statistics for natural image segmentation

In the second article from this work, we look more deeply into one of the results of

the first article: the weak role of the HOS of the PS model in texture segmentation.

This result is interesting because of the high perceptual relevance of PS statistics,

generating an apparent contradiction between the importance of these statistics for

the texture perception on the one hand, and their small effect in texture segmentation

on the other. To explain this apparent contradiction, we hypothesized that the weak

role  of  these  HOS for  segmentation  can  be  explained  by their  redundancy  with

spectral  statistics  in  natural  images  for  this  specific  task.  In  other  words,  we

hypothesized  that  in  natural  images  the  HOS of  the  PS  model  would  add  little

information for segmentation over what is already present in spectral statistics, and

that resource constraints may push the brain to only rely on spectral statistics for this

task. In the second article we explore this hypothesis through a computational study,

analyzing the contributions of spectral and HOS to a model observer performing a

natural image segmentation task.
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In this work we find that although both spectral statistics and the HOS of the PS

model are informative for segmentation, using them together improved segmentation

performance only weakly. Furthermore, we observed that they tended to mislabel the

same images, showing a redundancy between their responses. Nonetheless, we also

observed that there are images where HOS do improve segmentation over spectral

statistics,  which  could  be  exploited  by  making  a  “flexible”  use  of  HOS  for

segmentation,  where  they  are   in  cases  where  they  would  be  specially  useful.

Nonetheless, our attempts to identify these images from their texture statistics had

low accuracy, meaning that it may be difficult to implement such a flexible system.

This offers a new insight into why these HOS are a weak segmentation cue.

Importantly, although previous work has studied the relation between the saliency of

textures in human perception and the natural image statistics (Tesileanu et al. 2020;

Hermundstad et al. 2014; Tkacik et al. 2010), these have used artificial textures, and

a  set  of  simple  HOS.  Also,  as  mentioned,  these  previous  studies  looked  at  the

variability of texture statistics in natural images without focusing on any specific

perceptual  task.  In  this  work  we  argue  that  it  is  important  to  look  at  the

informativeness  of  texture  statistics  (and  other  image  properties)  for  specific

perceptual tasks, in order to understand their role in human vision. This is also in line

with the increased interest in developing observer models that solve different tasks

taking natural images as inputs, as opposed to observer models using simple tasks

and stimuli (Burge 2020). Related to these ideas, we hypothesize that the HOS of the

PS model are likely much less redundant with spectral statistics for other tasks such

as texture identification or material perception, and that this may explain why these

statistics  are  of  such  relevance  for  texture  perception  but  not  for  texture

segmentation. Preliminary data (not shown) comparing the contributions of spectral

statistics and HOS to computational observers performing such tasks supports this

hypothesis. Thus, this work contributes both insights to the role of an important set

of HOS in natural image segmentation, and an example case where the task-specific

analysis of natural image structure is used to understand the apparent contradiction

between two experimental results.

Finally, an important unanswered question that lingers in our explanation is why,

given  that  both  are  redundant  and  similarly  useful  for  segmentation,  the  visual
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system would be adapted to  use spectral  statistics rather  than HOS in peripheral

vision. That is, the redundancy argument explains why it may be the case that one set

of statistics is used and not both together, but it does not weight on which of the two

sets of statistics could be preferred. The explanation of why spectral statistics are

preferred may be looked for in either physiology or in image statistics.

Possible physiological explanations would propose why it could be beneficial for

segmentation  to  occur  using the  information represented  in  V1,  the first  cortical

stage  of  visual  processing.  For  example,  it  may  be  useful  to  have  image

segmentation occur as early as possible in the visual system. Also, it may be that the

combination  of  image  features  represented  in  V1,  which  besides  local  spectral

content include color, disparity and motion, make it an ideal location to use all those

cues  together  for  segmentation,  although selectivity  to  these  features  seem to be

mostly shared by V2. It may be the case that some particular architectonic feature of

V1  (such  as  specific  patterns  of  horizontal  connectivity)  subserve  a  range  of

functions  occurring  in  this  area,  including  texture  segmentation.  Maybe  the

difference in size between the receptive fields of the two areas allows V1 to provide

finer segmentation. Or maybe V1 has a smaller number of channels  (i.e. fewer types

of selectivity) than higher areas V2 and V4, which could make segmentation more

efficient.

Alternatively, it may be the case that the explanation to why spectral and not HOS

are preferred for texture segmentation in the periphery has an explanation in the

computational properties of images. For example, it may be the case that the local

spectral statistics can be reliably estimated with smaller areas than the local HOS,

which would allow them to sustain finer segmentation. Another example is that a

closer  look  at  the  patterns  of  segmentation  offered  by  spectral  and  HOS shows

differences  between  the  two  that  breaks  the  symmetric  relation  of  redundancy

described  in  our  work.  For  example,  some  structures  of  the  world  may  be

particularly  important  to  segment  in  peripheral  vision,  and  they  may  be  better

segmented by spectral than by HOS.
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This listing of reasons why spectral statistics may be preferred for segmentation over

HOS is not exhaustive. Testing these and other hypothesis constitutes another venue

of follow up work on this study.
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Peripheral vision comprises most of our visual field, and
is essential in guiding visual behavior. Its characteristic
capabilities and limitations, which distinguish it from
foveal vision, have been explained by the most
influential theory of peripheral vision as the product of
representing the visual input using summary statistics.
Despite its success, this account may provide a limited
understanding of peripheral vision, because it neglects
processes of perceptual grouping and segmentation. To
test this hypothesis, we studied how contextual
modulation, namely the modulation of the perception of
a stimulus by its surrounds, interacts with segmentation
in human peripheral vision. We used naturalistic
textures, which are directly related to summary-statistics
representations. We show that segmentation cues affect
contextual modulation, and that this is not captured by
our implementation of the summary-statistics model.
We then characterize the effects of different texture
statistics on contextual modulation, providing guidance
for extending the model, as well as for probing neural
mechanisms of peripheral vision.

Introduction

Central and peripheral vision fulfill different roles
in visual perception, as reflected by their different
information processing capabilities. The most
influential model of peripheral visual processing is
the summary statistics (SS) model (Parkes, Lund,
Angelucci, Solomon, & Morgan, 2001; Balas, Nakano,
& Rosenholtz, 2009; Freeman & Simoncelli, 2011;
Rosenholtz, 2016), which proposes that the peripheral
visual input is represented using SS of the activations of
feature detectors (Figure 1), computed over prespecified
regions of the visual field (termed pooling windows)

whose size scales linearly with eccentricity. This
model fits in the descriptive paradigm of vision as
a hierarchical feedforward cascade of visual feature
detectors (Riesenhuber & Poggio, 1999; Doerig et
al., 2019), and it is theoretically appealing because
replacing a detailed representation of the visual input
with a SS results in a significant compression of the
visual input. Furthermore, this compression results
in a loss of information that could parsimoniously
explain the limitations of peripheral vision (Rosenholtz,
2016), including the impairment of target identification
by surrounding stimuli (visual crowding (Balas et al.,
2009), often regarded as the most important factor
in peripheral vision), as well as phenomena related to
visual search (Rosenholtz, Huang, Raj, Balas, & Ilie,
2012), scene perception (Freeman & Simoncelli, 2011;
Ehinger & Rosenholtz, 2016), and subjective aspects
of visual experience (Cohen, Dennett, & Kanwisher,
2016). The SS framework has also been used to explain
auditory perception of sound texture (McDermott &
Simoncelli, 2011), suggesting a more general role of SS
representations.

Despite providing a solid foundation, it has been
hypothesized that phenomena involving segmentation
and grouping in peripheral vision escape the standard
SS model, and therefore more accurate models of
peripheral vision should include recurrent processes
of grouping and segmentation (Manassi, Sayim, &
Herzog, 2013; Manassi, Lonchampt, Clarke, & Herzog,
2016; Doerig et al., 2019). Grouping different elements
into objects or ensembles, or conversely segmenting the
scene into different segments, is an essential aspect of
human vision. Segmentation processes have been shown
to affect several contextual modulation phenomena (i.e.
phenomena in which perception of an image region is
affected by its surrounds), such as backward contrast
masking (Saarela & Herzog, 2009), the tilt-illusion
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Figure 1. Summary-statistics representation model. Illustration
of the main features of the standard SS model, and its relation
to physiology and image properties. An input image is first
filtered with a bank of oriented V1-like filters, whose activation
power is determined by the Fourier amplitude spectrum (FAS)
of the image in the pooling region. Then SS are computed over
the activations of these filters in fixed pooling windows that tile
the visual field. The SS in the second stage are referred to as
higher-order statistics (HOS; in contrast to the statistics
contained in the FAS).

(Qiu, Kersten, & Olman, 2013), filling-in (Paradiso
& Nakayama, 1991; Stürzel & Spillmann, 2001),
perceptual fading (Vergeer & van Lier, 2007) and
crowding (see Herzog, Sayim, Chicherov, & Manassi,
2015 for a review). Similar effects have been reported
in audition (Oberfeld & Stahn, 2012; McWalter &
McDermott, 2018) and touch (Overvliet & Sayim,
2016). In particular, much work with vernier and letter
stimuli showed that even small changes to the contextual
stimuli, or changes far away from the target, can lead
to target-surround ungrouping and a considerable
reduction in crowding (Kooi, Toet, Tripathy, & Levi,
1994; Saarela, Sayim, Westheimer, & Herzog, 2009;
Manassi, Sayim, & Herzog, 2012; Manassi et al., 2013;
Manassi, Hermens, Francis, & Herzog, 2015; Manassi
et al., 2016), a phenomenon known as “uncrowding.”
It has been argued that these results show a failure of
feedforward pooling models, such as the SS model,
and that this failure is due to their lack of recurrent
processes of grouping and segmentation (Herzog et
al., 2015; Francis, Manassi, & Herzog, 2017; Doerig et
al., 2019; Doerig, Bornet, Choung, & Herzog, 2020).
Furthermore, current SS model implementations also
fail to capture the peripheral appearance of natural
scenes that contain strong grouping and segmentation
cues (Wallis et al., 2019). However, it has been proposed
that the SS model may be able to account for these
results, without recurrent segmentation or grouping
mechanisms that modify the encoding of SS, because
segmentation cues could be directly decoded from
the fixed SS representation (Rosenholtz, Yu, &
Keshvari, 2019). One challenge in exploring these

alternatives is that commonly used crowding tasks,
such as discriminating the offset of a crowded vernier
stimulus (Manassi et al., 2013; Doerig et al., 2019), or
the more recent task of discriminating complex scene
distortions (Wallis et al., 2019) depend on perceiving a
given feature from a specific target object in an array,
or complex arrangements of features, which are not
easy to link intuitively or computationally to the more
distributed and texture-like representations of the SS
model (Rosenholtz et al., 2019).

Here, we test more directly the hypothesis that
the SS model does not fully capture segmentation
effects on contextual modulation, using naturalistic
visual textures, which are more easily linked to SS
representations. SS representations have long been
studied in relation to texture perception, because
textures are statistically defined stimuli to texture
perception (Julesz, 1962; Julesz & Caelli, 1979; Victor,
1994; the SSmodel is also referred to as the texture-tiling
model of vision; Doerig et al., 2019). We use naturalistic
Portilla-Simoncelli (PS) textures (Portilla & Simoncelli,
2000), which have been instrumental to the recent
success of the SS model (Balas et al., 2009; Freeman &
Simoncelli, 2011; Rosenholtz et al., 2012; Ehinger &
Rosenholtz, 2016) and are a useful experimental tool
for probing the model. PS textures are defined by a set
of SS that are inspired in natural image statistics and
early human vision, and which are the basis of the main
implementation of the SS model of peripheral vision.
This makes it possible to compare directly perception
of PS textures to SS model predictions. Furthermore,
it has been shown that, different from primary visual
cortex (V1), neurons in higher cortical areas V2 and V4
are selective for PS statistics (Freeman, Ziemba, Heeger,
Simoncelli, & Movshon, 2013; Okazawa, Tajima,
& Komatsu, 2015; Ziemba, Freeman, Movshon, &
Simoncelli, 2016; Okazawa, Tajima, & Komatsu,
2017), offering a framework to relate the SS model
and peripheral vision to neural mechanisms. However,
no studies have addressed how peripheral naturalistic
texture perception is affected by contextual modulation
and by segmentation cues (see Meinecke and Kehrer,
1994; Morikawa, 2000; Schade and Meinecke, 2009;
Schade and Meinecke, 2011; Victor, Thengone, &
Conte, 2013 for examples with artificial stimuli, and
Wallis & Bex, 2012 for a study with natural images that
does not explore segmentation).

Therefore, we use a PS texture discrimination task
to study contextual modulation and segmentation
in peripheral vision within the framework of the SS
model. We evaluate how different texture surrounds
affect texture perception, and study the influences
of grouping and segmentation cues and of surround
structure, as well as the relation between this contextual
modulation and crowding.

Our results reveal an important role of segmentation
processes in peripheral perception of naturalistic texture
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and highlight limitations of the feedforward framework
of visual processing. Furthermore, we link our results
to existing versions of the SS model and to previous
work on the physiology of the early visual system,
pointing to possible computational processes that may
underlie the results. Our work can provide guidance for
implementing and testing extensions of the standard SS
model that include segmentation and grouping.

Methods

Participants

A total of 98 adult individual participants (including
the authors D.H. and L.G., denoted in the figures by
colors blue and green, respectively), participated in the
experiments, of which 34 were women. All participants
had normal or corrected to normal vision.

This study was conducted in accordance with
the Declaration of Helsinki and was approved by
the Research Ethics Committee of the Faculty of
Psychology of the Universidad de la República.
Participants gave signed consent to participate in the
experiment, and to have the anonymized data from the
experiments made available online. Participants were
given no economic or course credit reward for their
participation in the experiment.

Texture synthesis

We synthesized grayscale naturalistic textures
using the PS texture synthesis algorithm (Portilla
& Simoncelli, 2000) in Octave (Eaton, Bateman,
Hauberg, & Wehbring, 2015). The algorithm first
computes a set of statistics over an input image,
including mean luminance, contrast, and higher-order
moments of the pixel histogram; and the means and
pairwise correlations of the activations of multiscale,
multi-orientation filters (steerable pyramid Simoncelli,
Freeman, Adelson, & Heeger, 1992) analogous to V1
cells. Then it iteratively modifies a white noise image
until its statistics match those of the input image.
We used as input images natural textures from the
Brodatz texture database, the Amsterdam Library of
Textures (Burghouts & Geusebroek, 2009) and from
the database presented in Lazebnik, Schmid, & Ponce,
2005. We refer to an image synthesized this way as a
naturalistic texture or PS texture. We used filters with
four scales and four orientations, and nine by nine
pixels neighborhood (corresponding to a 0.3 degrees
× 0.3 degrees neighborhood with the viewing distance
used) for computing the spatial correlations of the filter
responses. We synthesized two 1024 × 1024 PS textures
for each input image.

For each PS texture, we also synthesized a
phase-scrambled texture. This was achieved by first
generating a uniform noise image and then replacing
its Fourier amplitude spectrum (FAS) for the FAS of
the naturalistic texture. Thus, this procedure produces
a pair of PS textures and a pair of phase-scrambled
textures that are used in the experiments.

Phase-scrambling a naturalistic image can change
the histogram of pixel activations (e.g. changing
the minimum and maximum intensities). To prevent
participants from using aspects of the pixel histogram
(e.g. brightness) as cues to solve the task, we matched
the pixel histograms of the naturalistic and phase-
scrambled images to an average of the two, using the
SHINE package for Octave (Willenbockel et al., 2010)
with 30 iterations. In each iteration, their FAS was
also matched to the original FAS, and the structural
similarity index (SSIM) with respect to the original
image was also optimized in order to reduce alterations
to image structure (Wang, Bovik, Sheikh, & Simoncelli,
2004; Willenbockel et al., 2010). Images produced
by this method appeared very similar to the starting
textures (besides changes in pixel intensities), suggesting
it did not produce noticeable structural alterations.

In experiment 3, to generate the surround image
that was dissimilar to the target only in higher order
statistics (HOS), we started by generating a new PS
texture using a different input image than the one used
for the target. Then we matched its FAS and pixel
histogram to those of the target PS texture with the
SHINE package, using 30 iterations. In each iteration,
the SSIM with respect to the original surround PS
texture was also optimized. For the surround texture
that was dissimilar in both FAS and HOS, the same
procedure was used but without matching the FAS to
the target PS texture.

Texture selection

Because there is considerable variation in the
discriminability of different PS textures from their
phase-scrambled counterparts (Freeman et al.,
2013), we synthesized a large set of pairs of PS and
phase-scrambled textures and selected those that
subjectively appeared to have high discriminability, to
make the task easier. We also selected textures that had
different kinds of structures, in order to better probe the
texture space (e.g. strongly oriented, weakly oriented,
regular, and irregular).

In addition, in experiment 3, most textures to which
we applied the FAS matching procedure acquired a
phase-scrambled appearance, so we selected for further
use those that maintained a naturalistic appearance
after this procedure.

Due to resource constraints and design choices,
we did not use the same number of textures for each
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experiment. The textures used in each experiment are
those shown in the corresponding figure.

Organization of experimental sessions

An experimental session consists of one participant
performing an experiment with a given texture. When
a participant performed an experiment with more than
one texture, these were used separately in different
experimental sessions. Participants were allowed to
perform as many experimental sessions as they were
willing to complete. Nonetheless, no participant
performed more than two experimental sessions in
the same day, and no participant performed the same
experiment twice with the same texture. Excluding
the main author, who completed 19 experimental
sessions, the rest of the participants completed between
1 and 5 sessions, with a mean of 1.7 and a median
of 2 experimental sessions completed by participants.
For each experiment, we report the total number of
experimental sessions, corresponding to the sum of the
experimental sessions performed by all participants. In
total, participants completed 189 experimental sessions
across all experiments.

Experiment sessions were divided into 2 to 4
experimental blocks (with balanced conditions)
separated by 30 seconds resting periods. For
experiments 2 and 5, which involve manipulations of
stimulus configuration, we also separated the main
experimental conditions of these experiments (i.e.
target shape for experiment 2 and surround position
for experiment 5) into 2 condition blocks that were
nested within the main experimental blocks, to prevent
possible confusion. Finally, the different conditions
contained within a block were randomly interleaved,
and each was presented an equal number of times. The
total duration of the experiments, including training
and instructions, was between 20 and 45 minutes.

Detailed anonymized information on which
participants performed each experiment and with which
textures can be found in the online data made available
for this article (see Data Availability below).

Stimulus sampling

All textures shown in the experiments were patches
cropped from these larger synthesized images, with a
linear transparency gradient at their border, allowing
for a smooth fading with their neighboring surface
(e.g. the background or a neighboring texture). These
gradients had a length of 4 pixels, roughly equivalent
to 0.15 degrees. For each texture patch displayed, the
cropped region was randomly selected over the whole
image on a trial-by-trial basis.

We note that because the PS statistics were matched
over the large synthesized images, the random sampling
of patches from these images introduced some
trial-by-trial variation in the texture statistics displayed.
Although testing the effect of this image variability
on our results would require additional experiments,
we think this variability is unlikely to have significant
effects on the participants’ performance, as discussed in
section S6.

In each individual trial, an angle multiple of 90
degrees was randomly chosen and all textures were
rotated by this angle before being cropped for display.
This was done to reduce participants’ adaptation to low
level properties of the textures.

Task

Our task is a variation of that described by Freeman
et al. (2013), and consists in discriminating between
the naturalistic and the phase-scrambled versions of a
texture.

The target stimuli (targets) consisted of 2 circular
patches of texture presented simultaneously for 233 ms,
centered at 12 degrees to the right and to the left of
the fixation point (Figure 2). We used three different
target configurations: (1) phase-scrambled target to
the right (PS texture to the left), (2) phase-scrambled
target to the left (PS texture to the right), or (3) no
phase-scrambled target (PS texture in both targets).
The three configurations were shown an equal number
of times, in random order. Participants were instructed
to report the location of the phase-scrambled target
with the arrow keys, and to use the upward arrow to
indicate the absence of phase-scrambled targets. This
task design with two targets and three conditions was
used to discourage participants from looking away from
fixation, to compensate for the lack of eye-tracking in
the experiments.

The sequence of events in any given trial was the
following (see Figure 2): (1) start with the gray screen,
(2) after 500 ms, a red fixation dot appeared at the
center of the screen, on which participants were
instructed to fixate, (3) after a time interval sampled
uniformly from 400 ms to 600 ms, the 2 targets were
presented simultaneously for 233 ms (14 frames), (4)
after the targets disappeared, the participant responded
(without a time limit), (5) auditory feedback was
provided and the fixation dot disappeared, returning to
step 1). Participants were told to use the response stage
(step 4) to rest as needed by delaying the response.

For experiment 4, we slightly modified the task for
half of the participants. In this variation of the task,
participants were instructed to indicate the position
of the PS texture, instead of the phase-scrambled
texture. Accordingly, we substituted the condition
with two naturalistic targets for a condition with two
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Figure 2. Task design and observer model. (a) Two targets centered at 12 degrees to the left and to the right of the fixation point
were displayed simultaneously in each trial for 233 ms. Either the left, the right, or none of the targets was sampled from the
phase-scrambled texture (with the others sampled from the naturalistic texture), and the participant had to indicate with the arrows
where (if) the scrambled texture was present (3 AFC). In most trials, we added uninformative surround textures around the target (in
this example, surround textures are present, separated from the target by a gap). In any given trial, the two targets always had the
same kind of surround. To aid visibility, the size and color of the fixation dot in this image are not the same as in the experiments.
(b) Diagram showing the architecture of the model observers based on the SS model used to simulate the experiments. The SS of the
PS model are computed over circular pooling windows centered on each target (illustrated by the shaded regions). The difference
between the SS of the two targets is used to predict the stimulus configuration (i.e. where the phase scrambled target texture is). See
Methods for implementation details.

phase-scrambled targets, thus maintaining the structure
of the task.

Surround textures

In all the experiments, we included surrounding
textures with varying shapes and texture contents.
In any given trial, the two targets shared the same
kind of surround. These surrounds were also sampled
randomly (and independently from each other and
from the targets) from the larger synthesized textures.
Unless indicated otherwise in the text, the surrounds
were sampled from the PS texture of the texture pair to
be discriminated in the targets.

In most cases, surrounds were rings (or half-rings)
with a width (i.e. distance between inner and outer
edges) equal to target diameter. Experiment 1 and
texture T1 in experiment 3 were an exception, having a
surround width 1.4 times the diameter of the target.
The surrounds of the split disk targets in experiment 2
were not rings, but they had the same outer diameter
as the surrounds for the corresponding disk-shaped
targets.

Surrounds could be contiguous to the target or
separated by a gap showing the gray background.
The gap had a width of 0.5 degrees in all cases except
experiment 1, where it had a width of 0.35 degrees
and texture T1 in experiment 3, where both gaps of
0.5 degrees and 1 degree were used (although these were
grouped together for the analysis, see Supplementary
section S4). We selected this gap width by subjective
visual inspection, considering the need for a gap large
enough to be clearly visible in the periphery, but as small
as possible to minimize the spatial differences between
the stimuli with and without a gap (see Supplementary
sections S2 and S4 for more information on the slight
variability in gap size in some conditions).

Training and difficulty adjustment

Before the experiment, participants were provided
with training opportunity. Auditory feedback was
used in all stages of training, as well as in the main
experiment. In the first training session, targets
were shown without surround and remained on the
screen until the participant responded. The second
training session also used targets only, but had the
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same dynamics as the experiment. Both sessions were
terminated at will by the participant by pressing a
special key.

After running experiments 1 and 3 with texture T1
with a target diameter of 3.5 degrees, we observed
considerable variability between participants in task
performance. Therefore, we adjusted task difficulty to
each participant (except when noted otherwise), in order
to drive participants to a more informative performance
range (preventing saturation with very high or with
chance-level performances). To this aim, we presented
a sequence of trials with unsurrounded targets in
which target diameter was adaptively adjusted using
the accelerated stochastic approximation procedure
(Treutwein, 1995) to drive participant performance to
a predetermined level of 90% correct responses (see
Supplementary section S7 for details on the procedure
and final size distributions). If the final target diameter
was larger than 5.3 degrees (160 pixels), we used a
diameter of 5.3 degrees in the experiments. The widths
of the surrounds were then set equal to the target
diameter. We note that the results from experiment
1 and experiment 3 with texture T1 were obtained
without size adjustment, because this procedure was
only incorporated after these experiments.

After size adjustment, we repeated the static and
dynamic training stages as described above, including
also the surrounds, and instructed participants to
perform the task ignoring the surrounds. Again,
participants terminated these sessions at will.

Materials and apparatus

The task was performed in a dark room, using a
27 inch LCD screen (ASUS, model PG278QR) with a
refresh rate of 60 Hz. Participants used a chinrest to
maintain a viewing distance of 40 cm, at which 1 degree
of the visual field subtended 30 pixels. Experiments
were run on Psychtoolbox-3 (Kleiner et al., 2007)
running in Octave version 4.0.0 in Ubuntu 14.04.

The background gray had a luminance of 8.7 cd m−2,
and the textures used in the experiments had a range of
mean luminance of 50.9 cd m−2 to 67.3 cd m−2, and a
range of standard deviations in the luminance of the
pixels of 26.9 cd m−2to 34.1 cd m−2, as determined
with a screen calibration performed with a colorimeter
(Cambridge Research Systems, model ColorCAL II).

Summary-statistics model observer

We implemented an image-computable observer
model based on the feedforward SS model with fixed
pooling windows (Freeman et al., 2013). This model
first computes PS statistics over the two stimuli,
then computes their difference and feeds it to a

linear classifier to solve the task (see Figure 2b).
The weights of the discriminator were optimized to
maximize discrimination performance on a training
set, and the model is then tested on a separate test set
(cross-validation). We added noise to the PS statistics
computed by the model in both training and testing
stages, to roughly match the performance of the human
participants on average across stimuli.

We first generated sample images of single stimuli,
such as those used in the experiments, with either
phase-scrambled or naturalistic targets diameter 110
pixels (corresponding to a diameter of 3.7 degrees in
the experiments), and with the different surrounds. We
adapted the code of Freeman and Simoncelli, 2011, to
compute PS statistics over a circular fixed pooling area
centered on the target. We used a pooling area with
a diameter of 360 pixels, equivalent to 12 degrees of
visual field. We based this pooling size on Bouma’s law
of crowding (Whitney & Levi, 2011), which says that
surround elements hinder target perception when they
are within a distance of about 0.5 times the eccentricity,
thus we used this distance (12 degrees × 0.5) as the
radius of integration around the target center. We
note that previous studies on the SS model (Freeman
& Simoncelli, 2011; Doerig et al., 2019; Rosenholtz
et al., 2019; Wallis et al., 2019) used multiple pooling
regions with smaller sizes (with their diameter and not
their radius equal to half the eccentricity, analogous to
V2 receptive fields) that tile the visual field. Although
such models are more realistic than our model, and
their structure may allow them to capture some more
complex phenomena, using multiple pooling regions
would require a more complex decoder and several
additional design choices. Therefore, in the interest
of simplicity, we opted for the single pooling window
matching Bouma’s law.

We computed PS statistics using 4 scales,
4 orientations, and a neighborhood for computing
spatial correlations of 7 pixels (smaller than for texture
synthesis to reduce the number of model parameters),
corresponding to 0.7 degrees of visual field in the
experiments. This procedure leads to 782 SS per
stimulus (after removing the repetitions of symmetric
parameters from the correlation matrices).

To mimic the experimental task, we arranged
the stimuli (which either had naturalistic or phase
scrambled target) into three kinds of ordered pairs,
equivalent to those shown in the experiment. Using
Nat and Scr to refer to stimuli with naturalistic and
scrambled targets respectively, the three kinds of
ordered pairs were {Scr, Nat}, {Nat, Scr}, or {Nat,
Nat}. As in the experiment, the stimuli from a given
pair had the same surround. Then, we subtracted the
SS of the second stimulus to each corresponding SS
of the first stimulus, resulting in 782 differences in SS
(or predictors) for each stimulus pair. The observer
consisted of a linear discriminator trained to predict
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the class of the stimulus pair (e.g. {Scr, Nat}, {Nat,
Scr}, or {Nat, Nat}) from the SS difference of the pair.

First, for an observer trained for a given experiment,
we generated 750 stimulus pairs (250 of each class),
or trials, for each different surround condition in
the experiment, and computed the difference in SS
(predictors) for each generated pair. We then added
Gaussian noise to the predictors, with a standard
deviation equal to the standard deviation of the
predictor across the training dataset containing all
the conditions for the simulated experiment). Next,
we normalized each predictor to have unit variance
(using the default setting of the fitting package, glmnet;
Friedman et al., 2019). Last, we trained multiclass
logistic regression on the normalized predictors (i.e. the
differences in SS with added noise) with L2 penalization,
and optimized the hyperparameter that weights the
penalization by 10-fold cross-validation (i.e. the default
in the glmnet package). For each experiment, we trained
eight different models (observers), using different noise
samples and different samples for the training set,
leading to some variability between model observers.

After training the models, we tested their
discrimination performance on a test set comprising
1500 texture pairs (500 of each class) for each surround
condition.

We verified that all the trends and conclusions
are robust to the choices of target size, penalization
(we also tested elasticnet, which uses a mixed L1
and L2 penalization), and noise level. Furthermore,
we also ran the model with a variation of the
task that involved no stimulus sampling variability
(see Supplementary section S6).

Statistical analysis

All experiments were first performed with texture
T1, and all but experiment 1 were then reproduced
with other textures. Experiments performed with T1
sometimes had more conditions than experiments
with the other textures. These conditions exclusive
to T1 are analyzed separately in the supplementary
analysis.

We analyzed the data of the experiments and the
simulations using generalized linear mixed models
(GLMMs) of the binomial family (Gelman & Hill,
2006). In these models, we included a fixed effect for
each parameter of interest and an offset term. For each
of the fixed effects, we added random effects. When
applying the GLMMs to multiple textures to estimate
the mean effect across textures, we included for each
fixed effect a random effect for texture and a random
effect for participants nested within texture. We also
applied the GLMMs to individual textures, both for the
analysis of data that was only collected with one texture
(e.g. experiment 1), and for estimating the effects of the

different manipulations on each texture. In the plots
showing the effects for multiple textures, the estimate
for each individual texture was obtained by fitting a
GLMM to that texture individually. In these cases, we
only used a random effect for participants. Correlations
between random effects in the model were always set
to zero, to avoid overly complex models (Bates, Kliegl,
Vasishth, & Baayen, 2015).

All the GLMMs fitted by maximum likelihood using
the R package lme4 (Bates et al., 2019). The reported
p value for each effect was obtained by a likelihood
ratio test (LRT) between the full model and the null
model, in which that fixed effect is set to zero. The 95%
confidence intervals of the fixed effects were obtained
by likelihood profiling.

The analysis in the text is based on the parameters
fitted by these models, which are in log-odds ratio
(LOR) units. Although less intuitive than simple
differences between success probabilities, this is a
more adequate measure for the experimental effects,
especially given the variability in performance between
participants and textures.

In some cases, we fitted a generalized linear
model (GLM) to the data of each participant
in an experiment in order to display the actual
observed LOR for each individual (e.g. Figure 3).
These models contained no random effects. The
confidence intervals for the parameters were obtained
by the Wald method, and their p values by the Wald
test.

We excluded from analysis experimental sessions in
which the participant performed below 45% correct for
all conditions (chance level performance is 33%), to
avoid strong floor effects. This criterion discarded 14 of
the total 189 experimental sessions. In the main text, we
report for each experiment the number of experimental
sessions that satisfied the inclusion criterion. All results
and analyses are robust to removing this exclusion
criterion, as well as to excluding the main author from
the analysis.

Data analysis was performed in R version 3.4.4 (R
Core Team, 2018) using the packages lme4 1.1-19 (Bates
et al., 2019), dplyr 0.7.6 (Wickham, François, Henry, &
Müller, 2018), tidyr 0.8.1 (Wickham, Lionel Henry, &
RStudio, 2018), ggplot2 3.0.0 (Wickham, 2016), broom
0.5.0 (Robinson & Alex Hayes, 2018), MASS 7.3-50
(Venables & Ripley, 2002), and knitr 1.20 (Xie, 2015).

Data availability

The anonymized raw data of the experiments,
together with the analysis code, and the code for running
the experiments, are available in the Open Science
Framework (https://osf.io/8zr5h/). All participants gave
informed written consent for their anonymized data to
be publicly shared.
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Figure 3. Surround textures impair texture discrimination performance. (a) Stimulus configurations used in the experiment (only
scrambled targets shown). Top: Target with surround, and bottom: target without surround. (b) Task performances for the two
conditions. The gray dots and lines show the performance of individual participants. Vertical lines indicate the ±SD of the estimated
performance. Horizontal jitter was applied to aid visualization. The larger red dots show mean performance across participants for
each condition. The dashed horizontal line shows chance performance. (c) Log odds ratios (LORs) between the presence and absence
of the surround (βSurr), estimated from the performance data in b. Each dot shows the LOR for one participant (estimated by fitting a
GLMM), and the horizontal lines indicate their 95% confidence interval. Statistical significance of the LOR for the individual
participants obtained by the Wald test is indicated as follows: *p < 0.05, **p < 0.01, ***p < 0.001. The vertical solid blue line
indicates the estimated mean LOR for the population (estimated by fitting a GLMM), and the grey shade indicates its 95% confidence
interval. The p value of the mean LOR estimate as obtained by likelihood-ratio test (LRT) is indicated above the solid line. The dashed
vertical line marks the LOR at which there is no difference between the conditions. (d, e) show the same as b and c but for the model
observers. Participants (n = 8) performed 70 trials in each condition, and model observers (n = 8) discriminated 1500 stimuli per
condition.

Results

We used a PS texture discrimination task (details
in Figure 2 and Methods) to study contextual
modulation of texture perception in peripheral vision.
We refer to contextual modulation as the observed
phenomenon by which perception of a part of a visual
stimulus is affected by its surrounds, regardless of the
precise underlying mechanisms. In our experiments,
we measure changes in contextual modulation as the
changes in task performance between conditions with
different surrounds (taken as indicative of changes
in target perception between conditions induced by
these surrounds). PS textures are characterized by a
set of SS inspired in natural image statistics and early
human vision, including the correlations between
the outputs of V1-like filters selective for orientation
and spatial frequency. The corresponding SS model
implementation consists of two stages: the first stage
computes the responses of the V1-like filters to the
input image, and the second stage evaluates the PS
statistics of those filter activations within fixed pooling
windows (see Figure 1).

The task required discriminating patches of
naturalistic PS texture from their corresponding
phase scrambled textures (see Figure 2) in a three
alternative forced choice design (we refer to the
patches to be discriminated as targets). These PS and
phase-scrambled texture pairs have the same FAS,
which means they activate the V1-like filters of the
SS model with the same average energy, and are thus
matched in the first stage of the SS model. Unlike
phase-scrambled textures, PS textures also have a
more structured distribution of filters activations,
corresponding to HOS that drive the second stage of
the SS model and lead to a more natural appearance
(Portilla & Simoncelli, 2000).

To evaluate whether our experimental observations
could be captured by the feedforward SS model with
fixed pooling windows, we implemented a model SS
observer to solve the task using a linear classifier on the
PS statistics of the stimuli, computed over a fixed area
centered on the target (see Figure 2b, Methods). We
then compared qualitatively the model’s discrimination
performance to the participants. The radius of the
pooling windows was chosen according to Bouma’s
law of crowding, which says that surrounding stimuli
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can interfere with target identification when they
are within a distance of approximately 0.5 times the
target eccentricity (Pelli, Palomares, & Majaj, 2004; see
Methods section).

The results are divided into three sections. First,
we report the effect of the surround on performance,
and its dependence on target-surround grouping
or segmentation. Then, we explore the relevance of
the statistical structure of the surround texture to
contextual modulation. Last, we study the relation of
this contextual interaction to crowding.

Contextual modulation and grouping

Target-surround grouping, or conversely
segmentation, is a major modulator of contextual inter
actions in vision, especially for crowding (Levi, 2008;
Saarela & Herzog, 2009; Manassi et al., 2013; Qiu et
al., 2013). It has been argued that these segmentation
and grouping processes are an important missing
component in pooling models of peripheral vision,
including the SS model (Manassi et al., 2013; Doerig et
al., 2019; Wallis et al., 2019). Despite considerable work
using stimuli, such as objects, shapes, or features (e.g.
Kooi et al., 1994; Saarela, Westheimer, and Herzog,
2010; Manassi et al., 2013; Manassi et al., 2016),
our understanding of how grouping processes affect
peripheral perception is still incomplete because it is
not clear how to relate those tasks that use non-texture
stimuli to the SS model, which may be affected by
more global stimulus information (Rosenholtz et al.,
2019), and whether those results extend to texture
processing.

Thus, to better understand the role of grouping
and segmentation in the SS model, and how they
influence perception of textures, we sought to determine
whether contextual modulation of naturalistic texture
perception is affected by segmentation or grouping
cues.

Experiment 1: Target-surround discontinuity reduces
contextual modulation

First, we measured whether naturalistic texture
perception is affected by contextual modulation.
Based on the relevance of contextual modulation
for target identification in peripheral vision, we
expected task performance to be impaired by
surrounding textures. To test this, we presented
participants (n = 8) with targets in isolation, and
with targets surrounded by an uninformative texture
ring that was sampled from the same PS texture
(see Figure 3a).

As expected, task performance was considerably
worse for the surrounded targets (see Figure 3b). To
quantify the effect sizes and test for their statistical

significance, we fitted a GLMM to the data (which
allows to take into account between-participant
variability; see Methods and Supplementary section
S5). We report the LOR between the conditions
(denoted by β), which is a measure of their difference in
success probability (see a guide for converting between
the two in Supplementary section S5). For example,
βSurr quantifies the effect of the surround around the
target, and βSurr < 0 means that the surround hindered
performance. Figure 3c shows that, in our experiments,
the surround strongly impaired performance, and that
the effect was statistically significant (βSurr = −1.07,
ci = [−1.58 to −0.57], p = 8 × 10−4). This effect was
captured by our implementation of the SS model
(see Figure 3e).

We next tested whether segmentation affects this
contextual modulation, and whether the effect can be
captured by our SS model implementation. To probe
the effect of segmentation, we presented participants (n
= 9) with two kinds of stimuli, either with continuous
target and surround, or with a visible gap that induced
target surround segmentation (Figure 4a). Importantly,
the gap was generated by shrinking the target of the
continuous stimuli, keeping surround geometry the
same in the two conditions. With this design, if pooling
regions are constant, the two conditions would have
the same amount of surround texture pooled with the
target, but in the discontinuous condition there would
be less target texture to be integrated (due to the smaller
target size). In line with what could be expected from the
ratio of informative target texture and uninformative
surround texture for each stimulus, our implementation
of the SS model showed worse performance in the
discontinuous than in the continuous condition
(Figures 4d, 4e; a similar reasoning to that applied in
Manassi et al., 2013). This is in contrast to what we
expect from previous studies using simple stimuli, in
which segmentation reduced contextual modulation
(Kooi et al., 1994; Saarela et al., 2010; Manassi et al.,
2012; Manassi et al., 2013; Qiu et al., 2013; Manassi
et al., 2015; Manassi et al., 2016). Figure 4b shows
that performance increased moderately when target
and surround were discontinuous (βDiscont = 0.62, ci =
[0.37 to 0.87], p = 1 × 10−4; see Figure 4c). Thus, our
SS model implementation was unable to capture the
effect of segmentation (see Supplementary section S4
for further discussion).

We also found that the observed effect of
discontinuity is sensitive to the size of the gap (see
Supplementary section S2), likely because the gap size
affects gap visibility, and also the difference in target
sizes between the conditions. In addition, notice that
segmentation did not completely remove contextual
modulation, that is, performance was still lower for
the discontinuous surround than for the target alone
(βDiscont

Surr = −0.40, ci = [−0.68 to −0.15], p = 5 ×
10−3; Supplementary section S2).
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Figure 4. Segmentation reduces contextual modulation. (a) Stimulus configurations used in the experiment (only scrambled targets
shown). Top: Discontinuous stimulus (smaller target size), and bottom: Continuous stimulus (larger target size). (b) Task performance
for the two conditions. (c) LOR for discontinuity (βDiscont), estimated from the performance data in b. (d, e) Same as b and c but for the
simulated observers. Participants (n = 9) performed 70 trials in each condition, and model observers (n = 8) discriminated
1500 stimuli per condition. Panels b through e use the same conventions as Figure 3.

Experiment 2: The effect of target-surround discontinuity
is mediated by segmentation

We reasoned that the gap between target and
surround used to induce segmentation may also affect
performance by other mechanisms, such as reducing
the uncertainty of target location within the stimulus,
or altering the SS of the stimulus in a way that is
not captured by our SS model implementation. For
example, it has been proposed that some uncrowding
results may be explained by a better encoding or
decoding of target information from the SS of the
stimuli, allowed by the specific stimulus configurations
that generate uncrowding (Rosenholtz et al., 2019).
Given that the gap in our stimuli is colocalized with the
target, it is possible that their low-level features induce
changes in the SS that allow for a better decoding of
target information (see Supplementary section S6 for
modeling results suggesting that such factors may be
relevant).

To control for the possible cues related to the gap
but not to segmentation, we introduced a different
target shape (split-target) consisting of two adjacent
semicircles with their straight sides facing outward (see
Figure 5a). This split-target shape had approximately
the same texture area as the original disk target, and a
gap could be introduced around its curved sides, while
preserving target-surround continuity on the straight
sides of the target.

Although the circular targets and the split targets
had gaps with similar low-level properties, we expected
no segmentation for the split-target stimulus because
target-surround continuity is maintained. Thus, if the
effect observed in the previous section was mediated
by segmentation, we should find lower performance
for the grouped continuous stimulus (split-target) as
compared to the segmented discontinuous stimulus
(disk-target). If the effects were mostly due to other
factors introduced by the low-level properties of the
gap, then we would expect similar performance for
these two kinds of stimuli.

We presented participants (n = 25) with the
disk-target and split-target stimuli using five different
textures to verify that the results did not depend on
a specific texture (most participants were shown only
some of the textures, see Methods). Participants
completed 40 experimental sessions (an experimental
session consists of a participant completing the
experiment with one texture) that satisfied the inclusion
criterion (see Methods). Consistent with a role of
segmentation in contextual modulation of texture
perception, performance was moderately worse for the
continuous (split-target) than for the discontinuous
stimulus (βDiscont = 0.42, ci = [0.23 to 0.62], p = 2 ×
10−3; see Figure 5c). In contrast to this observation, our
implementation of the SS model showed little difference
between the stimuli, showing again a failure to capture
the segmentation effect (see Figure 5e).
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Figure 5. Low level properties of the gap do not explain the effect of discontinuity. (a) Stimuli used in the experiment. Top: Disk
targets (discontinuous), and bottom: split-targets (continuous). (b) Task performance. Each panel shows the results for a different
texture, with texture identity indicated above the panel. The layout of each panel is the same as in 3b, except a different color is used
to identify the mean performance for each texture. The data of author DH are indicated by the blue symbols. (c) LOR for
target-surround discontinuity (βDiscont). The colored dots show the LOR obtained by fitting a GLMM for each individual texture (color
coded as in b) and the horizontal lines indicate their 95% confidence interval. The p value for the (βDiscont) of each individual texture,
estimated by LRT, is indicated as follows: *p < 0.05, **p < 0.01, ***p < 0.001. The vertical solid blue line shows the mean βDiscont
across textures and participants estimated by a hierarchical GLMMmodel using all textures, and the shaded gray region shows its
95% confidence interval. The p value for this estimate obtained using LRT is indicated above the line. The dashed vertical line marks
the value at which there is no difference between conditions. (d, e) Same as b and c but for the model observers. Participants (n = 25)
completed 40 experimental sessions (see Methods), and performed between 80 and 112 trials per condition. Model observers (n = 8)
discriminated 1500 trials per condition.

We also verified, using additional stimuli for texture
T1 (see Supplementary section S6), that splitting
the target had a small and nonsignificant effect on
performance (βSplit = −0.09 ci = [−0.31 to 0.14], p =
0.43 see Supplementary section S6) validating the use of
this experiment to control for low-level gap properties.

Furthermore, the estimated effect of the gap after
accounting for segmentation was also close to 0 (βGap =
0.04, ci = [−0.15 to 0.22], p = 0.71, see Supplementary
section S6), suggesting that effects of the gap other
than inducing target-surround segmentation are
negligible in our task. This extended analysis supports
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the interpretation that the effect of segmentation on
contextual modulation cannot be wholly explained by
the changes in target encoding or decoding allowed
by its colocalization with the gap, although it remains
possible that a more complex SS model with more
statistics or more complex structure could capture these
results.

We conclude from these experiments that target-
surround segmentation is an important factor in
mediating contextual modulation of texture perception,
that a discontinuity between target and surround
induces segmentation and thus reduces contextual
modulation, and that this effect is not observed in our
implementation of the feedforward SS model with fixed
pooling windows.

Effect of surround statistics

Besides the geometric cue (the gap) we considered
above, another important factor that can reduce
contextual modulation is target-surround dissimilarity.
The effect of target surround dissimilarity is well
reported for object and feature crowding, where the
effects of the surround on target identification can
be reduced if the two differ in aspects such as color,
orientation, or higher-level attributes (Kooi et al.,
1994; Louie, Bressler, & Whitney, 2007; Põder, 2007;
Farzin, Rivera, & Whitney, 2009; Whitney & Levi,
2011; Manassi & Whitney, 2018), thus increasing target
saliency (Gheri, Morgan, & Solomon, 2007). This
breakdown in statistical similarity is known to enhance
perceptual saliency (Li, 1999; Li, 2002) and in some
cases is suggested to act through segmentation (Whitney
& Levi, 2011; Manassi et al., 2013). Understanding the
effects of surround structure on contextual modulation
of texture perception is important because during
natural scene perception there is abundant variability
in texture properties and arrangement. Furthermore,
different levels of surround structure are often used as
proxies for different stages of neural processing (Louie
et al., 2007; Farzin et al., 2009; Gong, Xuan, Smart,
& Olzak, 2018; Manassi & Whitney, 2018), which
could provide insights on the mechanisms behind our
observations. For these reasons, we next asked how
target-surround dissimilarity affects peripheral texture
perception, and how it interacts with segmentation.

Experiment 3: FAS dissimilarity but not hos dissimilarity
strongly reduces contextual modulation through
segmentation

We focused on target-surround dissimilarity at the
FAS and HOS levels because they are related to the
SS model (Freeman & Simoncelli, 2011; Freeman
et al., 2013) and to physiology (Balas et al., 2009;
Freeman & Simoncelli, 2011; Freeman et al., 2013;

Okazawa et al., 2015; Ziemba et al., 2016; Okazawa
et al., 2017), as discussed above. Previous work on
contextual modulation (Xing & Heeger, 2000; Whitney
& Levi, 2011; Manassi & Whitney, 2018) suggests that
dissimilar surrounds should have a smaller influence
on target perception. In addition, it is well known
that textures can be segmented from one another
based on dissimilarity in their statistics (Julesz, 1962;
Rosenholtz, 2014; Victor, Conte, & Chubb, 2017),
and thus we expect that textures that allow for good
target-surround segmentation will lead to reduced
contextual modulation. However, although effects of
FAS and certain HOS in perceptual segmentation
and contextual modulation have been studied in a
variety of experimental settings (e.g. Julesz, Gilbert, &
Victor, 1978; Julesz, 1962; Julesz & Caelli, 1979; Xing &
Heeger, 2000; Whitney & Levi, 2011; Victor et al., 2013;
Hermundstad et al., 2014; Zavitz & Baker, 2014; Victor
et al., 2017), and a wide arrange of computational
models attempt to explain texture segmentation and
contextual modulation (for reviews and examples
see Bergen and Landy, 1991; Li, 2002; Thielscher &
Neumann, 2005; Bhatt, Carpenter, & Grossberg, 2007;
Thielscher, Kölle, Neumann, Spitzer, & Grön, 2008;
Landy, 2013; Rosenholtz, 2014; Victor et al., 2017),
these processes have not been systematically studied for
naturalistic textures, and their effects can also be task
dependent (Vancleef et al., 2013; Victor et al., 2017),
making it difficult to tell a priori what effects they may
have in our task.

To test the effects of FAS and HOS dissimilarity, we
compared three different surround textures (Figure 6a):
(1) the same PS texture as the target (none dissimilar),
(2) a different PS texture with FAS and pixel histogram
matched to the target PS texture (HOS dissimilar), and
(3) a different PS texture with only its pixel histogram
matched to the target (FAS and HOS dissimilar).
Furthermore, to study the interaction of FAS and
HOS dissimilarity with segmentation, we showed
these surround textures in both the continuous and
discontinuous conditions. In this experiment, target
size was the same for the continuous and discontinuous
conditions, and the gap was generated by enlarging the
surround for the discontinuous condition (increasing
inner and outer diameter to maintain its width).

We presented participants (n = 22) with 4
different target textures (see Figure 6a), adding to
31 experimental sessions. To analyze the data, we
fitted a GLMM with parameters for FAS dissimilarity
(βFAS) and HOS dissimilarity (βHOS) separately to
the continuous and discontinuous conditions, where
the effect of FAS dissimilarity is estimated as the
change in performance between the condition of HOS
dissimilarity and the condition of HOS and FAS
dissimilarity.

First, we asked whether the two levels of dissimilarity
had an effect for the continuous stimulus. The effect of

Downloaded from jov.arvojournals.org on 03/05/2021



Journal of Vision (2021) 21(1):1, 1–26 Herrera-Esposito, Coen-Cagli, & Gomez-Sena 13

Figure 6. Target-surround dissimilarity reduces contextual modulation. (a) Samples of the stimuli used in this experiment, showing
for target textures the three levels of target-surround dissimilarity used in the experiment (discontinuous stimuli not shown). (b, c)
Task performances for the different target-surround dissimilarities in the continuous and discontinuous conditions, respectively. (d, e)
LOR for HOS (βHOS) and FAS (βFAS) dissimilarity in the continuous and discontinuous conditions respectively. (f–i) Same as b through e
but for the model observers. Participants (n = 22) completed 31 experimental sessions, and performed between 60 and 120 trials per
condition. Model observers (n = 8) discriminated 1500 stimuli per condition. The plots in this figure use the same conventions as the
corresponding plots in Figure 5.

HOS dissimilarity was close to 0 and not significant
(βCont

HOS = −0.04, ci = [−0.69 to 0.61], p = 0.87;
see Figure 6d), whereas FAS dissimilarity generated
strong improvements in performance overall (βCont

FAS
= 0.84, ci = [0.50 to 1.16], p = 2 × 10−3; see Figure 6d).

We note that the effect of HOS showed considerable
variability between textures. In particular, for texture
T4 performance was strongly reduced for dissimilar
HOS, contrary to expectations. This is likely because
the surround without dissimilarity for this texture
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has a high regularity that introduces a phase effect at
the target-surround boundary, which could act as a
segmentation cue.

To better understand the relation between
dissimilarity and segmentation, we then asked
whether dissimilarity interacted with discontinuity.
If the effects of dissimilarity are mediated simply
by surround statistics pooled over fixed regions, we
would expect dissimilarity effects for the discontinuous
condition comparable to those of the continuous
condition (assuming, as we do, a pooling area with the
radius of Bouma’s law such that the small change in
surround geometry is negligible). On the other hand, if
dissimilarity effects are mediated by segmentation, we
expect the effects to be reduced in the discontinuous
condition where segmentation is already induced by
the gap. Consistent with the second mechanism, we
found that target-surround dissimilarity had little
effect on contextual modulation in the discontinuous
condition (see Figure 6c) for both HOS (βDiscont

HOS
= 0.03, ci = [−0.36 to 0.40], p = 0.84; see Figure 6e),
and FAS (βDiscont

FAS = 0.03, ci = [−0.29 to 0.34], p =
0.80; see Figure 6e), although there was considerable
variability between textures. We verified that the change
of the effect of FAS dissimilarity for the discontinuous
condition was significant (see Supplementary section S4
and Supplementary Figure S6).

Our analysis therefore suggests that FAS dissimilarity
effects are strong and mediated by segmentation,
whereas HOS dissimilarity effects show considerable
variability across textures but are, on average, weak.
We then tested whether these results could be captured
by our implementation of the SS model. First, in the
continuous condition our model showed a strong
improvement in performance when there was HOS
dissimilarity, and much weaker changes for FAS
dissimilarity (see Figures 6f, 6h). Second, these effects
were mostly unchanged for the discontinuous condition
(see Supplementary section S6), due to the lack
of explicit segmentation processes. Therefore, our
implementation of the SS model was not able to capture
the patterns observed in the human data.

Experiment 4: Naturalistic structure in the surround is
important to recruit contextual modulation

The results of the previous section show that a
surround with different naturalistic HOS than the
target can still exert substantial contextual modulation.
Interestingly, other studies have previously shown that
contextual modulation can be reduced by removing
the natural HOS from the surround. Perceptually,
this has been observed for tasks involving recognition
and discrimination of natural scenes in peripheral
vision (Wallis, Bethge, & Wichmann, 2016; Gong et
al., 2018), and for local orientation processing during
scene perception (Neri, 2017). Neurally, it has been

shown that phase-scrambling the surround (i.e. the
HOS are removed but the FAS maintained) strongly
affects contextual modulation of neural activity in
response to natural images in V1 (Guo, Robertson,
Mahmoodi, & Young, 2005; Pecka, Han, Sader, &
Mrsic-Flogel, 2014; Coen-Cagli, Kohn, & Schwartz,
2015) and to naturalistic textures in V2 (Ziemba,
Freeman, Simoncelli, & Movshon, 2018). This effect
of naturalness is thought to reflect that contextual
modulation is tuned to natural image statistics, to
support efficient coding and optimal perceptual
inferences (Pecka et al., 2014; Coen-Cagli et al., 2015).
This interpretation seems also in line with previous work
with artificial textures, proposing that the asymmetries
between textures with uniform and random orientation
in texture filling-in could be related to a process
of perceptual inference (Hindi Attar, Hamburger,
Rosenholtz, Götzl, & Spillmann, 2007). In other work
using natural and phase-scrambled scenes, the effect of
phase-scrambling has been explained (Gong et al., 2018)
as resulting from a weaker engagement of higher areas
in the visual hierarchy, leading to reduced contextual
modulation in these higher areas. In the context of
this literature, our finding of a relatively weak effect of
HOS dissimilarity in the previous experiment raises
the question of whether the presence of natural HOS
is necessary for recruiting contextual modulation for
textures.

To address this question, we compared the effects of
naturalistic and phase-scrambled surrounds continuous
to the target (Figure 7a). Because our experiments
required to identify the phase-scrambled target,
we reasoned that target-surround similarity with
the texture to be identified could affect contextual
modulation and lead to unpredictable confounding
effects. Therefore, to balance out this possible effect of
similarity, we asked half the participants to identify the
phase-scrambled texture and the other half to identify
the naturalistic texture (modifying the task accordingly,
see Methods), and we report the results from both task
variants together.

Participants (n = 28) were presented with 5 textures,
adding to 43 experimental sessions. Consistent with
previous studies, we observed that performance was
worse with natural HOS in the surround (βNat = −0.91,
ci = [−1.25 to −0.56], p = 10 × 10−4; see Figure 7c).
This is in agreement with previous physiology studies
(Guo et al., 2005; Pecka et al., 2014; Coen-Cagli
et al., 2015) showing that naturalistic HOS in the
surround are important for fully engaging contextual
modulation, possibly due to the tuning of contextual
modulation to natural image statistics for efficient
coding and inference. Together, these results and those
from experiment 3 suggests that although the presence
of HOS in the surround is important for contextual
modulation, their similarity to the HOS of the center
is of secondary importance. We note, however, that
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Figure 7. Naturalistic HOS increase contextual modulation. (a) Stimuli used in the experiment. Top row: Naturalistic surrounds.
Bottom row: phase-scrambled surrounds (only naturalistic targets are shown). (b) Task performance. (c) LOR for the presence of
naturalistic HOS (βNat). (d, e) Same as b and c but for the model observers. Participants (n = 43) completed 43 experimental sessions
and performed between 90 and 120 trials per condition. Model observers (n = 8) discriminated 1500 trials per condition. The plots in
this figure use the same conventions as the corresponding plots in Figure 5.

contextual modulation still occurs for phase-scrambled
surrounds (Supplementary section S7), thus the
phenomenon can occur in the absence of naturalistic
HOS.

Although, as discussed, the effect of naturalness may
reflect the tuning of contextual modulation to natural
statistics (Pecka et al., 2014; Coen-Cagli et al., 2015;
Ziemba et al., 2018), we observed a qualitatively similar
effect of naturalness in our SS model implementation
(see Figure 7e). This means that at least part of the effect
of naturalness could be mediated by simple pooling.
Nonetheless, for textures T1 and T2, we also studied

the interaction between naturalness and segmentation
(see Supplementary section S5, Supplementary Figure
S7), and found that adding a discontinuity reduced the
effect of naturalness (βNat:Discont = 0.43, ci = [0.06 to
0.83], p = 0.04; see Supplementary section S7), whereas
this effect was not captured by our SS model (βNat:Discont
= 0.05, ci = [−0.03 to 0.12], p = 0.15; Supplementary
section S7). In addition, further analysis of the model
shows that the observed naturalness effect in the model
is not due to surround naturalness itself, but rather due
to some specific features of our stimulus generating
process (see Supplementary section S6, Supplementary
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Figure 8. Inward surrounds affect performance more than outward surrounds. (a) Stimuli used in the experiment. Inward and
outward surround conditions differ in the position of the half ring of surround texture relative to the fixation point. (b) Task
performance for the different surround positions. (c) LOR for inward versus outward surround (β In). Participants (n = 21) completed
40 experimental sessions, and performed between 90 and 99 trials per condition. The figure uses the same conventions as Figure 5.

Figure S12). Thus, it is likely that pooling is not the only
mediator of the effect of naturalness in our experiments.

In conclusion, these results suggest that naturalistic
HOS are important for fully engaging contextual
modulation phenomena. This is compatible with
suggestions that neuronal contextual modulation
phenomena are tuned to the structure of natural images
(Pecka et al., 2014; Coen-Cagli et al., 2015), and more
specifically, with the results observed for neuronal
contextual modulation phenomena in V and V2, that
may be mechanistically related to our results (see
Discussion).

Texture crowding

We have thus far shown that texture perception is
affected by contextual modulation, and influenced by
segmentation and target surround dissimilarity. These
characteristics are consistent with a possible role of
visual crowding, a contextual modulation phenomenon
often regarded as the most important factor of
peripheral vision (Rosenholtz, 2016). The SS model
explains crowding as a loss of information from pooling
together target and surround features when computing
local SS (Balas et al., 2009; Freeman & Simoncelli,
2011; Whitney & Levi, 2011; Freeman et al., 2013).
However, it is not clear whether this explanation, that
is often applied to tasks on non-texture stimuli, should

hold for our task. Thus, we decided to test whether the
contextual modulation we observed is due to crowding.

There are two main diagnostic criteria for crowding.
One is compliance with Bouma’s law, which states
that the critical distance at which surrounds interfere
with target perception scales linearly with eccentricity
with a slope of approximately 0.5 (Pelli et al., 2004).
The other is an inward-outward asymmetry in which
surrounds more eccentric (outward) to the target
exert a stronger modulation than surrounds more
central (inward) to the target (Pelli et al., 2004; Petrov,
Popple, & McKee, 2007; Farzin et al., 2009; Whitney &
Levi, 2011; Rosenholtz, 2016). Probing Bouma’s law
with textures poses experimental challenges, such as
changing target-surround distance without breaking
continuity or altering target size, and determining how
to measure distance between texture stimuli (e.g. Rosen,
Chakravarthi, & Pelli, 2014). Therefore, we decided to
probe the characteristic inward-outward asymmetry of
crowding.

Experiment 5: Effect of surround position is small, highly
variable, and task dependent

To test for inward-outward asymmetry in our
task, we used half-ring-shaped surrounds (Figure 8a)
placed inward or outward of the target. Participants
(n = 21) were presented with 5 different textures,
completing 37 experimental sessions. Opposite to
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Figure 9. Reduced inward-outward asymmetry with single
target. (a) Task performance for the different surround
positions for the task using only one target, for texture T1.
(b) LOR of the position of the surround for the task using only
one target (β In). Participants (n = 15) performed 90 trials per
condition. The plots in this figure use the same conventions as
the corresponding plots in Figure 3.

what has been reported in most crowding studies,
performance in our task was consistently lower when
the surround was inward of the target (βIn = −0.32,
ci = [−0.47 to −0.18], p = 2 × 10−3; see Figure 8c).
This suggests that crowding as reported for classical
letter detection or orientation discrimination may not
be the main contextual modulation phenomenon in our
experiments.

Nonetheless, unlike the task used here, most reports
of inward-outward asymmetry use only one target
(Banks, Larson, & Prinzmetal, 1979; Petrov et al., 2007;
Farzin et al., 2009; Manassi et al., 2012). To verify that
the previous result is not only due to this task-related
effect, we repeated the experiment for texture T1 using
only one target, presented to the right of the fixation
point. Participants (n = 15) had to report whether
the target was naturalistic or phase scrambled. Using
this new task, we observed an effect of surround
position close to 0 (βIn = 0.02, ci = [−0.32 to 0.38],
p = 0.88; Figure 9b). We also verified whether this lack
of an effect is due to easier task conditions that bring
performance to ceiling levels by using an unsurrounded
control condition. Performance was significantly lower
for the surrounded than for the control condition in this
experiment (βSurr = −0.46, ci = [−0.72 to −0.20], p = 1
× 10−3), meaning that the lack of an effect was not due
to ceiling performance. This lack of inward-outward
asymmetry is not what would be expected from the
classical asymmetry in crowding, and thus supports
the conclusion from the experiment using two targets.
Nonetheless, we also note that the difference between
the results from the two tasks is in agreement with
an effect of task and attention on inwards-outwards
asymmetry, such as shown in a previous study in which

biasing attention toward the center of the visual field
inverted the direction of inward-outward asymmetry
(Petrov & Meleshkevich, 2011b).

Despite the lack of a clear asymmetry in the
average performance, variation between participants
was high, and some individual participants showed
strong effects of surround position in both directions.
One plausible interpretation of this result is that
contextual modulation in our task arises from different
contributing processes (e.g. crowding and surround
suppression, although others processes are possible;
see Discussion) and that participants with stronger
crowding effects would show worse performance for
outward targets, whereas participants more affected
by other processes would show little or opposite
asymmetry. This hypothesis is in line with previous
studies reporting substantial variability in sensitivity
to crowding between observers (Kooi et al., 1994;
Petrov & Meleshkevich, 2011a; Wallace, Chiu, Nandy,
& Tjan, 2013; Lev & Polat, 2015). In addition, we
hypothesize that this variability in sensitivity to
contextual modulation phenomena could arise from the
use of different strategies for solving the task, possibly
contributing to the considerable between-participant
variability that we observed in the results of the
previous experiments.

In conclusion, these results suggest that the processes
that underlie crowding in experimental paradigms,
such as letter recognition, and that have been widely
reported to be stronger for outward surrounds, interact
with other processes of at least comparable relevance to
contextual modulation of texture perception, that show
little or the opposite inward-outward asymmetry.

Discussion

Although the SS model of peripheral vision has
had considerable success (Rosenholtz, 2016), studies
using complex scenes (Wallis et al., 2019) and simple
object-like stimuli (Saarela et al., 2009; Manassi et
al., 2012; Manassi et al., 2013; Manassi et al., 2015;
Manassi et al., 2016; Francis et al., 2017; Doerig et al.,
2019) suggest that including processes of segmentation
and grouping together with contextual modulation is
crucial for a more accurate understanding of peripheral
vision. Here, we showed that PS texture perception
in the periphery is modulated by spatial context, and
that contextual modulation is strongly reduced by
segmentation engaged both by a gap between target
and surround, and by target surround dissimilarity (see
Figures 4, 5, 6). Although the relevance of segmentation
and target-surround dissimilarity for contextual
modulation has been studied for discrimination tasks
using simple features or objects (Kooi et al., 1994;
Zenger-Landolt & Koch, 2001; Sayim, Westheimer,
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& Herzog, 2008; Saarela & Herzog, 2009; Saarela et
al., 2010; Whitney & Levi, 2011; Manassi et al., 2013;
Qiu et al., 2013; Manassi & Whitney, 2018), this is,
to our knowledge, the first report of such effects for
texture discrimination, which likely involves different
processing of the visual input (Cant, Large, McCall, &
Goodale, 2008; Cavina-Pratesi, Kentridge, Heywood,
& Milner, 2010; Cant & Xu, 2012; Rosenholtz, 2014).
Furthermore, although the simple feature and object
stimuli are more difficult to relate to the SS model
(Rosenholtz et al., 2019), our choice of stimuli and task
allowed for a direct comparison with the SS model.

In line with previous work using a vernier
discrimination task to show that adding more
flankers could reduce crowding if these favored target
segmentation (Malania, Herzog, & Westheimer, 2007;
Manassi et al., 2012; Manassi et al., 2013), we found
that increasing target size in our texture task can reduce
performance if it eliminates a segmentation cue, and
that this was not explained by our implementation of
the SS model (see Figure 4). In addition, in line with
similar work showing that the precise configuration
of the surround is important because it determines
grouping with the target (Manassi et al., 2013; Manassi
et al., 2016), we show that the precise configuration of
the target is important for the same reason. Our SS
model implementation was not able to account for this
effect (see Figure 5). These results thus support the
view that the two-stage model with filtering followed by
fixed pooling windows cannot fully explain crowding.
We note, however, that this does not argue against
the importance of SS as a general framework for
understanding peripheral vision, but rather for the
need to incorporate segmentation and flexible pooling
processes more explicitly. As has been pointed out
for previous studies (Rosenholtz et al., 2019), it is
possible that a more sophisticated feedforward SS
model (e.g. with a nonlinear decoder) could account
for some of our segmentation results, leveraging the
segmentation cues to extract relevant information from
the SS of the stimulus. To test for this, we introduced
in experiment 2 and in Supplementary section S6 a
control for some of the major ways in which this could
happen, namely the colocalization of the target and
segmentation cue. The small effect of the control gap
on task performance of both human participants and
our implementation of the SS model suggests that our
results cannot be fully explained by an improvement
in encoding (or decoding) of target information in
the SS of the stimulus facilitated by the low-level
properties of the gap. Nonetheless, due to the several
changes in geometry introduced in the construction
of these control stimuli (see Figure 5a), it remains
possible that there are some unforeseen changes in the
SS of the stimuli that would allow a more elaborate
version of the feedforward SS model to account for our
results.

Although the effects of different kinds of target-
surround similarity on contextual modulation have
been widely studied for discrimination tasks using
features or objects (see Whitney & Levi, 2011; Manassi
& Whitney, 2018 for reviews), this has not been studied
for textures (note that textures have been used to study
these effects in the context of contrast perception (e.g.
Wang, Heeger, & Landy, 2012; Solomon, Sperling,
& Chubb, 1993). Our stimulus design allowed us to
study the perceptual relevance of dissimilarity in
texture properties (specifically, FAS and HOS) to target
discrimination. The relation of these properties to the
different stages of the SS model and of early visual
processing allows us to relate or results to the model and
to physiology. Previous studies using artificial textures
have reported that FAS is a stronger segmentation
cue than HOS, and that some HOS induce moderate
and others induce weak or no segmentation (Julesz &
Caelli, 1979; Victor et al., 2013; Zavitz & Baker, 2014).
We found that for our naturalistic stimuli dissimilarity
in FAS was a strong segmentation cue, but we did not
observe clear evidence that dissimilarity in the HOS of
the PS model induces segmentation in the periphery
(see Figure 6). This seems also in agreement with simple
inspection of our stimuli, in which the targets strongly
pop out when the surround is dissimilar in FAS and
HOS, but not when it is only dissimilar in HOS. The
weak effect of HOS dissimilarity in peripheral vision
is particularly interesting if we note that the textures
with HOS dissimilarity were noticeably different under
foveal inspection. It is also noteworthy that we did not
observe FAS dissimilarity effects when we induced
segmentation by a discontinuity between target and
surround. If the surround were pooled with the target
for the discontinuous condition, as the fixed pooling
regions model would suggest, we would expect more
similar statistics to interfere more (as was observed for
our implementation of the SS model; see Figure 6),
contrary to what we observed. A possible explanation
for this discrepancy between our model and our data
is that pooling windows are flexible, and when the
surrounds are segmented from the target they are not
pooled equally to when grouped together (Mareschal,
Sceniak, & Shapley, 2001; Wallis et al., 2019). Finally,
we showed that contextual modulation of naturalistic
texture perception is strongly dependent on the
naturalness of the HOS of the surround (see Figure 7),
in agreement with previous perceptual (Wallis et al.,
2016; Neri, 2017; Gong et al., 2018) and physiological
(Guo et al., 2005; Pecka et al., 2014; Coen-Cagli et
al., 2015; Ziemba et al., 2018) studies of contextual
modulation.

The effects of texture structure may be informative
about the mechanism of texture segmentation in
the model. Human texture segmentation is a widely
studied topic, and several computational models and
physiological mechanisms have been proposed in the

Downloaded from jov.arvojournals.org on 03/05/2021



Journal of Vision (2021) 21(1):1, 1–26 Herrera-Esposito, Coen-Cagli, & Gomez-Sena 19

literature. Our dissimilarity results seem compatible
with most of the different existing models, which is not
surprising given that they can make similar predictions,
and our stimuli were not designed to tell them apart.
Nonetheless, our results may offer some interesting
constraints on these models, and although an exhaustive
analysis is out of the scope of this work, it might be
useful to discuss some of the relation to three of the
main biologically inspired segmentation models (Landy,
2013): the feedforward filter-rectify-filter model; the
V1-based model with recurrent horizontal connections;
and the multistage segmentation models with feedback.

In the classic filter-rectify-filter (FRF) kind of
segmentation models, texture defined edges are detected
by filtering the image with V1-like filters, rectifying the
filters outputs, and then applying a second filtering stage
on these outputs (Landy & Bergen, 1991; Landy, 2013;
Rosenholtz, 2014). The classic version of the model
uses a quadratic function for rectification, making it
sensitive to local FAS for segmentation, but not to
HOS in general (Landy, 2013), which seems in line
with our results. Some models have been proposed to
allow the FRF model to be sensitive to some HOS, such
as modifying the rectifying function (Zavitz & Baker,
2013) or adding further rectification and filtering steps
(Emrith, Chantler, Green, Maloney, & Clarke, 2010),
but our results suggest that for naturalistic textures,
these further steps may be of secondary importance.

Another class of models compatible with our
dissimilarity results are the models based on recurrent
contextual interactions at the level of the V1 filtering
stage, that lead to differential activation at texture
defined edges, allowing for segmentation and saliency
(Li, 1999; Li, 2002; Robol, Grassi, & Casco, 2013;
Gheorghiu, Kingdom, & Petkov, 2014), which would
explain the strong segmentation effect observed for
FAS dissimilarity. Interestingly, contextual interactions
related to this segmentation model, such as surround
suppression and surround normalization, have also
been proposed to be a common computation in
neural processing (Carandini & Heeger, 2012). If
these contextual interactions at the level of V1 are
responsible for the FAS-based segmentation, and they
are also present in higher areas V2 and V4, we may
expect HOS-based segmentation given the selectivity
of these areas for the HOS of the PS model (Freeman
et al., 2013; Okazawa et al., 2015; Ziemba et al., 2016;
Okazawa et al., 2017). Nonetheless, our results showing
weak segmentation for HOS dissimilarities could mean
that this process of segmentation may not occur at
these higher areas, or that it may be much weaker than
in V1 (although see possible limitations below).

The last group of relevant models comprises the more
complex and biologically inspired models involving
multiple layers and recurrent feedback processing
(Thielscher & Neumann, 2005; Bhatt et al., 2007;
Thielscher et al., 2008; Kim, Linsley, Thakkar, & Serre,

2019). The complex nature of these models makes them
difficult to analyze without actually testing them with
our stimuli, although they usually use the first layer of
oriented V1-like filters as the substrate of segmentation,
allowing for FAS based segmentation. In addition,
their feedback processing allows them to respond to
more complex differences, explaining different texture
segmentation results. Our results also provide an
interesting experimental test to these models, namely
that they should show only weak responses to the HOS
explored here.

Besides the results for dissimilarity, it is less clear
how our results on naturalness should be related to
these models. From the discussion above, it seems
that for some of these models, center and surround
should not be strongly segmented if they share the
same FAS. Nonetheless, it is possible that naturalness
effects can emerge in some ways, particularly for the
recurrent models. This could be readily tested by using
implementations of these models with our stimuli
as inputs. Other possible explanations for the effect
of naturalness involve segmentation and contextual
modulation based on probabilistic inference (Hindi
Attar et al., 2007; Pecka et al., 2014; Coen-Cagli et
al., 2015), although this would involve at least some
extensions on the more mechanistic models described
above. Finally, we note that an important limitation
of our results is that although the selectivity of areas
V2 and V4 to naturalistic HOS is well established
(Freeman et al., 2013; Okazawa et al., 2015; Ziemba
et al., 2016; Okazawa et al., 2017), this has not been
tested for stimuli with different HOS but matched
FAS as those used in this work. Furthermore, the
space of PS statistics is high dimensional, and it is
possible that other dissimilarities in HOS produce
strong segmentation (although note that the textures
with dissimilar HOS look considerably different under
foveal inspection). Indeed, previous work with artificial
textures shows that selectivity for other simpler HOS
that can support texture segmentation (Victor et al.,
2013) emerges primarily in V2 (Yu, Schmid, & Victor,
2015). Therefore, a more exhaustive exploration of the
capacity of naturalistic HOS to induce segmentation
would be needed to better understand their role in
segmentation, as well as possible contributions from
higher visual areas.

What neural mechanisms might underlie the
contextual modulation we observe? One candidate
is V1 surround suppression, which appears linked
to our experimental results in several ways: both
strongly depend on FAS similarity (Cavanaugh, Bair, &
Movshon, 2002) and on segmentation cues (Coen-Cagli
et al., 2015), and it has been proposed that V1 surround
suppression underlies perceptual surround suppression
(Zenger-Landolt & Heeger, 2003; Carandini & Heeger,
2012), which affects texture perception (Chubb,
Sperling, & Solomon, 1989; McDonald & Tadmor,
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2006; Wang et al., 2012) and is relatively strong
in peripheral vision (Xing & Heeger, 2000; Petrov,
Carandini, & McKee, 2005). In addition, we showed
that contextual modulation of naturalistic texture
perception is tuned to the naturalness of the HOS, in
agreement with previous perceptual (Wallis et al., 2016;
Neri, 2017; Gong et al., 2018) and physiological (Guo
et al., 2005; Pecka et al., 2014; Coen-Cagli et al., 2015;
Ziemba et al., 2018) studies in contextual modulation.
This too could reflect V1 surround suppression, which
has been shown to be reduced for scrambled surrounds
(i.e. lacking natural HOS) compared to natural images
in V1 (Guo et al., 2005; Pecka et al., 2014; Coen-Cagli
et al., 2015; although unpublished recordings indicate
this might not be the case for naturalistic textures
Ziemba, Tim Oleskiw, Perez, Simoncelli, & Movshon,
2017). Overall, our experimental results on contextual
modulation and segmentation appear consistent with
flexible V1 surround suppression (Coen-Cagli et al.,
2015), in which suppression strength is reduced when
center and surround are inferred to be segmented on
the basis of image statistics. Furthermore, as discussed
above, this recurrent process of contextual modulation
in V1 is also related to some segmentation models
(Li, 1999; Li, 2002; Schmid, 2008; Robol et al., 2013;
Gheorghiu et al., 2014), and it could also partly explain
the segmentation effects we observed. Following the
proposed matching of physiology and the SS model
(see Figure 1), this process would act after the filtering
stage of the model, prior to computing the SS of the
texture features.

Another possible mechanism relevant to our
results is facilitation. For example, one possible
contributor is surround facilitation at the level of V2,
observed in texture stimuli similar to ours, in which
the response of V2 neurons to a texture patch can be
enhanced by naturalistic texture surrounds outside
their receptive fields (Ziemba et al., 2018). Following
the parallel between physiology and the SS model (see
Figure 1), this mechanism would act over the output
of the SS computation. After the SS of the different
image regions are computed, naturalistic surrounds
would facilitate the output of the SS computing
units corresponding to the target. Although not
directly tested in this previous study, this facilitation
mechanism could be stronger for scrambled targets
than for naturalistic targets, reducing the difference
in responses between the two kinds of targets when
naturalistic surrounds are included. Thus, this reduced
difference between the SS of the two kinds of targets
would result in reduced target discriminability. If
this is a relevant mechanism in our task, then our
results would suggest that V2 surround facilitation is
reduced by target surround segmentation, and that it
is relatively stronger for phase scrambled targets than
for naturalistic targets, which could be readily tested
experimentally.

Another mechanism that may contribute to our
results is pooling over flexible windows shaped by
segmentation, as proposed in studies of natural scene
perception in peripheral vision (Wallis et al., 2019) and
orientation discrimination in central vision (Mareschal
et al., 2001). Flexible surround suppression, facilitation,
and flexible pooling windows could therefore be
integrated at the corresponding stages of the SS
model, leading to a broader framework within which
to interpret our results and guide further studies of
peripheral vision.

Although the results discussed so far appeared
consistent with perceptual crowding, we did not
observe a clear inwards-outwards asymmetry as is
often reported for crowding (Petrov et al., 2007; see
Figures 8, 9). One possible interpretation for this
result is that the processes dominating our contextual
modulation effect may not be the same as those in letter
crowding. Nonetheless, another possible interpretation
is that our contextual modulation phenomenon is
produced by the same mechanisms as letter crowding,
but that these mechanisms affect texture perception
in our task differently from commonly used stimuli
such as letters and vernier. For example, it has been
shown that inward and outward flankers have different
relative weight for different crowding processes and
different crowding tasks (Chastain, 1982; Strasburger
& Malania, 2013; Strasburger, 2019), and also that
classical inward-outward asymmetry can be reversed
by biasing attention towards the fovea (Petrov &
Meleshkevich, 2011b). Therefore, it is possible that if
the different subprocesses of crowding have different
relative effects on textures than on letters, this may lead
to a different overall inwards-outwards asymmetry. In
line with this, we speculate that the large variability we
observed across participants in the sensitivity to the
different experimental conditions, such as surround
position, reflects a variability in the relevance of the
different underlying processes (whether the same as
in classical crowding or not), which is also consistent
with other crowding studies (Kooi et al., 1994; Petrov
& Meleshkevich, 2011a; Wallace et al., 2013; Lev &
Polat, 2015). Although our results do not allow to
tell whether our contextual modulation phenomenon
is different from letter crowding, or if it involves the
same mechanisms as crowding but affecting textures
differently, they point to the need of further studies
on the relation between contextual modulation of
textures and the phenomenon of crowding, which is
frequently described as objects undergoing “forced
texture processing” (Rosenholtz, 2016). This would also
be relevant, for example, to previous work studying
crowding in natural scenes (Wallis & Bex, 2012; Gong
et al., 2018), which according to this line of reasoning
might also have measured, to an unknown degree,
other contextual modulation processes affecting texture
perception. As explained above, our work points
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to additional processes such as flexible surround
suppression and facilitation whose relation to crowding
is uncertain and which may be of particularly high
relevance to texture contextual modulation. Finally, it
is worth noting that some of the tasks most associated
with peripheral vision such as scene perception (Ehinger
& Rosenholtz, 2016; Brady, Shafer-Skelton, & Alvarez,
2017; Groen, Silson, & Baker, 2017), guidance of eye
movements (Parkhurst & Niebur, 2004; Frey, König,
& Einhäuser, 2007; Schmid & Victor, 2014) and the
control of body movement (Brandt, Dichgans, &
Koenig, 1973; Bardy, Warren, & Kay, 1999; Berencsi,
Ishihara, & Imanaka, 2005) have been proposed to use
texture as a major source of information (Harrington et
al., 1985; Sinai, Krebs, Darken, Rowland, & McCarley,
1999; Parkhurst & Niebur, 2004; Frey et al., 2007;
Schmid & Victor, 2014; Brady et al., 2017; Groen et
al., 2017; Ehinger & Rosenholtz, 2016). Therefore,
understanding the role of contextual modulation on
texture perception in the periphery may be an important
step for understanding of the limitations of peripheral
vision in natural behavior.

Keywords: texture, naturalistic, contextual
modulation, peripheral vision
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(2014). Variance predicts salience in central sensory
processing. eLife, 3, e03722.

Herzog, M. H., Sayim, B., Chicherov, V., &Manassi, M.
(2015). Crowding, grouping, and object recognition:
A matter of appearance. Journal of Vision, 15(6), 5.

Hindi Attar, C., Hamburger, K., Rosenholtz, R., Götzl,
H., & Spillmann, L. (2007). Uniform versus random
orientation in fading and filling-in. Vision Research,
47(24), 3041–3051.

Downloaded from jov.arvojournals.org on 03/05/2021

https://rdrr.io/cran/glmnet/


Journal of Vision (2021) 21(1):1, 1–26 Herrera-Esposito, Coen-Cagli, & Gomez-Sena 23

Eaton, J. W., Bateman, D., Hauberg, S., & Wehbring,
R. (2015). GNU Octave version 4.0.0 manual:
A high-level interactive language for numerical
computations.

Julesz, B. (1962). Visual pattern discrimination. IRE
Transactions on Information Theory, 8(2), 84–92.

Julesz, B., Gilbert, E. N., & Victor, J. D. (1978). Visual
discrimination of textures with identical third-order
statistics. Biological Cybernetics, 31(3), 137–140.

Julesz, B., & Caelli, T. (1979). On the Limits of Fourier
decompositions in visual texture perception.
Perception, 8, 69–73.

Kim, J., Linsley, D., Thakkar, K., & Serre, T. (2019).
Disentangling neural mechanisms for perceptual
grouping. In International Conference on Learning
Representations, Retrieved June 26, 2020. Available
at: https://openreview.net/forum?id=HJxrVA4FDS.

Kleiner, M., Brainard, D. H., Pelli, D. G., Broussard,
C., Wolf, T., & Niehorster, D. (2007). What’s new in
Psychtoolbox-3? Perception, 36, S14.

Kooi, F. L., Toet, A., Tripathy, S. P., & Levi, D. M.
(1994). The effect of similarity and duration on
spatial interaction in peripheral vision. Spatial
Vision, 8(2), 255–279.

Landy, M. S. (2013). Texture analysis and perception.
In J.S. Werner, & L.M. Chalupa (Eds.), The new
visual neurosciences (pp. 639–652). Cambridge, MA:
MIT Press.

Landy, M. S., & Bergen, J. R. (1991). Texture
segregation and orientation gradient. Vision
Research, 31(4), 679–691.

Lazebnik, S., Schmid, C., & Ponce, J. (2005). A sparse
texture representation using local affine regions.
IEEE Transactions on Pattern Analysis and Machine
Intelligence, 27(8), 1265–1278.

Lev, M., & Polat, U. (2015). Space and time in masking
and crowding. Journal of Vision, 15(13), 10.

Levi, D. M. (2008). Crowding—An essential bottleneck
for object recognition: A mini-review. Vision
Research, 48(5), 635–654.

Li, Z. (1999). Contextual influences in V1 as a basis
for pop out and asymmetry in visual search.
Proceedings of the National Academy of Sciences,
96(18), 10530–10535.

Li, Z. (2002). A saliency map in primary visual cortex.
Trends in Cognitive Sciences, 6(1), 9–16.

Louie, E. G., Bressler, D. W., & Whitney, D. (2007).
Holistic crowding: Selective interference between
configural representations of faces in crowded
scenes. Journal of Vision, 7(2), 24.

Malania, M., Herzog, M. H., & Westheimer, G. (2007).
Grouping of contextual elements that affect vernier
thresholds. Journal of Vision, 7(2), 1.

Manassi, M., Hermens, F., Francis, G., & Herzog,
M. H. (2015). Release of crowding by pattern
completion. Journal of Vision, 15(8), 16.

Manassi, M., Lonchampt, S., Clarke, A., & Herzog, M.
H. (2016). What crowding can tell us about object
representations. Journal of Vision, 16(3), 35.

Manassi, M., Sayim, B., & Herzog, M. H. (2012).
Grouping, pooling, and when bigger is better in
visual crowding. Journal of Vision, 12(10), 13.

Manassi, M., Sayim, B., & Herzog, M. H. (2013). When
crowding of crowding leads to uncrowd ing. Journal
of Vision, 13(13), 10.

Manassi, M., & Whitney, D. (2018). Multi-level
crowding and the paradox of object recognition in
clutter. Current Biology, 28(3), R127–R133.

Mareschal, I., Sceniak, M. P., & Shapley, R. M.
(2001). Contextual influences on orientation
discrimination: Binding local and global cues.
Vision Research, 41(15), 1915–1930.

McDermott, J. H., & Simoncelli, E. P. (2011). Sound
texture perception via statistics of the auditory
periphery: Evidence from sound synthesis. Neuron,
71(5), 926–940.

McDonald, J. S., & Tadmor, Y. (2006). The perceived
contrast of texture patches embedded in natural
images. Vision Research, 46(19), 3098–3104.

McWalter, R., & McDermott, J. H. (2018). Adaptive
and selective time averaging of auditory scenes.
Current Biology, 28(9), 1405–1418.e10.

Meinecke, C., & Kehrer, L. (1994). Peripheral and
foveal segmentation of angle textures. Perception &
Psychophysics, 56(3), 326–334.

Morikawa, K. (2000). Central performance drop
in texture segmentation: The role of spatial
and temporal factors. Vision Research, 40(25),
3517–3526.

Neri, P. (2017). Object segmentation controls image
reconstruction from natural scenes. PLoS Biology,
15(8), e1002611.

Oberfeld, D., & Stahn, P. (2012). Sequential grouping
modulates the effect of non-simultaneous masking
on auditory intensity resolution. PLoS One, 7(10),
e48054.

Okazawa, G., Tajima, S., & Komatsu, H. (2015). Image
statistics underlying natural texture selectivity of
neurons in macaque V4. Proceedings of the National
Academy of Sciences, 112(4), E351–E360.

Okazawa, G., Tajima, S., & Komatsu, H. (2017).
Gradual development of visual texture-selective
properties between macaque areas V2 and V4.
Cerebral Cortex, 27(10), 4867–4880.

Overvliet, K. E., & Sayim, B. (2016). Perceptual
grouping determines haptic contextual modulation.

Downloaded from jov.arvojournals.org on 03/05/2021

https://openreview.net/forum?id10HJxrVA4FDS


Journal of Vision (2021) 21(1):1, 1–26 Herrera-Esposito, Coen-Cagli, & Gomez-Sena 24

Vision Research. Quantitative Approaches in Gestalt
Perception, 126, 52–58.

Paradiso, M. A., & Nakayama, K. (1991). Brightness
perception and filling-in. Vision Research, 31(7),
1221–1236.

Parkes, L., Lund, J., Angelucci, A., Solomon, J. A.,
& Morgan, M. (2001). Compulsory averaging
of crowded orientation signals in human vision.
Nature Neuroscience, 4(7), 739–744.

Parkhurst, D. J., & Niebur, E. (2004). Texture contrast
attracts overt visual attention in natural scenes.
European Journal of Neuroscience, 19(3), 783–789.

Pecka, M., Han, Y., Sader, E., & Mrsic-Flogel, T. D.
(2014). Experience-dependent specialization of
receptive field surround for selective coding of
natural scenes. Neuron, 84(2), 457–469.

Pelli, D. G., Palomares, M., & Majaj, N. J.
(2004). Crowding is unlike ordinary masking:
Distinguishing feature integration from detection.
Journal of Vision, 4(12), 12–12.

Petrov, Y., Carandini, M., & McKee, S. (2005). Two
distinct mechanisms of suppression in human
vision. Journal of Neuroscience, 25(38), 8704–8707.

Petrov, Y., & Meleshkevich, O. (2011a). Asymmetries
and idiosyncratic hot spots in crowding. Vision
Research, 51(10), 1117–1123.

Petrov, Y., &Meleshkevich, O. (2011b). Locus of spatial
attention determines inward–outward anisotropy in
crowding. Journal of Vision, 11(4), 1.

Petrov, Y., Popple, A. V., & McKee, S. P. (2007).
Crowding and surround suppression: Not to be
confused. Journal of Vision, 7(2), 12.

Põder, E. (2007). Effect of colour pop-out on the
recognition of letters in crowding conditions.
Psychological Research, 71(6), 641–645.

Portilla, J., & Simoncelli, E. P. (2000). A parametric
texture model based on joint statistics of complex
wavelet coefficients. International Journal of
Computer Vision, 40(1), 49–70.

Qiu, C., Kersten, D., & Olman, C. A. (2013).
Segmentation decreases the magnitude of the tilt
illusion. Journal of Vision, 13(13), 19.

R Core Team. (2018). R: A Language and
Environment for Statistical Computing. Vienna,
Austria, https://elifesciences.org/articles/
42512, https://www.r-bloggers.com/2018/06/
its-easy-to-cite-and-reference-r/.

Riesenhuber, M., & Poggio, T. (1999). Hierarchical
models of object recognition in cortex. Nature
Neuroscience, 2(11), 1019–1025.

Robinson, D., & Hayes, Alex. (2018). Broom: Convert
Statistical Objects into Tidy Tibbles in broom:
Convert Statistical Analysis Objects into Tidy

Tibbles, Retrieved April 21, 2020. Available at:
https://rdrr.io/cran/broom/man/broom.html.

Robol, V., Grassi, M., & Casco, C. (2013). Contextual
influences in texture-segmentation: Distinct
effects from elements along the edge and in the
texture-region. Vision Research, 88, 1–8.

Rosen, S., Chakravarthi, R., & Pelli, D. G. (2014). The
Bouma law of crowding, revised: Critical spacing is
equal across parts, not objects. Journal of Vision,
14(6), 10.

Rosenholtz, R. (2014). Texture perception. In The
Oxford Handbook of Perceptual Organization,
https://doi.org/10.1093/oxfordhb/9780199686858.
013.058.

Rosenholtz, R. (2016). Capabilities and limitations of
peripheral vision. Annual Review of Vision Science,
2(1), 437–457.

Rosenholtz, R., Huang, J., Raj, A., Balas, B. J., & Ilie,
L. (2012). A summary statistic representation in
peripheral vision explains visual search. Journal of
Vision, 12(4), 14.

Rosenholtz, R., Yu, D., & Keshvari, S. (2019).
Challenges to pooling models of crowding:
Implications for visual mechanisms. Journal of
Vision, 19(7), 15.

Saarela, T. P., & Herzog, M. H. (2009). Size tuning
and contextual modulation of backward contrast
masking. Journal of Vision, 9(11), 21.

Saarela, T. P., Sayim, B., Westheimer, G., & Herzog, M.
H. (2009). Global stimulus configuration modulates
crowding. Journal of Vision, 9(2), 5.

Saarela, T. P., Westheimer, G., & Herzog, M. H. (2010).
The effect of spacing regularity on visual crowding.
Journal of Vision, 10(10), 17.

Sayim, B., Westheimer, G., & Herzog, M. H. (2008).
Contrast polarity, chromaticity, and stereoscopic
depth modulate contextual interactions in vernier
acuity. Journal of Vision, 8(8), 12.

Schade, U., & Meinecke, C. (2009). Spatial distance
between target and irrelevant patch modulates
detection in a texture segmentation task. Spatial
Vision, 22(6), 511–527.

Schade, U., & Meinecke, C. (2011). Texture
segmentation: Do the processing units on the
saliency map increase with eccentricity? Vision
Research, 51(1), 1–12.

Schmid, A. M. (2008). The processing of feature
discontinuities for different cue types in primary
visual cortex. Brain Research, 1238, 59–74.

Schmid, A.M., & Victor, J. D. (2014). Possible functions
of contextual modulations and receptive field
nonlinearities: Pop-out and texture segmentation.
Vision Research. The Function of Contextual
Modulation, 104, 57–67.

Downloaded from jov.arvojournals.org on 03/05/2021

https://elifesciences.org/articles/42512
https://www.r-bloggers.com/2018/06/its-easy-to-cite-and-reference-r/
https://rdrr.io/cran/broom/man/broom.html
https://doi.org/10.1093/oxfordhb/9780199686858.013.058


Journal of Vision (2021) 21(1):1, 1–26 Herrera-Esposito, Coen-Cagli, & Gomez-Sena 25

Simoncelli, E., Freeman, W., Adelson, E., & Heeger,
D. (1992). Shiftable multiscale transforms. IEEE
Transactions on Information Theory, 38(2), 587–607.

Sinai, M., Krebs, W., Darken, R., Rowland, J., &
McCarley, J. (1999). Egocentric distance perception
in a virtual environment using a perceptual
matching task. Proceedings of the Human Factors
and Ergonomics Society Annual Meeting, 43(22),
1256–1260.

Solomon, J. A., Sperling, G., & Chubb, C. (1993). The
lateral inhibition of perceived contrast is indif
ferent to on-center/off-center segregation, but
specific to orientation. Vision Research, 33(18),
2671–2683.

Strasburger, H. (2019). Seven myths on crowding
and peripheral vision. PeerJ Preprints,
https://doi.org/10.7287/peerj.preprints.27353v4.

Strasburger, H., & Malania, M. (2013). Source
confusion is a major cause of crowding. Journal of
Vision, 13(1), 24.

Stürzel, F., & Spillmann, L. (2001). Texture fading
correlates with stimulus salience. Vision Research,
41(23), 2969–2977.

Thielscher, A., Kölle, M., Neumann, H., Spitzer, M., &
Grön, G. (2008). Texture segmentation in human
perception: A combined modeling and fMRI study.
Neuroscience, 151(3), 730–736.

Thielscher, A., & Neumann, H. (2005). Neural
mechanisms of human texture processing: Texture
boundary detection and visual search. Spatial
Vision, 18(2), 227–257.

Treutwein, B. (1995). Adaptive psychophysical
procedures. Vision Research, 35(17), 2503–2522.

Vancleef, K., Putzeys, T., Gheorghiu, E., Sassi, M.,
Machilsen, B., & Wagemans, J. (2013). Spatial
arrangement in texture discrimination and texture
segregation. i-Perception, 4(1), 36–52.

Venables, W. N., & Ripley, B. D. (2002). Modern
Applied Statistics with s (4th ed.). Statistics and
Computing. New York: Springer-Verlag.

Vergeer, M. L. T., & van Lier, R. (2007). Grouping
effects in flash-induced perceptual fading.
Perception, 36(7), 1036–1042.

Victor, J. D. (1994). Images, statistics, and textures:
Implications of triple correlation uniqueness
for texture statistics and the Julesz conjecture:
Comment. JOSA A, 11(5), 1680–1684.

Victor, J. D., Conte, M. M., & Chubb, C. F. (2017).
Textures as probes of visual processing. Annual
Review of Vision Science, 3(1), 275–296.

Victor, J. D., Thengone, D. J., & Conte, M. M. (2013).
Perception of second- and third-order orientation

signals and their interactions. Journal of Vision,
13(4), 21–21.

Wallace, J. M., Chiu, M. K., Nandy, A. S., & Tjan,
B. S. (2013). Crowding during restricted and free
viewing. Vision Research, 84, 50–59.

Wallis, T. S. A., Bethge, M., & Wichmann, F. A.
(2016). Testing models of peripheral encoding using
metamerism in an oddity paradigm. Journal of
Vision, 16(2), 4.

Wallis, T. S. A., Funke, C. M., Ecker, A. S., Gatys, L.
A., Wichmann, F. A., & Bethge, M. (2019). Image
content is more important than Bouma’s Law for
scene metamers. eLife, 8, e42512.

Wallis, T. S. A., & Bex, Peter J.. (2012). Image correlates
of crowding in natural scenes. Journal of Vision,
12(6), 1–19.

Wang, H. X., Heeger, D. J., & Landy, M. S. (2012).
Responses to second-order texture modulations
undergo surround suppression. Vision Research, 62,
192–200.

Whitney, D., & Levi, D. M. (2011). Visual crowding:
A fundamental limit on conscious perception and
object recognition. Trends in Cognitive Sciences,
15(4), 160–168.

Wickham,H. (2016).Ggplot2: Elegant Graphics for Data
Analysis. Google-Books-ID: XgFkDAAAQBAJ.
New York, NY: Springer.

Wickham, H., Henry, L., & RStudio. (2018). Tidyr:
Easily Tidy Data with ’spread()’ and ’gather()’
Functions.

Wickham, H., François, R., Henry, L., & Müller, K.
(2018). Dplyr: A grammar of data manipulation.

Willenbockel, V., Sadr, J., Fiset, D., Horne, G. O.,
Gosselin, F., & Tanaka, J. W. (2010). Controlling
low-level image properties: The SHINE toolbox.
Behavior Research Methods, 42(3), 671–684.

Xie, Y. (2015). Dynamic Documents with r and knitr.
Google-Books-ID: lpTYCQAAQBAJ. Boca Raton,
FL: CRC Press.

Xing, J., & Heeger, D. J. (2000). Center-surround
interactions in foveal and peripheral vision. Vision
Research, 40(22), 3065–3072.

Yu, Y., Schmid, A. M., & Victor, J. D. (2015). Visual
processing of informative multipoint correlations
arises primarily in V2. eLife, 4, e06604.

Zavitz, E., & Baker, C. L. (2013). Texture sparseness,
but not local phase structure, impairs second order
segmentation. Vision Research, 91, 45–55.

Zavitz, E., & Baker, C. L. (2014). Higher order image
structure enables boundary segmentation in the
absence of luminance or contrast cues. Journal of
Vision, 14(4), 14.

Downloaded from jov.arvojournals.org on 03/05/2021

https://doi.org/10.7287/peerj.preprints.27353v4


Journal of Vision (2021) 21(1):1, 1–26 Herrera-Esposito, Coen-Cagli, & Gomez-Sena 26

Zenger-Landolt, B., & Heeger, D. J. (2003). Response
suppression in V1 agrees with psychophysics of
surround masking. Journal of Neuroscience, 23(17),
6884–6893.

Zenger-Landolt, B., & Koch, C. (2001). Flanker
effects in peripheral contrast discrimination—
psychophysics and modeling. Vision Research,
41(27), 3663–3675.

Wang, Z., Bovik, A. C., Sheikh, H. R., & Simoncelli,
E. P. (2004). Image quality assessment: From error
visibility to structural similarity. IEEE Transactions
on Image Processing, 13(4), 600–612.

Ziemba, C. M., Freeman, J., Movshon, J. A., &
Simoncelli, E. P. (2016). Selectivity and tolerance

for visual texture in macaque V2. Proceedings
of the National Academy of Sciences, 113(22),
E3140–E3149.

Ziemba, C. M., Freeman, J., Simoncelli, E. P., &
Movshon, J. A. (2018). Contextual modulation
of sensitivity to naturalistic image structure in
macaque V2. Journal of Neurophysiology, 120(2),
409–420.

Ziemba, C. M., Tim, Oleskiw, Perez, R. K., Simoncelli,
E. P., & Movshon, J. A. (2017). Selectivity of
contextual modulation in macaque V1 and V2.
Annual Meeting, Neuroscience. Retrieved April
21, 2020. Available at: https://www.cns.nyu.edu/∼
lcv/pubs/makeAbs.php?loc=Ziemba17b.

Downloaded from jov.arvojournals.org on 03/05/2021

https://www.cns.nyu.edu/10lcv/pubs/makeAbs.php?loc10Ziemba17b


Supplementary material

S1 Converting log-odds ratios to proportion differences

The goal of our statistical analysis is to estimate the effect on performance of changing a given
condition, and testing whether the effect is significantly different from 0. All the conditions we
analyze can be taken to vary in a binary way, being present or absent (e.g. discontinuity, surround
presence, HOS dissimilarity, etc), and thus we frame the analysis as estimating the effect of having
that condition present. Also, it is expected that the effect of a given condition can vary across people
and across textures. We are therefore interested in estimating the mean effect of that condition across
the population of textures and participants, and taking the variability into account when estimating
whether it is significantly different from 0.

For this goal we fit a generalized linear mixed model (GLMM) of the binomial family (equivalent to
logistic regression) [27]. This procedure estimates the mean effect of the presence of a given condition
A on the probability of success, and also estimates the variability of this effect across the population
from which textures and participants were sampled. Taking condition A (e.g. discontinuity) to be a
variable with two possible values, A = 1 (A present) and A = 0 (A absent), the model relating A to
task performance (probability of success, P) for a given participant s with a given texture t is the
following:

P (Success|A = a, Texture = t, Participant = s) =
1

1 + e−l(a,t,s)
(S1)

l(A = a, Texture = t, Participant = s) = aβt,s
A + βt,s

0 (S2)

where βt,s
A is the effect of A and βt,s

0 is the offset for participant s and texture t. Here βt,s
A is a sample

from a stochastic variable given by βt,s
A = βA + Zt

A + Zs
A. Here βA is the mean effect of condition

A (or fixed effect), and Zt
A ∼ N (0, σ2

A:t) and Zs
A ∼ N (0, σ2

A:s) are samples from random variables
corresponding to the variability of the effect across textures and participants respectively (the random
effects). The random effects are characterized by their standard deviations σA:t and σA:s. Similarly,
βt,s
0 = β0 +Zt

0 +Zs
0 , with Zt

0 ∼ N (0, σ2
0:t) and Zs

0 ∼ N (0, σ2
0:s). We note that all participants under a

given texture share the same value of Zt
A and Zt

0, meaning that each texture has its own characteristic
effect of A and offset. Fitting a GLMM model to an experiment in which condition A is varied
estimates all of the above parameters. The discussions in the text are based on the estimates of the
fixed effects for the experimental manipulations, which is the estimated mean effect across textures
and subjects.
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Figure S1: Reference plot for converting LOR (βA) into proportions of correct answers. Each
line indicates a different initial probability of success without condition A (e.g. discontinuity, naturalness,
etc). The lines then show the probability of success with condition A for the different values of βA.
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As mentioned, the effects estimated by the model are the βA coefficients in the linear equation l
inside the logistic function. These effects do not directly express the difference in success probabilities
between the conditions, they express the log-odds-ratio (LOR) between the conditions, which is a
measure related to the difference in probability of success. The odds of success for a given condition
can be defined as odds = psuccess

pfail
, and it can be converted to probability of success. The odds-ratio

is, as the name suggests, the ratio of the odds of two conditions, and it is a measure of the difference
in their success probabilities. For example, a way of expressing the effect of condition A on task
performance is as the odds-ratio between the condition with A present (A=1) and with A absent
(A=0), or ORA = oddsA=1

oddsA=0
. If the presence of A improves performance, ORA will be larger than 1,

and if it hinders performance, ORA will be between 1 and 0. The log-odds-ratio (LOR) is simply the
logarithm of the odds-ratio, and so the parameters estimated by the model can also be understood as
βA = logORA. The LOR has different advantages as a measure of changes in probability of succes.
For one, it is unbounded (can go from −∞ to +∞) and symmetric around 0 (the LOR of a change
in probability from p1 to p2 is the opposite of the LOR of a change from p2 to p1). But also, the
LOR has the advantage that it reflects an intuitive aspect of the relevance in a change in probability.
Intuitively, the relevance of a change in probability depends on the specific probability values, and
this is readily reflected in the LOR, but not in the raw probability changes. For example, a change
in p from 0.9 to 0.99 is intuitively more important than a change from 0.5 to 0.59. While the change
in probability is the same in both cases, the LOR between the conditions are around 2.40 and 0.36
respectively.

But the above mentioned advantage of the LOR means that a given LOR does not uniquely deter-
mine a change in probability, since the change in probability will depend on the specific probability
values. Therefore we express in the article the estimated effects as the LOR (the βs). To help get
intuition of the magnitude of those effects in terms of probability, Figure S1 shows how to convert LOR
to changes in probability. To see how a given LOR translates to a difference in success probability for
an experimental manipulation, select an initial probability (a given line) and see what the probability
is at the selected LOR. Those would be the probabilities of success without and with condition A
present, respectively. Note that a given LOR gives different changes in probability for different initial
probabilities.

S2 Experiment 1

In experiment 1 we expected the width of the gap to be an important factor in determining
the effect of discontinuity because of two opposing factors. For one, since the gap is produced by
shrinking the target, a larger gap implies a smaller target for the discontinuous condition. This
could lead to a reduction in performance for the discontinuous condition, and potentially mask the
effect of segmentation. On the other hand, a smaller gap can be less visible (particularly with the
transparency gradients at the borders of the textures), leading to weaker segmentation and thus also
leading to a reduced performance for the discontinuous condition. Therefore, we expected the effect of
discontinuity to be maximal at some intermediate gap width. We chose to run the experiment using
two different gap widths, 0.3° and 0.6°, which seemed to be sufficiently visible but not too large. In
experiment 1 we report the result of discontinuity for the gap with 0.3° width. The gap with 0.6°
width that showed an effect in the same direction, albeit smaller and non significant (βDiscont = 0.27,
ci =

[
−8× 10−3, 0.54

]
, p = 0.06, Figure S2c). Thus, although the points in the discussion remain

unchanged, we note that the experimental effect depends on this relevant parameter.

Also, in experiment 1 we found that texture surrounds impair task performance and that target-
surround segmentation can reduce this impairment. Thus, we tested whether segmentation completely
recovered task performance. For this we compared task performance for the unsurrounded target, and
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Figure S2: The effect of discontinuity depends on the size of the gap. (a) Stimulus configurations
used in the experiment (only scrambled targets shown). Left: Continuous stimulus (larger target size),
Right: Discontinuous stimulus (smaller target size) with a gap of 0.6°. (b) Task performance for the two
conditions. (c) LOR for discontinuity (βDiscont), estimated from the performance data in (b). Participants
(n=8) performed 70 trials in each condition. The plots in the figure use the same conventions as Figure 3.

for stimuli with surround texture but separated from the targets by a gap (Figure S3a). For the
discontinuous condition we pooled the data from the two gap sizes (0.3° and 0.6°). We note that the
discontinuous and unsurrounded stimuli had the same target size, only differing in the presence of
the discontinuous surround. We found that the discontinuous surrounds still impaired performance
(βSurr = −0.40, ci = [−0.68,−0.15], p = 5× 10−3), showing that segmentation did not completely
remove contextual modulation.

We note that all the conditions mentioned in the section corresponding to experiment 1 (the ones
for testing the effect of flanker and the effect of discontinuity), as well as those presented here, were
presented in the same experimental session. That is, participants shown in Figures 3 and 4 and in
this section are the same individuals (except for a missing participant in Figure 3, which was not
presented the unsurrounded due to an error).
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Figure S3: Discontinuous surrounds generate contextual modulation. (a) Stimulus configurations
used in the experiment (only scrambled targets shown). Left: Target without surround, Right: Target with
discontinuous surround. (b) Task performance for the two conditions. (c) LOR for the presence of the
discontinuous surround (βSurr), estimated from the performance data in (b). 8 participants performed 70
trials in the unsurrounded condition, and 140 in the surrounded condition. The plots in the figure use the
same conventions as Figure 3.

S3 Experiment 2

In experiment 2 we induced continuity by changing target shape from disk-target to split-target
(as described in the main text). Although the total area of target texture is roughly the same for the
two shapes, it is possible that part of the observed effect could be due to target shape rather than
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discontinuity. To test for this we included control stimuli for texture T1, consisting of the targets
without surrounds, and the targets with surrounds but without a gap, for both target shapes.

First we estimated the effect of target shape by comparing performances for the two targets without
surrounds (Figure S4a). The performance for the split-target was slighly worse than for the disk target
(Figure S4b), although the effect was small and non-significant (βSplit = −0.16, ci = [−0.42, 0.11], p
= 0.22, Figure S4c).
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Figure S4: Target shape does not affect performance for targets without surrounds. (a)
Stimulus configurations used in the experiment. Left: Non-split target (Disk-target) without surround,
Right: Split-target without surround. (b) Task performance for the two conditions. (c) LOR for the
splitting of the target (βSplit), estimated from the data in (b). Participants (n=12) performed 80 trials per
condition. The plots in the figure use the same conventions as Figure 3.

Then we estimated the effect of target shape and whether it explains the effect of discontinuity.
For this we fitted a model with terms for target shape (βSplit), the presence of the gap (βGap),
and discontinuity (βDiscont) to the stimuli shown in S5a, which include targets of both shapes with
surrounds, and in presence and absence of a gap around the target. This analysis also allows to
estimate the effect of having a gap around the target after accounting for the discontinuity effect (e.g.
effects arising from the low level properties of the gap, or for spatial cueing to the target location
within the stimulus). Interestingly, both the effect of target shape (βSplit = −0.09, ci = [−0.31, 0.14],
p = 0.43, Figure S5c) and of the presence of the gap (βGap = 0.04, ci = [−0.15, 0.22], p = 0.71, Figure
S5d) were close to 0 and non significant, while the effect of discontinuity had a similar magnitude as
to that estimated in the main text (βDiscont = 0.43, ci = [0.14, 0.73], p = 5× 10−3, Figure S5e). This
can be seen in the raw performances (Figure S5b), where in the absence of a gap both target shapes
have similar performances (thus showing a small effect of target-shape), but in the presence of a gap
there is a difference in performance (since one shape is discontinuous with the surround while the
other is not). The small effect of the gap can be seen in the little difference between the conditions
with and without a gap for the split target, suggesting that the gap does not have a strong effect
if it does not induce segmentation. This shows that the improvement in performance described for
experiment 2 in the main text comes mainly from discontinuity, rather than target shape or other low
level factors that accompany the presence of the gap.

S4 Experiment 3

In experiment 3, when estimating the effect of target-surround dissimilarity for the discontinuous
and continuous conditions separately, there appears to be a considerable change in the effect of FAS
dissimilarity. To verify that this change is significant we fitted a GLMM to all the data shown in Figure
6, with parameters for FAS dissimilarity (βFAS), HOS dissimilarity (βHOS), discontinuity (βDiscont),
and the interactions between discontinuity and dissimilarity (βFAS:Discont and βHOS:Discont). In

4



G
ap

:
N

o
Ye

s

(a) Shape:

Disk Split

(b)

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

No gap Gap

Disk Split Disk Split

0.4

0.6

0.8

Shape

S
uc

ce
ss

(c)

●
●

●
●
●
●

●
●
●

●
●
● 
 
 
 
 
 
 
 
 
 

 
 

p = 0.43p = 0.43p = 0.43p = 0.43p = 0.43p = 0.43p = 0.43p = 0.43p = 0.43p = 0.43p = 0.43p = 0.43

−1 0 1 2
βSplit

(d)

●
●

●
●

●
●

●
●
●
●

●
● 
 

 
 
 
 
 
 
 

 
 

*

p = 0.71p = 0.71p = 0.71p = 0.71p = 0.71p = 0.71p = 0.71p = 0.71p = 0.71p = 0.71p = 0.71p = 0.71

−1 0 1 2
βGap

(e)

●
●

●
●
●

●
●

●
●

●
●

● 
 
 

 
 
 

 
 
 
 

*
**

p = 0.0049p = 0.0049p = 0.0049p = 0.0049p = 0.0049p = 0.0049p = 0.0049p = 0.0049p = 0.0049p = 0.0049p = 0.0049p = 0.0049

−1 0 1 2
βDiscont

Figure S5: Target shape does not affect performance for targets with surrounds. (a) Stimulus
configurations used in the experiment. Left: Disk-target shape, Right: Split-target shape. Top: Stimuli with
a gap. Bottom: Stimuli without a gap. (b) Task performance for the four conditions, with the conditions
without a gap in the left panel and the conditions with a gap around the target in the right panel. (c)-(e)
LOR for, respectively, the splitting of the target (βSplit), the presence of the gap (βGap), and discontinuity
(βDiscont), estimated from the data in (b). Participants (n=12) participants performed 80 trials per
condition. The plots in the figure use the same conventions as Figure 3.

this model, βFAS and βHOS are the effect of dissimilarity for the continuous condition, βDiscont is
the effect of discontinuity for the condition with no target-surround dissimilarity, and the interaction
terms represent how the effect of dissimilarity changes for the discontinuous condition (or equivalently,
how the effect of discontinuity changes for the dissimilar surrounds). We note that due to convergence
issues in computing the confidence intervals of the parameters, we excluded the random effects for
βFAS:Discont from the model, although these were estimated by the model to be close to 0 when fitting
the full model, and both the point estimates of the parameters and their corresponding p-values were
practically unchanged when including these random effects.

As expected, the full model fit shows a strong and negative effect for the FAS-discontinuity inter-
action (βFAS:Discont = −0.78, ci = [−0.95,−0.61], p = 0., Figure S6c) indicating that the effect of
FAS dissimilarity is reduced (and practically canceled) when the stimulus is discontinuous. The inter-
action term between the HOS and discontinuity on the other hand was close to 0 and non significant
(βHOS:Discont = 0.07, ci = [−0.35, 0.49], p = 0.66, Figure S6e) and showed considerable variability
across textures.

We also estimated the interaction effects for the simulated observers. In line with the similarity
between the effects for continuous and discontinuous conditions in Figure 6, the interaction between
FAS dissimilarity and discontinuity was close to 0 and non significant (βFAS:Discont = 0.02, ci =
[−0.02, 0.06], p = 0.38, Figure S6h). Thus, this confirms the failure of the model to capture the
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experimental results. Interestingly, the model showed a small but significant interaction between HOS
and discontinuity (βHOS:Discont = 0.11, ci = [0.07, 0.15], p = 8× 10−4, Figure S6j). This interaction
may result from the change in the amount of texture around the target for the discontinuous condition,
since the surround texture in the gap is removed, and the magnitude effect will depend on whether
HOS are matched or not.

Also, we note that for texture T1 experiment 3 was done using two different widths which, were
0.5° and 1°. Due to the small difference observed between gap sizes in this experiment and preliminary
data, we resolved to continue with only the smaller gap for the rest of the experiments. To verify
whether the effect of gap width was negligible, we fitted a GLMM to the data with terms for gap
width and found them all to be small and non-significant (data not shown). Thus, for the analysis we
pooled these two gap sizes together.
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Figure S6: FAS dissimlarity strongly interacts with discontinuity in participants but not in
model observers. Parameters estimated by fitting a full model to the data from both continuous and
discontinuous conditions in experiment 3. (a)-(e) LOR for, respectively, discontinuity (βDiscont), FAS
dissimilarity (βFAS), discontinuity-FAS interaction (βFAS:Discont), HOS dissimilarity (βHOS) and
discontinuity-HOS interaction (βHOS:Discont) estimated from the experimental data. (f)-(j) Same as (a)-(e)
but for the model observers. The data used for fitting the model is the same as that shown in Figure 6. The
plots in the figure use the same conventions as Figure 6.

S5 Experiment 4

In the experiment comparing naturalistic and phase scrambled surrounds, we included the discon-
tinuous target-surround conditions for the textures T1 and T2, to determine how segmentation and
naturalness interact. We fitted a model to the data with terms for naturalness (βNat), discontinuity
(βDiscont) and their interaction (βNat:Discont). In this model βNat is the effect of naturalness for the
continuous condition, βDiscont is the effect of discontinuity for the phase-scrambled surround, and
βNat:Discont represents how the effect of surround naturalness changes for the discontinuous condition
(or conversely, how the effect of discontinuity changes when adding surround naturalness). As reported
in the main text, there was a strong and significant effect of naturalness for the continuous condition
(βNat = −0.90, ci = [−1.57,−0.24], p = 0.03, Figure S7b). We also observed an effect of discontinuity
for the phase-scrambled surround, that did not reach statistical significance for the hierarchical model
(βDiscont = 0.61, ci = [−0.06, 1.30], p = 0.06, Figure S7c), but did reach significance individually for
each texture. Finally, we also observed a moderate and significant interaction between the two terms
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Figure S7: Surround naturalness interacts with segmentation in participants but not in model
observers. (a) Task performance for the naturalistic and phase-scrambled surrounds in both the continuous
(left) and discontinuous (right) conditions. Task performances for textures T1 (top) and texture T2
(bottom) are shown. (b)-(d) LOR for, respectively, surround naturalness (βNat), discontinuity (βDiscont),
and their interaction (βNat:Discont), estimated from the performance data in (a). (e) Same as (a) but for
the model observers. (f)-(h) Same as (b)-(d) but for the model observers. Participants (n=28) completed
28 texture-sessions that were included in the analysis, and performed 90 trials per condition.

(βNat:Discont = 0.43, ci = [0.06, 0.83], p = 0.04, Figure S7d).

While the observer model again captured the effect of naturalness (βNat = −0.74, ci = [−0.83,−0.65],
p = 6× 10−4, Figure S7f), it failed to capture its interaction with discontinuity, with an interaction
close to 0 and non-significant (βNat:Discont = 0.05, ci = [−0.03, 0.12], p = 0.15, Figure S7h), thus
showing that the effect of naturalness is not fully captured by the feedforward version of the SS
model.

S6 Texture sampling variability in the model

As described in the methods section, we synthesized large textures with the PS algorithm and
then, during the task, patches of these textures were randomly sampled on a trial by trial basis to
build the stimuli. This procedure introduces some trial by trial variability in the SS of the displayed
patches, and thus this constituted a source of stimulus noise in the task. It is not certain what effect
this variability could have on the participants performance, since that would likely depend on how
they process the stimuli, and on the strategy they use to solve the task. Nonetheless, we propose
there are different reasons to think that this noise does not have an important effect on participants.
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First, participants quickly learned from one or two examples how to perform the task, and they
could generalize this to the different texture samples. Furthermore, it is very easy to solve the task
with foveal inspection, while the task is difficult with limited exposure and peripheral vision. This
suggests that the effect of SS variability is probably small as compared to other limitations imposed
on the participants by the task design. Lastly, even if the different samples of texture stimuli were
always perfectly matched in the PS statistics, it is likely that this will not be the case for the internal
representation of SS in participants. This is because different factors such as eye movements, cortical
magnification and the use by participants of SS that are not included in the PS model, could still
make these different samples unmatched in their internal SS.

On the other hand, given that the implementation of the SS model both lacks the robustness of
biological visual systems, and also has few other sources of noise to compete with stimulus variability,
the simulated observers may be affected by the sampling variability. Furthermore, understanding the
effect of sampling variability on the model can be informative about the behavior of the model, and
about possible effects of stimulus noise. Therefore, we performed new simulations removing sampling
variability from the task.

In order to remove the sampling variability from the task, we first synthesized for each simulated
participant one small PS texture of 128x128 pixels, and its corresponding phase-scrambled texture
to be used as targets. Then, to be used for the surrounds, we synthesized one 448x448 texture for
each kind of surround texture needed in the experiment to be simulated. All these textures were
synthesized as described in the methods, with the exception of their size. Next we used these images
to generate one sample of each kind of stimulus (the combination of a kind of surround with a kind of
target) using the centermost region of the synthesized textures. This way the crop was not random,
and was the same for each stimulus. For example, the naturalistic target was always the exact same
patch of texture for the different surrounds, and a given surround was exactly the same for the two
kinds of target.

After generating one stimulus of each kind for each simulated subject, we proceeded as in the
main simulations to compute the SS and generate pairs of stimuli to discriminate. This results in one
kind of stimulus pair for each observer. Finally, we copied the resulting pairs of stimuli to get the
needed number of trials to train and test the model (thus there was no variability among samples),
and proceeded as described for the main simulations. This way, there was no variability in the stimuli
SS in the task (although there was still between trial variability in the noise added to the model).

We note that we used noise with a larger SD than that used in the main simulations. Instead of
adding noise with SD equal to that of the SS across the stimuli, we used noise with 10 times that
SD. Also, to be able to fit into the synthesized texture for the target, target size was reduced for the
first two experiments, using a target size of 100 pixels for experiment 1 and 90 pixels for experiment
2. Also, the plots showing the estimated effects are shown with the same scale as those in the main
text, although the effects for this model were considerably smaller. This was done to facilitate the
comparison between models and with the experiments.

First, we observed that the performance of the SS model observer was hindered by the presence of
the surround in the absence of sampling variability (Figure S8), replicating the results for the original
model and the experiments (Figure 3). Then, we repeated experiment 1, by comparing surrounded
stimuli with and without a gap. In this case the model had better performance for the discontinuous
condition (with gap) than for the continuous (without gap) stimuli (Figure S9), although the effect was
very small and non-significant (but it becomes significant when using larger samples). This behavior
of the model is the opposite to that observed in the task with stimulus variability (Figure 4), and
is opposite from how we expected the SS model to behave, given that the continuous condition has
a larger area of informative target texture. Despite its small magnitude, this result underscores the
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unpredictability of the effect of image manipulations on the SS model, which should be particularly
problematic for non-texture stimuli as discussed in the main text.
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Figure S8: Performance of the SS model is impaired by surround texture in absence of
sampling variability. (a) Task performance of the SS model for stimuli with and without surrounds, in
absence of sampling variability. Same layout as Figure 3b. (b) LOR for the presence of the surround.
Compare to Figure 3c. 8 model observers were tested on 1500 trials per condition.
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Figure S9: Performance of the SS model is improved by a discontinuity inducing gap in
absence of sampling variability. (a) Task performance of the SS model for the surrounded stimuli with
continuous and discontinuous surrounds. Same layout as Figure 3b. (b) LOR for discontinuity (βDiscont).
Compare to Figure 4c. 8 model observers were tested on 1500 trials per condition.

Although the previous result could raise doubts about the inability of the SS model to explain
segmentation by a gap, when testing the effect of discontinuity by changing target shape (experiment
2) we find that model performance is not affected by discontinuity (Figure S10). This result is
in agreement with the original simulations, and different from behavior of the participants, which
showed better performance for the discontinuous condition (Figure 5). Thus, overall, we still observe
that the SS model cannot capture segmentation by a gap.
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Figure S10: Performance of the SS model is not affected by discontinuity induced by
target-shape in absence of sampling variability. (a) Task performance of the SS model for the
surrounded stimuli with continuous and discontinuous surrounds. Same layout as Figure 3b. (b) LOR for
discontinuity (βDiscont). Compare to Figure 5c. 8 model observers were tested on 1500 trials per condition.
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Next we evaluated the behavior of the model for the different target-surround dissimilarities (ex-
periment 3) in absence of variability. The model did not show effects for FAS dissimilarity, or its
interaction with discontinuity (Figures S11b, S11c), while it did show a significan albeit small effect
for HOS dissimilarity (Figure S11d). This is not an important change as compared to the model with
stimulus variability (Figure S6), and therefore does not affect the previous analysis.
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Figure S11: Performance of the model is improved by target-surround dissimilarity in HOS
but not in FAS in absence of sampling variability. (a), (b), (c), (d) & (e) LOR for the effects of,
respectively, discontinuity (βDiscont), FAS dissimilarity (βFAS), the interaction between FAS and
discontinuity (βFAS:Discont), HOS dissimilarity (βHOS), and the interaction between HOS and discontinuity
(βHOS:Discont). Compare to the estimated LOR shown in Figure S6. Same layout as Figure 5c. 8 model
observers were tested on 1500 trials per condition.

Lastly, we tested the model on surround naturalness (experiment 4) without stimulus variability.
In this experiment sampling variability could be a particularly important factor for the model, because
the sampling of the naturalistic images induced a higher variability in the SS than the phase-scrambled
images (analysis not shown). In line with this rationale, we observed that the performance of the SS
model was not affected by surround naturalness (Figure S12), unlike what was observed in presence of
stimulus variability (Figure 7). Thus, whether the SS model can explain the effect of naturalness that
was observed for the participants depends on whether the experimental effect is produced by stimulus
variability or not. Given that we argued that stimulus variability due to sampling is probably not
an important factor for the participants, this means that the SS model may not explain the effect of
naturalness in the experimental data.
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Figure S12: Performance of the model is not affected by naturalistic HOS in the surround, in
absence of sampling variability. (a) Task performance of the SS model for surrounds with the presence
or absence of naturalistic HOS. (b) LOR for surround naturalness (βNat) estimated from the data in (a).
Compare to Figure 7. 8 model observers were tested on 1500 trials per condition.

S7 Size adjustment results

A difficulty adjustment procedure was carried out for each individual participant before each
experiment (except for texture T1 in experiments 1 and 3), to ensure a similar performance level
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across participants. We adjusted target size using the stochastic approximation procedure [81]. In
this procedure, failed responses lead to an increase in target diameter, and successful responses to a
decrease, with progressively smaller diameter changes. We set the relation of failure:success step sizes
to 9:1, which leads to the procedure converging at a performance of 90% correct responses. The initial
target diameter was set between 3.5° and 3.8°, and the initial step size for failed trials was set between
0.7° and 1.0°. The procedure lasted 80 trials or until the step size for the failed trials was smaller
than 1 pixel. The actual adaptive procedure started after an initial 10 trials where diameter did not
change (totaling 90 trials with the procedure). Figure S13 and Table S1 show the sizes resulting from
this adjustment procedure. shows the sizes resulting from this adjustment procedure.
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Figure S13: Target sizes obtained after the difficulty adjustment procedure. Smaller dots
indicate the target size for a given texture session. Blue dots indicate a texture session for author DH and
green dots for author LG. Larger colored dots with vertical lines indicate the mean ±SD accross
participants. We excluded from the plot the sizes for texture T1 in experiments 1 and 3, in which size was
not adjusted, and for the experiment carried out with only one target.

Texture Mean (deg) SD (deg)

T1 3.5 0.67
T2 4.6 0.77
T3 4.9 0.92
T4 4.3 0.88
T5 4.2 0.89

T6 5.1 0.59
T7 3.6 0.84

Table S1: Mean and standard deviation of target sizes obtained by the difficulty adjustment procedure for
each texture. The sizes from experiments in which the difficulty adjustment was not performed were not
taken into account.

We also tested whether the between participant variability observed in the experimental effects is
related to the differences in target size. It is possible that changes in target-surround distances arising
from target size adjustment could modify the relative relevance of the contextual modulation processes
involved in our task, thus leading to part of the observed between-participant and between-texture
variability. We tested this possibility by fitting a linear model to the effect sizes estimated individually
for each texture session (that is, for each participant-texture combination, fitting a GLM model only
to that texture session data) and the target diameter used in that experimental session. We did this
only for experiments 2, 4 and 5 (for the two targets and for the single target experiment, refered to
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here as 5b), which were the experiments in which only one experimental effect was estimated. For the
experiments with multiple textures (all but 5b) we included a term for texture in the linear model,
but removing this term does not change the conclusions from the analysis.

Experiment Correlation p Df

2 0.25 <0.01 34
4 0.02 0.61 30
5 -0.01 0.50 31
5b 0.11 0.64 13

Table S2: Pearson correlation coefficients between target diameter and the effect sizes estimated for each
texture session in the different experiments.

Table S2 shows the estimated effects of target size on the magnitude of the experimental effect
for each experiment. We see that there is a significant effect for experiment 2 but not for the other
experiments. The positive sign of the effect in experiment 2 indicates that the larger target size is
related to a stronger effect in this experiment. Since most of the experiments did not show an effect,
we conclude that target size is not an important factor in explaining between-participant variability.
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Abstract

Visual texture, defined by local image statistics, provides important
information to the human visual system for perceptual segmentation.
Second-order or spectral statistics (equivalent to the Fourier power spectrum)
are a well-studied segmentation cue. However, the role of higher-order
statistics (HOS) in segmentation remains unclear, particularly for natural
images. Recent experiments indicate that, in peripheral vision, the HOS of the
widely adopted Portilla-Simoncelli texture model are a weak segmentation cue
compared to spectral statistics, despite the fact that both are necessary to
explain other perceptual phenomena and to support high-quality texture
synthesis. Here we test whether this discrepancy reflects a property of natural
image statistics. First, we observe that differences in spectral statistics across
segments of natural images are redundant with differences in HOS. Second,
using linear and nonlinear classifiers, we show that each set of statistics
individually affords high performance in natural scenes and texture
segmentation tasks, but combining spectral statistics and HOS produces
relatively small improvements. Third, we find that HOS improve segmentation
for a subset of images, although these images are difficult to identify. We also
find that different subsets of HOS improve segmentation to a different extent,
in agreement with previous physiological and perceptual work. These results
show that the HOS add modestly to spectral statistics for natural image
segmentation. We speculate that tuning to natural image statistics under
resource constraints could explain the weak contribution of HOS to perceptual
segmentation in human peripheral vision.

1) Introduction

Scene segmentation is an essential function of visual processing. Grouping visual
features together in a segment and separating different segments in a scene
requires multiple processes and sources of information. These include gestalt
principles such as proximity, similarity, common fate (Wagemans et al., 2012);
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geometrical cues such as symmetry and collinearity (Field et al., 1993; Geisler et al.,
2001; Sigman et al., 2001); statistical cues related to texture information (Julesz,
1962; Landy & Bergen, 1991; Z. Li, 2002); binocular disparity cues (Bakin et al.,
2000; Zhaoping et al., 2009); detection of edges and boundaries between regions
(Ben-Shahar, 2006; Wolfson & Landy, 1998); and shape information derived from
object recognition and semantic understanding of scenes (Neri, 2014, 2017), just to
name a few.

Here we focus on visual texture, which can be defined by the local statistical
properties of an image region (Julesz, 1962; Victor et al., 2017). This is a particularly
important and well-studied substrate for image segmentation, as reflected in the vast
perceptual (Julesz, 1962; Landy, 2013; Landy & Bergen, 1991; Victor, 1994; Victor et
al., 2017) and physiological (Knierim & van Essen, 1992; V. A. Lamme, 1995; V. A. F.
Lamme et al., 1999; Nothdurft et al., 2000; Roelfsema, 2006) literature and in
successful models of human texture segmentation (Bergen & Landy, 1991; Bhatt et
al., 2007; Z. Li, 2002; Malik & Perona, 1990; Victor et al., 2017). Notably, most of this
work has been focused on studying second-order statistics (represented in the
Fourier power spectrum, henceforth spectral statistics), despite abundant evidence
that higher-order statistics (HOS) also strongly influence texture perception (Balas,
2006; Freeman et al., 2013; Freeman & Simoncelli, 2011; Hermundstad et al., 2014;
Julesz et al., 1978; Portilla & Simoncelli, 2000; Tesileanu et al., 2020; Victor et al.,
2013; Victor & Conte, 1996) and are essential to capture the appearance of natural
textures (Balas, 2006; Portilla & Simoncelli, 2000). Studies of HOS cues for texture
segmentation have used artificial textures, and relatively low-order statistics
(Hermundstad et al., 2014; Julesz et al., 1978; Tesileanu et al., 2020; Tkacik et al.,
2010; Victor et al., 2013; Zavitz & Baker, 2014). As a consequence, the relevance of
HOS for texture-based segmentation remains uncertain, particularly in the context of
natural vision.

Texture processing is especially prominent in peripheral vision, and the most
influential theory of peripheral vision relies on summary statistics (SS) of textures
(Balas et al., 2009; Freeman et al., 2013; Freeman & Simoncelli, 2011; Rosenholtz,
2016). One important instantiation of the SS theory relies on the statistics defined by
the Portilla-Simoncelli (PS) algorithm for texture synthesis (Balas et al., 2009;
Freeman & Simoncelli, 2011; Portilla & Simoncelli, 2000), which uses marginal pixel
statistics, spectral statistics and a specific set of HOS (detailed below) to synthesize
textures with naturalistic appearance. The PS instantiation of the SS model uses a
filtering stage analogous to the primary visual cortex (V1) followed by a HOS
encoding stage (Figure 1b), and captures many aspects of peripheral perception
(Balas et al., 2009; Ehinger & Rosenholtz, 2016; Freeman et al., 2013; Freeman &
Simoncelli, 2011; Rosenholtz, 2016; Rosenholtz et al., 2012) as well as the
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selectivity of neurons at higher stages of the visual cortex (Freeman et al., 2013;
Okazawa et al., 2015, 2017; Ziemba et al., 2016).

Recent work by us and others (Doerig et al., 2019; Herrera-Esposito et al., 2021;
Herzog et al., 2015; Manassi et al., 2012, 2013; Wallis et al., 2019) suggests that
perceptual segmentation is an important missing component from the SS model of
the visual periphery. In particular, we (Herrera-Esposito et al., 2021) observed that
segmentation cues improve performance in a naturalistic texture discrimination task,
when target textures are surrounded by distractor textures. Remarkably, however,
when we introduced a difference in HOS between target and distractor textures, that
difference induced little segmentation, on average, if these regions shared the same
spectral statistics (although there is some between texture variability in the estimated
effect of HOS). This observation raises the following question: why are these HOS
only a weak segmentation cue (relative to spectral statistics) to our peripheral visual
systems?

Here we test whether this observation reflects a property of natural images’ statistics,
which may be exploited by the human peripheral visual system through processes of
statistical inference (Hindi Attar et al., 2007), or whether it reflects suboptimal
processing. Under the first hypothesis, two scenarios are possible. First (Figure 1D,
top), the HOS might be an unreliable cue for texture-based segmentation, because
differences in local HOS between two regions do not reliably correspond to
differences in the segments of the scene. In this case, the visual system would learn
to weigh the spectral statistics information more heavily than the HOS information,
similar to much previous research in visual (Adams & Mamassian, 2004; Jacobs,
1999; Knill & Saunders, 2003; Saarela & Landy, 2012), auditory (Cazettes et al.,
2014; Pavão et al., 2020) and multisensory (Fetsch et al., 2012; Gu et al., 2008) cue
combination. A second possibility (Figure 1D, middle) is that the HOS may be a
reliable cue for segmentation, but highly redundant with the spectral statistics. For
example, if it seldom occurs that two different neighboring segments in a natural
image have similar spectral statistics but different HOS that allow to segregate them,
then these HOS would add little information to the process of texture-based
segmentation of natural images. Then, using the spectral statistics but not HOS for
peripheral segmentation, could be advantageous considering resource constraints
(see Discussion). Lastly (Figure 1D, bottom), an alternative hypothesis is that both
spectral statistics and HOS are informative about segmentation and independent of
each other, in which case the smaller weight placed on HOS by peripheral
segmentation processes would reflect a combination of inaccurate encoding of the
HOS of PS and suboptimal readout of that information.

To test those possibilities, first we studied how spectral statistics and HOS change
across natural textures and natural scenes segments. Next, we trained an observer
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model to solve a classification task using different combinations of spectral statistics
and HOS, in which the goal is to determine whether two image patches belong to the
same image segment or not (see Figure 1). We used both images of composite
natural textures, where we defined the ground-truth segmentation, and images of
natural scenes with segmentation maps drawn by humans (Martin et al., 2001). Our
results provide the first quantification of the relative power of spectral statistics and
HOS of the PS model for texture-based segmentation of natural images.

2) Methods:

2.1) Image and segment selection

For the analysis of texture images we used 638 natural texture images obtained from
the Brodatz (Brodatz, 1966), Salzburg Texture Image (Salzburg Texture Image 
Database (STex), n.d.), and the Lazebnik et al. databases (Lazebnik et al., 2005).
We converted the color images to grayscale with the image package for octave, by
extracting the luminance channel of the YIQ color space. We then normalized the
pixel values of each image to have a mean of 0.5 and a standard deviation of 0.2 on
a scale between 0 and 1. Next, we cropped 4 non-overlapping square patches of
128 x 128 pixels from the vertices of the image, thus obtaining 4 sample patches per
texture (a total of 2552 patches).

For the natural scene analysis we used the 500 natural scene images from the
Berkeley segmentation database (BSD) (Martin et al., 2001), and their corresponding
segmentation maps labeled by a human (we used the first map available for each
image). We converted the color images to grayscale with the same procedure as for
textures. The segments analyzed for each image were the central segment of the
image (the one containing the central pixel) and all its neighbors. To avoid excessive
noise in the computed statistics, we filtered out the images in which the central
segment had less than 8192 pixels (equivalent to a 128 x 64 pixels). Furthermore,
we also filtered out the neighboring segments with less than 4096 pixels (equivalent
to a 64 x 64 pixel patch). After this selection procedure, 416 images and a total of
1696 segments were used.

2.2) Pairing image patches and texture segmentation task

Region-based segmentation consists in the process of determining whether two
image regions belong to the same segment or not. We modeled this region-based
segmentation task using texture as a substrate by employing a classification task on
pairs of image patches.
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We generated pairs of image patches that could either belong to the same segment
or to different segments (Figure 1). For brevity, we refer to these pairs as “matched”
and “unmatched” respectively. Then, we computed the statistics of the patches (see
details below) and, depending on the analysis, we either computed the angle
between the vectors of statistics of the two patches (used in Figure 2; see
subsection 2.3 for details), or we computed the absolute difference between the
patches for each of the PS statistics (used in all other figures and tables). The
classification task consists in determining whether the two texture patches belong to
the same segment or not.

For the texture images we considered the whole image as one segment, and thus
built the matched pairs by pairing two patches from the same texture, and the
unmatched pairs by pairing two patches from different textures.

For the natural images in the BSD, the matched pairs were obtained by splitting the
center patch, and the neighboring patches with more than 8192 pixels, vertically into
two halves at the point that produced the most balanced pixel distribution, and
pairing the two halves. The unmatched pairs were obtained by pairing the central
patch of an image with a neighboring segment.

2.3) Computing texture statistics

For each image patch we computed the summary statistics of the PS model. These
comprise a set of marginal pixel statistics, and a set of statistics over the filter
outputs of the steerable pyramid (Portilla & Simoncelli, 2000). We used a bank of
filters with 4 orientations and 4 scales, and a neighborhood of 7 pixels for computing
spatial correlations. For the cropped texture patches we used the original PS code.
For the patches of natural scenes we used a modified version of the Freeman
metamer model (Freeman & Simoncelli, 2011). The original code first filters an image
with the steerable pyramid, and then computes the weighted average of the pairwise
products of filter outputs (equivalent to computing correlations), using a
predetermined set of regular weighting windows. Our modification consisted in using
an irregular weighting window, given by the segmentation map of the BSD image. In
both textures and natural scenes we also modified the code to compute correlations
where the original models computed covariances because we observed that
correlations afforded better performance in the discrimination task.

We separated the statistics of the PS model into 3 groups, following previous work
(Portilla & Simoncelli, 2000; Ziemba et al., 2016): pixel statistics, Fourier power
spectrum (spectral statistics), and statistics of higher-order (HOS). The pixel
statistics are marginal statistics over the pixel values, including mean, variance, and
the skewness and kurtosis at different lowpass versions of the image. The spectral
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statistics are equivalent to pairwise pixel correlations, which are found in the PS
model in the central autocorrelation matrices of the image subsampled at different
scales, and in the mean modulus of activation of quadrature pairs of complex filters.
The rest of the statistics in the PS model, which are not captured by the marginal
pixel statistics or by pairwise pixel correlations, are referred to as HOS. These
comprise correlations across space, scale, and orientation between the magnitude of
complex bandpass quadrature filters (i.e. the energy of the filters), and local phase
statistics (Portilla & Simoncelli, 2000). With the parameters we used for the PS
model, we obtained 16 pixel statistics, 137 spectral statistics statistics, and 552
HOS.

2.4) Correlation between spectral statistics and HOS

To analyze the correlation between spectral statistics and HOS differences between
image regions, we first z-scored each statistic across the BSD patches to have 0
mean and a standard deviation of 1. Then for each pair of patches we computed the
angle between their vectors of spectral statistics and the angle between their vectors
of HOS statistics (i.e. we computed the angles in the respective 137 and 552
dimensional spaces for the two kinds of statistics). Then we computed the Pearson
correlation between these two.

2.5) Training the linear classifier models

All linear classification models using the absolute differences in statistics were
trained by ridge regression, using the glmnet package v4.0-2 (Friedman et al., 2019)
in R 3.6.3 (R Core Team, 2018). We used the default settings of the package in
which the scaling parameter for the penalization is selected by 10-fold
cross-validation on the training set. We used misclassification rate as the criterion for
both selecting the penalization parameter and training the model. We also performed
a weighting of the pairs of images in the training set so that the overall training
weight was the same for the two classes. We also normalized each predictor to have
unit variance and zero mean in the training set. We performed this procedure both
for the models performing the segmentation task, as for the models performing the
identification of pairs of patches with useful HOS.

2.6) Training the segmentation models

For the image segmentation task, we trained a family of linear models to classify the
pairs of patches using the absolute difference in each statistic between the patches.
The subsets of the PS statistics used in each model are indicated in the text.
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For the classification of patches from the natural texture images we first separated
the texture images into a training and a testing set, randomly assigning 319 texture
images to each. Then for each texture image we generated all the unique
combinations of pairs of patches for the matched condition (6 combinations). Then
we generated pairs of patches from different textures (randomly sorted) within each
image set, generating 10 pairs of these for each texture. This procedure generated
1914 matched pairs of patches and 1595 unmatched pairs of patches for each the
training set and the testing set.

For the classification of patches from natural scenes, we randomly sorted the images
into a training set of 332 images and a testing set of 84. We then generated the pairs
of patches as described above, producing 2688 pairs of patches (1408 matched
paris and 1280 unmatched). On average, there were 2150 pairs of patches in the
training set, and 537 pairs in the testing set (there is some variability due to the
image sorting, since not all images had the same number of segments).

We repeated the random sorting of training and testing set 20 times for each model.
In the figures, we show the results for the model trained with each sorting, as well as
the average performance.

2.7) Identifying pairs with useful HOS

To identify the pairs of patches where HOS improved segmentation (referred to as
pairs with useful HOS for brevity), we first split the number of images in the dataset
(either for BSD or for the textures) into 10 non-overlapping subsets, to be used as
testing sets separately. Then, we iterated through all the 10 subsets of patches,
training a segmentation model on the image pairs that did not belong to the testing
subset, and then testing the model on the subset. For each subset we trained both a
model using spectral statistics alone, and a model using HOS alone. Then, for each
pair in the testing set, we compared the outputs of the two models, and we labeled
all pairs of patches that were incorrectly classified by spectral statistics but correctly
classified by HOS as having useful HOS. We repeated this procedure for all testing
sets, obtaining a label for each pair of patches. The same procedure was performed
comparing the model with spectral statistics alone to the model with both spectral
and HOS.

Note that the size of the train and test sets used here are different from the main
segmentation task. As described above, for the main segmentation task, when using
the texture dataset half of the textures went into the training set, and when using
natural images, 20% of the images went into the training set. Here, in both cases
90% of the dataset went into training for each model. This means that for the texture
dataset, 6314 pairs of textures were used for training, and 704 for testing in each
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iteration. For the natural scenes dataset, on average 2419 pairs went into the
training set and 269 into the testing set for each iteration.

Then, we again split the dataset into 10 subsets, and for each subset, we trained a
linear classifier on the rest of the patches to identify whether the pairs had useful
HOS or not, using as inputs for this task the spectral and HOS. This way, for each
pair of patches we obtained a ground-truth label indicating whether it had useful
HOS, as observed in the segmentation models, and the output of a classifier labeling
it as having useful HOS or not.

2.8) Data and code availability

All the analysis code used in this work is available at https://git.io/JJNyr.

3) Results:

We used a texture discrimination task to quantify the contribution of different image
statistics to texture-based segmentation (Figure 1). Specifically, the texture statistics
of two image patches are given as input, and a classifier indicates whether these two
patches belong to the same image segment or not (matched and unmatched pairs of
patches respectively). We considered different groups of image statistics of the PS
texture model: marginal pixel statistics, Fourier power spectrum (spectral statistics),
and higher-order statistics (HOS) (see Methods for further detail). To quantify the
contribution of these statistics, we trained different models using the absolute
difference between the values of these statistics and compared their performance at
the task.

3.1) Differences in spectral statistics and HOS are redundant in natural images

We first studied the correlation between differences in spectral statistics and HOS
across segments, as a basic estimate of redundancy Figure 2 shows, for 2688 pairs
of neighboring image patches sampled from 416 natural scenes (BSD, (Martin et al.,
2001), the angle between their vectors of spectral statistics (which measures how
different the spectral statistics are between the two patches), and the angle between
their HOS statistics. We found a strong positive correlation between the spectral
statistics angles and the HOS angles (Figure 2; Pearson correlation = 0.55, p =
2e-16, CI = [0.52-0.58]) for neighboring patches, suggesting a high redundancy
between these statistics.
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Figure 1. (A) Example pairs of patches taken from different (left) or from the same (right) image
segment of a natural image. (B) Illustration of the computing of the different image statistics, with a
first filtering stage and a second stage of computing image statistics. (C) Segmentation task, in which
the statistics of two image patches are used to classify them as belonging to the same or to different
segments. (D) Each row illustrates one possible scenario of spectral statistics and HOS contributions
to image segmentation. Plots show the distribution of the difference between statistics across image
patches from the same (green) and from different (brown) segments for different combinations of
statistics (first three columns), and the corresponding performance of different segmentation models
using these statistics (fourth column).

Besides the correlation, which indicates overall redundancy, a more relevant
question is how much information the differences in the individual spectral statistics
and HOS provide for the task of segmentation. To quantify this we next measured
how the use of the spectral statistics difference compares to both the use of HOS,
and to the combination of spectral statistics and HOS for segmentation.

3.2) Spectral statistics and HOS are redundant for natural scene segmentation

To test the information in the different sets of statistics and in their combination for
image segmentation, we trained a linear classifier on the individual statistics of the
PS texture model using ridge regression to solve a segmentation task (see
Methods). We used the same 2688 pairs of natural scene patches as in Figure 2.
We performed 20 repetitions of the task by randomly separating the image set into
332 images for the training set (an average of 2150 pairs of segments) and 84 for
the testing set (an average of 537 segments) for each repetition.

Figure 3B shows that adding the spectral statistics to the marginal pixel statistics
improved performance, albeit modestly. The combination of pixel and HOS
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performed better than pixel and spectral statistics, although the difference was small,
and spectral statistics performed slightly better than HOS when both were used
without pixel statistics. Finally, combining spectral and HOS led to an improvement in
segmentation performance (both with and without pixel statistics), although the
improvement was modest.

Figure 2. Relation between the difference in HOS and the difference in spectral statistics for pairs of
image patches from the BSD database. The color of the dots indicates whether the pair of patches are
extracted from the same image segment (green) or not (brown).

These results show that the segmentation performance of the model using spectral
statistics is high, and that it improves only modestly when adding HOS, even though
HOS alone also achieved high performance. This supports the idea that the HOS of
the PS model are highly redundant with the spectral statistics for segmenting natural
images. We observed similar results with a non-linear decoder (i.e. a neural
network), showing that our findings do not simply reflect a limitation of the linear
decoder (Tables S1, S2, Figure S1).

We reasoned that our results could be influenced by differences in dimensionality:
the spectral statistics of the Portilla-Simoncelli model are 4 times less numerous than
the HOS (137 statistics and 552 statistics respectively, with our selected number of
orientations, scales and neighborhood size), and we found similar ratios for their
intrinsic dimensionality (Table S3, S4). To test this possibility, we used PCA to match
the dimensionality of the spectral and HOS statistics, and we found similar results to
Figure 3B (Table S5). Thus, despite the HOS being more numerous, when using
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subspaces with the same dimensionality, spectral and HOS statistics still perform
similarly on segmentation.

Figure 3. (A) Example of pairs of image patches used in the task. Top: Patches belong to the different
segments. Bottom: Patches belong to the same segment. (B) Performance of a linear model in
classifying pairs of image patches as belonging to the same or to different image segments. Models
using different subsets of statistics from the PS model are shown. The empty circles show model
performance for the 20 individual models trained and evaluated with different splits of training and
testing data sets. The filled circles show the mean performance across splits.

3.3) Spectral statistics and HOS are redundant for natural texture
segmentation

Next, we asked whether the contributions of these sets of statistics to the more
specific task of segmenting natural textures, is similar to what we found for natural
scenes. This is important because in the BSD, natural scenes have been segmented
manually by human observers who likely used several other cues, in addition to
texture, to determine segmentation. The use of these other cues for segmenting and
grouping image patches in scenes may influence the observed distribution of texture
features across and within segments. Thus, to better understand the contribution of
HOS to natural texture segmentation, we next repeated the analysis for a texture
segmentation task, using pairs of patches that were obtained from natural texture
images (Brodatz, 1966; Lazebnik et al., 2005; Salzburg Texture Image Database 
(STex), n.d.) (Figure 4A).

We trained the model on 3509 pairs of texture patches using ridge regression (see
Methods), and then tested it on 3509 pairs of patches sampled from a different set of
natural textures. We repeated this procedure 20 times, resampling the training and
test sets.
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Figure 4. (A) Example of pairs of texture patches used in the task. Top: Patches belong to the
different textures. Bottom: Patches belong to the same texture. (B) Performance of a linear model
classifying pairs of texture patches as belonging to the same or to different textures. Models using
different subsets of the PS statistics are shown. Same conventions as in Fig. 3B.

We observed that segmentation performance for natural textures was in general
higher than for the natural scenes (Figure 4B). Also, segmentation improved
substantially when we added the spectral statistics to the pixel statistics. As with
natural images, we observed that using pixel statistics and HOS led to similar
performance than using pixel and spectral statistics. Using both the spectral statistics
and HOS also improved performance over using the spectral statistics alone,
although modestly.

These results indicate that spectral and HOS are redundant for the task of natural
texture-segmentation. We note that although the results for texture segmentation are
similar to those for scene segmentation, models trained on one dataset generalize
poorly to the other (Table S6), supporting the hypothesis that different texture
features may be required for the two tasks.

3.4) Images with useful HOS are difficult to identify

In our experimental work (Herrera-Esposito et al., 2021), we observed considerable
between-texture variability in the effect of HOS on segmentation. Similarly, previous
work (Freeman et al., 2013; Okazawa et al., 2015, 2017; Ziemba et al., 2016)
showed that different synthetic PS textures lead to different perceptual and neural
discriminability. Therefore, we considered the possibility that, although combining
spectral and HOS leads to a modest performance improvement overall, HOS could
be particularly useful for some subset of images.

To analyze this possibility, we identified pairs of natural scene patches where
classification was better when using HOS. Specifically, we compared for each pair of
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patches the classification with spectral statistics alone to HOS alone (we obtained
similar results when using spectral and HOS together, data not shown).

Label: No HOS
improvement

Label: HOS
improvement

Predicted: No HOS
improvement

1707 160 1867

Predicted: HOS
improvement

711 110 821

2418 270

Table 1. Classification of pairs of natural image patches as being better segmented by HOS or not.
The columns of the table indicate the observed ground truth label, of whether a pair of patches was
better labeled by HOS than by spectral statistics or not. The rows indicate the label for the pairs of
patches predicted by a linear classifier. Each cell in the table shows the number of pairs for each
combination of true and predicted labels.

Overall, 10% of the full set of pairs were better classified by HOS than by spectral
statistics, with similar proportions for pairs belonging to the same and to different
segments (data not shown). Conversely, 12.5% of the pairs were better classified by
spectral statistics than by HOS. In particular, 59% of the pairs misclassified by
spectral statistics were correctly classified by HOS, confirming that HOS are useful
for some images. In addition, if segmentation by spectral and HOS were
independent, the error rates for HOS should be the same in the complete dataset
(19.3%) as in the subset misclassified by spectral statistics. Instead, 41% of the pairs
misclassified by spectral statistics were also misclassified by HOS, reflecting the
redundancy in the responses of the two sets of statistics.

We next tested whether this subset of images with more useful HOS can be
identified from their statistics, which would be required for the visual system to use
HOS more strongly in these cases. For this, we relabeled the pairs of patches to
indicate whether segmentation was better when using HOS or not, and we then
trained a new linear classifier on these labels, using spectral and HOS together as
predictors (see Methods).

The confusion matrix (Table 1) shows that the classifier performed better than
chance, (p < 2e-16, McNemar’s test), which indicates that there is some consistent
difference between pairs where HOS improve segmentation and those where it does
not. However, due to the imbalance between the classes, we observe a low overall
accuracy of 68%, that is lower than the accuracy obtained by classifying all pairs as
not being improved by HOS. In line with these results, visual inspection of the pairs
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of patches better classified by HOS does not show obvious patterns that distinguish
them from other pairs (Figure 5A).

Figure 5. (A) Examples of pairs of natural scene patches with different classification outcomes for
both spectral and HOS. Only pairs extracted from different segments are shown. Smaller gray boxes
group the patches that form a pair. Larger black boxes indicate the classification outcome for both
spectral and HOS. (B) Same as (A) but for natural textures.

We obtained similar results for texture segmentation. We found that 8.7% of the
texture pairs were better classified by HOS than by spectral statistics, and that 8.4%
were better classified by spectral statistics than by HOS. Of the pairs misclassified
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by spectral statistics, 58% of which were also misclassified by HOS, showing again
redundancy in their responses. A classifier trained to identify the patches with HOS
improvement, as described for BSD above, had a performance better than chance (p
< 2e-16, McNemar’s test, Table 2), but with a low accuracy of 67%. Figure 5B
shows some example pairs of textures with different classification outcomes for
spectral and HOS (more example pairs can be found together in the open repository
with the analysis code).

Label: No HOS
improvement

Label: HOS
improvement

Predicted: No HOS
improvement

4324 271 4595

Predicted: HOS
improvement

2087 336 2423

6411 607

Table 2. Classification of pairs of texture image patches as being better segmented by HOS or not.
Same conventions as Table 1

In sum, the misclassifications of spectral and HOS showed redundancy in both
natural scenes and textures, but a subset of the pairs of patches was better
classified by HOS. Nonetheless, the pairs better classified by HOS were not
accurately identified by a linear classifier (for further analysis on the causes of the
low accuracy see Supplementary section S4). We also obtained similar results when
using a procedure to reduce possible labeling noise, in which we trained to separate
models on non-overlapping subsets of the training set, and required that HOS be
better than spectral statistics in both training sets for a given pair, in order to label
that pair as having useful HOS (results not shown).

Furthermore, we compared the predictions from these models to our previous
experimental results (Herrera-Esposito et al., 2021), to test whether the observed
experimental variability between pairs of textures correlates with the estimated
usefulness of the HOS. We did not observe any clear agreement between the two
that could be suggestive of fine-tuning to use HOS in informative cases (Figure S2,
although the low number of textures and several other caveats demand caution
when interpreting these results, see the Supplementary section S5).

3.5) Subsets of HOS contribute differently to segmentation

Besides the results from previous studies mentioned above, showing that different
PS textures drive mid-level visual areas and perception to different degrees, the
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same line of research has also identified specific subsets of HOS as driving
perception (Freeman et al., 2013; Hermundstad et al., 2014; Tesileanu et al., 2020;
Victor et al., 2013) and physiology (Freeman et al., 2013; Okazawa et al., 2015,
2017; Yu et al., 2015) to different degrees. Also, this has been shown to follow
natural image statistics (Hermundstad et al., 2014; Tesileanu et al., 2020; Yu et al.,
2015). Therefore, we next wondered whether different subsets of HOS would show
varying degrees of usefulness in our segmentation task.

Figure 6. Performance at the segmentation task using different subsets of HOS. Each grey bar shows
the average over the outcome of 50 different models trained on random splittings of the data into train
and test set. The error bars show the 95% confidence interval of the mean. The dashed horizontal
blue line shows the performance for the model using only spectral statistics, and the red line shows
the performance of the model with spectral and all HOS. (A) Segmentation performance for the BSD
using subsets of HOS alone. (B) Segmentation performance for the BSD using subsets of HOS
together with spectral statistics. (C) Segmentation performance for the BSD using the model
containing spectral statistics and all subsets of HOS except those indicated in the horizontal axis. (D),
(E) and (F), same as (A), (B) and (C) but for the texture segmentation dataset.

To determine the relevance of different subsets of HOS to our segmentation model,
we divided the HOS into the four subsets used in the PS model (Portilla &
Simoncelli, 2000): energy correlations across space, energy correlations across
scale, energy correlations across orientation, and phase correlations across scale
(also called linear correlations across scale in some studies). We then tested the
performance of different combinations of these subsets of HOS, with and without
spectral statistics, in the segmentation task.
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Figure 6 shows the performance of the segmentation models (top row, natural
scenes; bottom row, natural textures) using different subsets of HOS. All the subsets
of HOS alone had considerably worse performance than spectral statistics (indicated
by the dashed blue line, Figure 6A) for natural scene segmentation. Adding each
subset of HOS to spectral statistics did not reach the performance of the full model
(purple line, Figure 6B). Similarly removing each subset of HOS never decreased
performance to the level of spectral statistics alone (Figure 6C). In most cases,
spatial correlations were the most useful subset of HOS. Also, orientation and phase
statistics were the least useful when considered alone and together with spectral
statistics, but phase statistics gained in relevance when removing the subsets of
HOS from the full model.

Results for textures (Figure 6D-F) were similar to those for natural scenes, except
that adding orientation correlations improved performance more markedly, and
removing spatial correlations did not reduce performance.

These analyses confirm that different HOS subsets have different usefulness for
segmenting natural scenes and natural textures. Spatial correlations seem to be, in
general, the most informative subset of HOS, and in most cases they were followed
by correlations across scale. Phase correlations allowed for improved performance
when combined with spectral statistics, and they had a considerable effect when
removed from the full model, indicating that they contain useful information that is not
redundant with the rest of the HOS. Correlations across orientation were generally
among the least useful for segmentation when considering models containing
spectral statistics.

4) Discussion

We have studied the importance of different image statistics, namely the spectral
statistics and HOS of the PS texture model, for segmenting natural textures and
images. First, we showed that there is a strong correlation between the difference in
spectral statistics and the difference in HOS for pairs of neighboring patches in
natural scenes (Figure 2). Then, using segmentation tasks with either natural
scenes segmented by human observers or natural textures, we showed that using
either the spectral statistics alone or the HOS alone were enough to solve the task
with high accuracy, indicating they are both reliable cues for segmentation.
Importantly, combining both together produced modest improvements, for both linear
and non-linear classifiers (Figures 2, 3, S1, Table S2). These results indicate a
strong redundancy between spectral statistics and HOS specifically in the context of
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image segmentation, and seem to rule out the alternatives that HOS cues for
segmentation are either unreliable or largely independent from spectral statistics.

In a recent study on human texture perception, we reported that differences in the
HOS of the PS model between adjacent textures in peripheral vision produced only
weak segmentation when the textures had matched spectral statistics
(Herrera-Esposito et al., 2021). In another related study (Balas, 2008), the author
observed that human texture similarity judgements were better predicted by the
power spectrum of the textures alone, than by the entire set of PS statistics. These
results are of particular interest because these statistics have high perceptual
relevance (Balas, 2006; Freeman et al., 2013; Freeman & Simoncelli, 2011; Portilla
& Simoncelli, 2000; Wallis et al., 2017) and drive neural activity in mid-level visual
areas (Freeman et al., 2013; Okazawa et al., 2015, 2017; Ziemba et al., 2016).
Furthermore, these statistics are related to the second processing stage in the SS
model of peripheral vision (Balas et al., 2009; Freeman et al., 2013; Freeman &
Simoncelli, 2011; Rosenholtz, 2016), of which segmentation has been argued to be
an important missing component (Doerig et al., 2019; Herrera-Esposito et al., 2021;
Herzog et al., 2015; Manassi et al., 2012, 2013; Wallis et al., 2019), making their role
in segmentation an essential aspect for the further development of this model. In the
present work we expand on our previous results showing that the small effect
observed for these HOS on perceptual segmentation may be related to their
redundancy with spectral statistics in natural images for the task of image
segmentation (Figure 1), since they may not add much to the initial segmentation
process based on the power-spectrum representation in V1 (V. A. Lamme, 1995;
Landy & Bergen, 1991; Z. Li, 2002; Nothdurft et al., 2000; Victor et al., 2017).

In line with this argument, previous work showed that the higher variability in
second-order pixel statistics in natural images as compared to third and fourth-order
pixel statistics matched their perceptual saliency (Hermundstad et al., 2014;
Tesileanu et al., 2020; Tkacik et al., 2010). Nonetheless, besides using a different
kind of texture than the ones presented in this work and our experimental study
(Herrera-Esposito et al., 2021), the computational analysis of image statistics in
these previous studies was performed in the context of efficient coding, rather than
the specific perceptual task of image segmentation. Different tasks may rely on
different texture properties (Victor et al., 2017), which can explain why the HOS of
the PS model are simultaneously very important for texture perception (Balas, 2006;
Portilla & Simoncelli, 2000; Wallis et al., 2017) but maybe less so for segmentation.
A variation of this idea is also espoused in those previous studies on natural texture
statistics (Hermundstad et al., 2014; Yu et al., 2015), where it is noted that the
sensory periphery (i.e. the retina) and the cortex face different constraints and goals
that lead to different coding regimes. In this sense, the present work is a contribution
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to the growing efforts of comparing perceptual systems to model observers
performing sophisticated tasks on natural images (Burge, 2020).

But although there is a high redundancy between the spectral statistics and the HOS
for image segmentation, the observation that HOS are a reliable segmentation cue
and that they can improve texture segmentation, raises the question of why the
spectral statistics and not the HOS are used as a strong segmentation cue, as
shown in peripheral vision (Hermundstad et al., 2014; Herrera-Esposito et al., 2021;
Victor et al., 2013). One possible explanation to this regard is the constraint in
resources that makes information processing by the visual system a balance of costs
and benefits. While the HOS improved model performance, they did so only
modestly and one could hypothesize that the cost of using these HOS would lead the
visual system to use the spectral statistics as the main segmentation cue, with these
HOS being a secondary or null segmentation cue.

Nonetheless, a softer version of the hypothesis is that the HOS of the PS model are
particularly useful in some scenarios (i.e. specific kinds of images), and that the
visual system is fine-tuned to rely on HOS in these cases. As mentioned previously,
this could be in line with our previous experimental work on perceptual human
segmentation (Herrera-Esposito et al., 2021), as well as with previous physiological
and perceptual work studying PS textures (Freeman et al., 2013; Okazawa et al.,
2015, 2017; Ziemba et al., 2016). Since this fine-tuning would rely on the ability to
identify which images have useful HOS for segmentation, here we tested whether a
linear model could identify the pairs of patches where HOS improved segmentation
over spectral statistics. We found that these pairs of patches were difficult to identify
(Tables 1, 2), suggesting that this kind of fine-tuning may be difficult to achieve in
practice. Furthermore, when comparing the predictions from the models to our
experimental results reported in (Herrera-Esposito et al., 2021) we did not find any
agreement between models and experiment that could suggest such a fine tuning
(Figure S2, although this analysis is preliminary due to the little experimental data
available, and should be interpreted with caution).

Although the pairs of patches with useful HOS could not be clearly identified, we did
find that some subsets of HOS are more useful than others for segmentation, both in
isolation and in combination with spectral statistics (Figure 6). Mainly, we observed
that when considering the subsets of HOS separately, spatial and scale energy
correlations were generally the ones with best segmentation performance (Figures
6A, 6B, 6D, 6E). This finding agrees with previous studies showing that scale and
spatial energy correlations explain the most variance in the variability of perceptual
sensitivity between PS textures (Freeman et al., 2013), and in V4 neurons ability to
discriminate PS textures from noise (Okazawa et al., 2015).
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The agreement between our analysis and these previous results may reflect a fine
tuning of the visual system to the usefulness of the different subsets of HOS, which
is captured in our analysis of segmentation. But this agreement does not necessarily
mean that the visual system is tuned to use these HOS specifically for segmentation.
One alternative is that these HOS are the most informative ones in general, and the
visual system is tuned to use them for other tasks as well. In relation to this,
(Okazawa et al., 2015) reported that energy correlations across space are the HOS
with highest performance in a texture classification task, which they propose as a
possible explanation to their physiology results. Furthermore, the ordering of HOS
relevance may also depend on what ranking criterion is used, requiring careful
comparisons across tasks and methods. For example, we observed a different
ordering of the relevance of HOS subsets when performing segmentation alone than
when in the context of the full model (Figures 6C, 6F). In line with this, the ranking of
HOS subsets relevance obtained from analyzing their contribution to discriminability
of textures from spectrally matched noise in V4 is somewhat different from the
ranking obtained for explaining V4 responses to textures in general (Okazawa et al.,
2015, 2017). Therefore, more work is needed to understand how the information
different HOS subsets carry for segmentation in natural images, relates to their use
by the visual system.

In conclusion, the results presented here, show that spectral statistics and the HOS
of the PS model have a strong redundancy for natural scene and texture
segmentation, which coupled with resource constraints may explain the weak effect
of these HOS in human segmentation (Herrera-Esposito et al., 2021). This also
suggests that segmentation based on the HOS of the PS model may not be crucial
to future extensions of the SS model of peripheral vision, but rather that existing
models of segmentation based on the outputs of V1-like oriented filters that respond
to spectral statistics (Bergen & Landy, 1991; Bhatt et al., 2007; Z. Li, 2002) may be
enough to considerably expand its explanatory power. Nonetheless, there are some
important caveats that need to be considered.

One important caveat is that the redundancy between spectral and HOS reported
here is compatible with either of them taking a secondary role. Although there is
plenty of evidence showing the primacy of spectral statistics over HOS in texture
segmentation, these studies have been mostly done in the peripheral visual field.
Therefore, it is not clear whether the same holds for central vision, and our results
here do not necessarily mean that HOS take a secondary role there. Furthermore,
our main line of argument rests on the potential cost of using HOS for segmentation,
and the role of resource constraints in the brain. Given that resources are much
more constrained in the periphery than in central vision, our line of thought is
compatible with a stronger role of HOS for segmentation in central vision.
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Another important caveat is that we only considered a specific set of HOS, the ones
in the PS model. While the HOS of the PS model capture to a considerable extent
the perceptual quality of natural textures, they sometimes fail to fully reproduce their
structure (Portilla & Simoncelli, 2000). Therefore, other HOS not present in the PS
model are important for texture perception, and it is possible that they contribute
more strongly to segmentation, both in humans and in segmentation models. One
example is the correlations between the features of mid-level layers in deep neural
networks, which have been shown to capture the visual appearance of many
textures (Gatys et al., 2015), and that allow for good performance in image
segmentation (Vacher & Coen-Cagli, 2019).

On the other hand, we also did not consider other low-level segmentation (or
saliency) cues that are represented in V1, such as color, binocular disparity and
motion (Braddick, 1993; A. Li & Lennie, 2001; Møller & Hurlbert, 1996; Nakayama et
al., 1989; Saarela & Landy, 2012). A more general version of our main hypothesis
could be that, for segmentation, the HOS of the PS model are redundant with the
cues available in V1 in general, and not only with spectral statistics. This alternative
hypothesis would be more in line with the proposal that there is a bottom-up saliency
or segmentation map in V1 based on these features (Z. Li, 2002; Zhang et al., 2012;
Zhaoping, 2019). Therefore, it is possible that by ignoring these other early
segmentation cues, we overestimated the contribution of HOS to bottom-up
segmentation. This more general hypothesis may also explain why, being
redundancy a mutual relationship where either kind of statistics could be used, it is
the HOS that adopt a secondary role.

The last important consideration is that we used a region-based texture
segmentation task (i.e. using the properties of two image regions to decide whether
they belong to the same segment), but segmentation may also proceed through
processes based on identifying texture-defined edges (Giora & Casco, 2007; Landy,
2013; Machilsen & Wagemans, 2011; Rosenholtz, 2014). This other type of model
may change some of the analysis regarding the possible roles of HOS. For example,
the most popular edge-based texture segmentation model is the Filter-Rectify-Filter
(FRF) model, which consists in a V1-like filtering with rectification, followed by a
second filtering stage capable of detecting texture-defined edges (Landy, 2013).
Depending on the non-linearity used in such models (among other possible
modifications), they may be able to find edges defined by HOS discontinuities, and
these models have been shown to correlate with human HOS-based segmentation in
central vision in one study (Zavitz & Baker, 2014). It is interesting to note that such a
segmentation process could show sensitivity to HOS, even though still operating
directly on rectified V1 outputs, instead of operating on units that encode HOS
directly, such as V2 neuron outputs. This means that a simple segmentation model
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operating over V1 outputs could still explain some effect of HOS such as those
observed in our experimental work (Herrera-Esposito et al., 2021). Another important
edge-based segmentation mechanism is the emergence of selectivity to texture
borders by tuned contextual modulation, which can emphasize the response of
neurons near texture edges. This mechanism is proposed to be an important
mechanism for computing segmentation and saliency in this area (Z. Li, 1999, 2002;
Nothdurft et al., 2000). It is difficult to anticipate how HOS may affect these complex
mechanisms when they operate on V1-like outputs, but they could lead to effects on
segmentation that are not captured by our region-based segmentation task. Also, in
another previous study (Ziemba et al., 2018), it is shown that contextual modulation
for textures in V2 neurons is tuned to the HOS of the PS model, which could also
give rise to this kind of segmentation based on contextual-modulation within V2.
Nonetheless, see also (Schmid & Victor, 2014) where V2 neurons responses to
texture-defined edges are argued to be compatible with a filter-rectify-filter
mechanism, and less so with this kind of contextual modulation mechanism.
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S1) Non-linear and linear decoding show similar redundancy:

To test whether a non-linear decoder could extract further information from the
statistics for segmentation, we analyzed whether the same patterns in performance
were observed when neural networks were used to solve the natural image
segmentation task.

We trained the neural networks using the Keras package for R (Francois Chollet,
2015) to classify the pairs of patches from the BSD, using the same training and
testing division scheme as described for the linear classifier in the main text. We also
normalized the differences in statistics of the pairs of the training set to have 0 mean
and unit variance, and performed PCA on these values, keeping the principal
components that explained 95% of the variance. This resulted in the number of
principal components for each model shown in Table S1. Although we applied PCA
simultaneously on all the statistics used by a given model, performance was similar
when applying PCA on the subsets of statistics individually.

(SP1) To select the architecture and training regime of the network, we performed a
search of parameters that maximized performance at the task. For this, we focused
specifically on the performance of the model using pixel and HOS, which in
preliminary analyses showed worse performance than the linear classifiers
(suggesting overfitting of the nonlinear classifier). All networks had units with ReLu
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activation functions, and an output layer of 1 unit with a sigmoid activation function.
Furthermore, all were trained using a binary cross entropy loss with the Adam
gradient descent algorithm, with a batch size of 32. We tested 8 fully connected
networks with the following architectures, with the hyphen separated numbers
indicating the number of units in successive hidden layers in the network: 10, 30, 50,
10-2, 30-10, 50-20, 30-10-2, 50-20-5. Thus, we tested networks with 1 to 3 hidden
layers, and different numbers of units. We also tested three different L1
regularization penalties: 0.001, 0.003 and 0.01. Furthermore, we trained the
networks for a duration of 350 epochs. For each combination of parameters, 10
models were trained and tested on different random splits of the data into training
and testing sets.

Statistics Principal components
(95% variance)

Pixel 8

Pixe + Spectral 45

Pixel + HOS 176

Pixel + Spectral + HOS 206

Spectral 38

HOS 169

Spectral + HOS 200

(SP2) Table S1. Number of principal components that retain 95% of the variance for each
combination of statistics. The PCA was performed on all statistics in the indicated model together.

Figure S1. Segmentation performance during training for neural networks using HOS. Each line
shows the average performance for 10 model instantiations using different train-validation set splits.
The architecture of the model corresponding to each colored line is indicated in the legend to the right.
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The horizontal dashed line shows the performance for the same set of statistics when using the linear
model.

In Figure S1 we see the performance throughout training for the different models
using pixel and HOS. We observe that the networks that achieve the best
performance are the simplest ones, consisting of only one hidden layer. Furthermore,
these networks achieve best performance early in training, and then their
performance deteriorates, probably due to overfitting. Also, we see that peak
performance is similar to the performance of the linear model (indicated by the
dashed horizontal line).

Therefore, following the results from the parameter exploration in Figure S1, we next
tested a network with a single hidden layer of 30 units on all sets of statistics, using
80 epochs for training. The performance results shown in Table S2 show that
performance changes only slightly for all sets of statistics compared to the linear
model.

Parameters Linear model:
% error rate (SD)

Neural network:
% error rate (SD)

Pixel 20.7 (1.9) 20.0 (1.9)

Pixel + Spectral 16.8 (1.9) 16.3 (1.9)

Pixel + HOS 15.1 (1.8) 14.4 (1.7)

Pixel + Spectral + HOS 13.4 (1.7) 13.0 (1.7)

Spectral 17.6 (2.1) 17.0 (1.5)

HOS 19.5 (1.7) 18.4 (1.7)

Spectral + HOS 13.6 (1.5) 13.0 (1.3)

Table S2. Mean performance error in the segmentation task on natural image patches using each
combination of texture statistics, with either the linear classifier shown in Figure 3 in the main text, or
using a neural network decoder with one hidden layer of 30 units. For each combination of statistics
and each type of model, 20 instances of the model were trained with random splittings of the patches
into train and test sets.

We note that although selecting the number of training epochs for which HOS
performance was optimal may bias the resulting performances in favor of HOS,
when analyzing the performance changes during training for spectral statistics and
for the full model, the results were similar to those of HOS (data not shown).
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S2) Spectral and HOS still perform similarly when matched in dimensionality:

Although the number of HOS in the PS model (552) is considerably larger than the
number of spectral statistics in the PS model (137), both sets of statistics have
considerable redundancy. Thus, we analyzed whether this difference in the number
of statistics is maintained when performing PCA on these subsets. In Table S3 we
show the number of principal components (PC) required to retain different amounts
of variance in the Berkeley Segmentation Dataset (BSD). We observe that the
number of components needed to retain a fixed amount of variance was around 4 to
5 times larger for HOS than for spectral statistics in all cases. In Table S4 we also
see that the performance of the linear segmentation model using the PC for different
levels of retained variance maintains roughly the same patterns as when using the
original statistics space.

Statistics Original
number

95%
variance

90%
variance

80%
variance

60%
variance

Pixel 16 8 6 5 2

Spectral 137 38 24 12 4

HOS 552 169 112 61 23

Table S3. Number of principal components needed to retain the indicated percentages of variance of
the pairs of BSD, for each combination of statistics.

Statistics % error rate
(all stats)

% error rate (95%
variance PC)

% error rate (80%
variance PC)

% error rate (60%
variance PC)

Pixel 20.7 20.8 23.0 29.7

Pixel + Spectral 16.8 17.5 18.3 19.9

Pixel + HOS 15.1 16.3 17.2 20.6

Pixel + Spectral
+ HOS

13.4 13.8 14.7 16.5

Spectral 17.6 19.1 21.5 22.2

HOS 19.5 20.2 21.1 24.1

Spectral + HOS 13.6 14.5 16.4 17.9

Table S4. Segmentation performance in natural images using the PCs of each subset of statistics that
retain the indicated amount of variance. Error rates show the average of 20 models trained on
different random train-test splits.
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Although this could be initially interpreted as spectral statistics offering similar
performance with fewer parameters, when setting the number of PCs of HOS to be
the same as for spectral statistics, the trends in performance across models do not
change much, as shown in Table S5. This indicates that, at least roughly, spectral
and HOS can perform segmentation to similar performances using similar numbers
of dimensions.

Statistics % error rate
(all stats)

% error rate (95%
variance PC)

% error rate (80%
variance PC)

% error rate (60%
variance PC)

Pixel 20.7 20.8 23.0 29.7

Pixel + Spectral 16.8 17.5 18.3 19.9

Pixel + HOS 15.1 17.4 20.0 23.1

Pixel + Spectral
+ HOS

13.4 13.9 15.4 16.5

Spectral 17.6 19.1 21.5 22.2

HOS 19.5 22.2 25.0 27.3

Spectral + HOS 13.6 15.2 17.5 18.5

Table S5. Segmentation performance in BSD using the components of spectral and pixel statistics
that retain the indicated amount of variance, but fixing HOS to have the same number of PC as
spectral statistics. Error rates show the average of 20 models trained on different random train-test
splits.

S3) Models generalize poorly between scenes and texture datasets:

We hypothesized that due to the possible differences in the task of segmenting
natural images (where cues other than texture are used to generate the labels) and
texture segmentation, the results from scene segmentation may not be fully
representative of the more specific process of texture segmentation in natural
images. Since we found that our comparisons between the different kinds of
statistics were qualitatively similar between the two, we wondered whether texture
statistics may be useful in the same way for the two tasks. To answer this question,
we tested whether the models trained in one dataset (i.e. BSD or our natural texture
dataset) generalized to the other. For this, we used the same procedure for splitting
each dataset into testing and training sets as described in the main text, but trained
in the training set of one dataset, and tested in the other.

We observe in Table S6 the performance results for these cross-trained models was
considerably worse than for the models trained in the same dataset as they are
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tested (i.e. Figure 3 and Figure 4 in the main text), indicating that generalizability
between the two datasets was poor.

Statistics % error rate in
natural images
(trained with
textures)

% error rate
natural Images
(trained with
natural images)

% error rate in
textures
(trained in natural
images)

% error rate in
textures
(trained in
textures)

Pixel 35.6 20.7 37.9 24.5

Pixel + Spectral 28.8 16.8 21.4 12.7

Pixel + HOS 36.0 15.1 49.1 13.0

Pixel + Spectral +
HOS

32.3 13.4 45.6 10.6

Spectral 27.6 17.6 20.2 15.4

HOS 33.4 19.5 50.6 14.5

Spectral + HOS 30.6 13.6 45.8 11.8

Table S6. Segmentation performance of models trained in one of the datasets and tested in the
other. Error rates show the average of 20 models trained on different random train-test splits.

S4) Identification of pairs with useful HOS fails due to within-class
heterogeneity:

We wondered whether we could interpret some of the reasons behind the low
accuracy of the model trained to detect useful HOS. For this, we noted that there are
some important characteristics of the data that is being fitted that could be related to
this behavior. These characteristics are:

1) The “No HOS improvement” class is heterogeneous, containing pairs where: a)
spectral and HOS are wrong, b) spectral statistics are correct, HOS are wrong, and
c) spectral and HOS are both correct.

2) Each class in the dataset (“No HOS improvement”, “HOS improvement”) also has
heterogeneity because they contain pairs where the segmentation ground truth is
“matched” and where it is “unmatched”. That is, the improvement in classification by
using HOS can be either because HOS show a small difference between the
patches that favors no segmentation (when the ground truth is “matched”) or
because HOS show a large difference that favors segmenting the patches (when the
pair is “unmatched”).
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3) The dataset is highly imbalanced, with only 10% of the pairs of patches being
“improved by HOS”.

These properties of the dataset are due to the nature of the problem. 1) is because
we want to find examples where HOS improves segmentation, 2) is because in order
to have a classifier that tells us whether to use HOS or spectral statistics, and that is
useful, we would want it to work without knowing the ground truth of the
segmentation task, and 3) is due to how the classes are constructed, following 1).
We hypothesize that it is these properties of the dataset (which follow from the
nature of the problem) that make classification of HOS usefulness a difficult task.

Therefore, we propose that a control case in which our method for identifying pairs
with useful HOS is expected to show high performance is when we apply the method
to a subset of the data without characteristics 1), 2) and 3). To test this, we therefore
trained the classifier on a subset of the data which has the following characteristics:

1) For the “Not improved” class we only use pairs of patches where spectral statistics
are correct and HOS are incorrect. That is, we discard the pairs of patches where
both statistics agree.

2) We only use pairs of patches where the ground truth segmentation is
“unmatched”. This way, HOS usefulness is because it favors segmentation.

Because of the criteria described above, this subset of the data is also much more
balanced across classes, due to the removal of datapoints from the “Not improved”
class.

When performing the same procedure as in the manuscript for this subset of data we
obtain an accuracy of 86%, much higher than for the complete dataset (Table S7).

Label: No HOS
improvement

Label: HOS
improvement

Predicted: No HOS
improvement

157 28 185

Predicted: HOS
improvement

16 118 134

173 146

Table S7. Classification of pairs of texture image patches as being better segmented by HOS or not,
where the pairs of patches with agreement between spectral statistics and HOS and pairs with
“matched” ground truth are not included in training and testing.
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Interestingly, when we maintain the exclusion of pairs where both groups of statistics
agree (criterion 1), but we remove the exclusion of “matched” pairs (criterion 2),
performance drops steeply to 58% (Table S8). Thus, even the “simpler” task of
deciding between spectral and HOS when they explicitly disagree is difficult to
achieve with good accuracy. Note that this low accuracy is despite the classes in this
example being more balanced.

Label: No HOS
improvement

Label: HOS
improvement

Predicted: No HOS
improvement

218 135 353

Predicted: HOS
improvement

118 135 253

336 270

Table S8. Classification of pairs of texture image patches as being better segmented by HOS or not,
where the pairs of patches with agreement between spectral statistics and HOS not included in
training and testing, but both “matched” and “unmatched” pairs are included.

Also, when we remove criterion 1 (we include pairs where spectral and HOS agree),
but we keep criterion 2 (we remove the “matched” pairs), we also observe a
decrease in performance, although less pronounced than in the previous case, with
accuracy falling to 77% (Table S9). This indicates that the major source of the low
accuracy is in the mix of “matched” and “unmatched” pairs, and not because of the
heterogeneity of pairs with no HOS improvement, or due to the dataset imbalance.

Label: No HOS
improvement

Label: HOS
improvement

Predicted: No HOS
improvement

875 38 913

Predicted: HOS
improvement

259 108 367

1134 146

Table S9. Classification of pairs of texture image patches as being better segmented by HOS or not,
where “matched” pairs are excluded from training and testing, but pairs of patches with agreement
between the two sets of statistics are included.
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Thus, with these examples we show a control case where the method of analysis of
fitting a model to the model outputs is expected to succeed, and we find a high
accuracy for this case. We also show that the poor performance of the model is
mostly due to the presence in the dataset of examples where HOS improve the
segmentation task by favoring segmentation of pairs (unmatched pairs), and
examples where they improve segmentation by disfavoring segmentation of pairs
(matched pairs). We also show that excluding the pairs where spectral and HOS
agree improves classification in the cases where we only train and test on the pairs
with “unmatched”, but that this manipulation alone is not sufficient to reach high
performance.

S5) Low agreement between models of HOS fine-tuning and psychophysics:

One way to test the hypothesis that the visual system is fine-tuned to use HOS for
segmentation in cases where they are more informative, is to identify or synthesize
images where, from natural image statistics, we would predict HOS to be particularly
useful for segmentation. Then, these could be used to probe human segmentation.
Although such an empirical testing of this hypothesis is outside of the scope of this
work, the results from our prior experimental work (Herrera-Esposito et al., 2021)
allow for a preliminary exploratory analysis.

In this previous experimental work, despite observing an overall weak effect of HOS
in segmentation, we observed some variation in the magnitude of the effect between
the 4 different pairs of textures used. These were pairs of textures that had their
spectral statistics matched, but that differed in their HOS. To test whether this
variation between textures responds to a fine-tuning of the visual system to use HOS
in some cases but not others, we analyzed whether the predictions from our
segmentation models and from the models estimating usefulness of HOS for these
pairs of textures relate to the observed variability in the psychophysical experiment.

For this, we first trained the linear model for segmentation on the BSD. Then, we
tested the model on the pairs of textures used in our experimental work
(Herrera-Esposito et al., 2021) that had matched spectral statistics but different
HOS (experiment 3, Figure 6 in the original work), and extracted the linear activation
from the model for each pair of textures. Because the models were trained with
matched patches being the positive samples, we changed the sign of the linear
output, so that higher (more positive) values indicate stronger segmentation. We
repeated this procedure 20 times, because the 10-fold cross validation for choosing
the scaling parameter (see above) adds some variability to the training procedure,
and we report the mean and variation across models. The same procedure was also
done using the models trained to identify pairs of patches with useful HOS. In this
case, we did not have to change the sign of the linear output, since the positive

9

https://www.zotero.org/google-docs/?MTCnRN
https://www.zotero.org/google-docs/?M6z7DR


samples were those with useful HOS. The same procedure for both kinds of models
was also reproduced using the natural texture dataset instead of the BSD.

For the experimental data, we extracted the effect fitted to each texture using
generalized linear mixed models, as described in the experimental study.
Specifically, we extracted the interaction term between HOS dissimilarity and texture
discontinuity from the full model, fitted to each texture individually. This fitted term is
in units of log-odds ratio, and because of the coding of variables used in the
statistical model, we also changed the sign so that larger (more positive) values
indicated stronger segmentation (see original work for more detail).

Figure S2. Comparison of experimental texture segmentation results (data obtained from
(Herrera-Esposito et al., 2021)). The horizontal axis shows the estimated effect, on the segmentation
of two patches of texture, of introducing a HOS mismatch between the two. Larger values indicate
stronger segmentation when inducing the HOS mismatch. (A) Textures used in the experiment. Each
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gray rectangle groups together two patches of the textures that comprise a pair. (B) The vertical axis
shows the linear activation component of the segmentation model using only HOS, trained on natural
images and then tested on the textures of the experimental stimuli (see Methods). (C) The vertical
axis shows the linear activation of the model trained to identify pairs of natural image patches where
HOS are better than spectral statistics for segmentation. The texture numbering of the cited work is
maintained in this figure, and all 4 textures used are shown.

In Figure S2A we show, for each pair of textures, the estimated empirical effect of
HOS dissimilarity in human segmentation, and the linear component of the
segmentation model using only the image HOS. We see that the strength of the
segmentation shown by the model does not follow the observed experimental
segmentation. This is the case also if we remove texture T4, which we argue to be
an outlier in the original work, where we attribute the strong negative effect of HOS
dissimilarity on segmentation to an artifact due to a phase effect (see further
discussion in (Herrera-Esposito et al., 2021), Experiment 3). In Figure S2B we show
the same analysis, using the linear component for the model predicting whether HOS
perform better than spectral statistics (i.e. whether HOS should be used to segment
the image). Again, we see that there is hardly any clear relation between
experimental segmentation and model prediction. These results are similar when
using models trained on textures, rather than natural images, and also when using
both spectral and HOS together as predictors in the models.

Due to the small number of textures used in this analysis, the uncertainty in the
estimates of the individual textures, and the fact that the experiment was not
designed to test this hypothesis, this result should be taken with great caution. But
the lack of a clear association between the observed human segmentation and the
segmentation from models using HOS, or the estimate of HOS usefulness, may
reflect that these HOS are a weak segmentation cue overall in peripheral vision.
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6) CLOSING REMARKS

 
In Chapter 1, I introduced the main topics related to this thesis, together with a brief

introduction to the approach used in this work. In Chapter 2, I gave a broad overview

and outlined the history of different sub-fields of vision science which have had many

interactions in the recent neuroscience literature, and at whose intersection this thesis

belongs.  In  Chapter  3,  I  summarized  the  main  contributions  of  this  thesis  in  the

context  of  these  sub-fields  and  their  recent  interactions,  as  well  as  future  work.

Chapters  4  and 5 present  the  results  of  the  thesis  and in-depth  discussion  in  the

context of the latest developments in the related literature. In this closing chapter, I

provide a more informal discussion of how this work compares to the original goals

and hypotheses (to the best of my certainly imperfect recollection capabilities), and

the overarching questions that I find of particular interest at the end of this project,

which are not necessarily the same as when I started.

This PhD project started with the goal of studying the phenomenon of texture filling-

in in peripheral vision. In the first year, I learned about PS textures, about crowding,

and  about  the  summary-statistics  model  of  peripheral  vision.  Then,  due  to

experimental  difficulties  in  studying filling-in,  I  changed the  question  to  whether

textures suffered from crowding, given that there were no previous reports of this, and

there  were  several  links  between  crowding  and  texture  perception.  During  this

process, I phenomenally observed that texture segmentation was a major determinant

of contextual modulation, learned about the uncrowding literature, and decided that

PS textures were an ideal kind of stimuli to study that phenomenon. Then, I also

learned  about  the  role  of  natural  image  statistics  in  contextual  modulation,  and

decided  to  also  try  out  connecting  this  research  plan  to  natural  image  statistics.

Finally, I learned about the so-called reproducibility crisis in psychology, and how

difficult, yet important, it was to collect large-enough samples for my experiments,

and to analyze the results properly.

After a lot of data collecting and  statistical  analysis, many of the questions I had

originally  asked  were  answered.  Some  were  in  line  with  what  I  expected:



segmentation cues reduced contextual modulation, and that was dependent on target-

flanker continuity. We used this result to argue for the importance of recurrence and

segmentation in early visual processing in the peripheral vision. Other results were

more  unexpected:  differences  in  HOS  did  not  induce  strong  segmentation  in

peripheral vision, and contextual modulation of textures in the periphery is not clearly

dominated by crowding in our experiments. Also, I collected as much data as I could

manage with the available resources, and even if costly, and I always chose to stretch

the work to gather more data if I considered it necessary to have solid results. One

example of this was the implementation of the SS observer model in the first paper,

which was a response to Corey Ziemba’s thoughtful challenges to my interpretations

of  the  experimental  results,  which  were  originally  based  on  intuition  and  word

models. Product of this, I think that the results and analyses in this work are very

robust, even in my interpretations of them may be challenged. Also product of this,

the first stage of this work took longer than I would have wished, given my desire to

tackle new questions.

After  this  first  experimental  stage,  I  had  many  interesting  answers,  and  new

questions,  but  also  had  one  problem.  Given  that  the  early  work  was  carried  out

without one single, clear question in mind, it was very difficult to put all that had

been done together into one story.  It  was possible to center the work around two

major  points:  that  segmentation  effects  in  our  model  could  not  be  explained  by

feedforward SS representations, or that crowding may not be the limiting factor in

texture perception in the periphery, with implications for the importance of crowding

for natural vision, but it was difficult to put it all into one story. After much writing

and editing work1, and with Ruben’s immense help, we managed to get a straight

story out of the experiments. The product is the Journal of Vision paper of Chapter 4.

We managed to respond to several of the questions I originally found of interest, and

we connected them to vast pieces of the vision sciences literature. I hope that these

results and discussions can serve as a solid experimental ground in which to base

future studies into the physiology of the primate visual system, the improvement of

both  classical  models  of  the  early  visual  system and more  recent  neural  network

models, and future perceptual studies on the functions and roles of peripheral vision.

1 A funny anecdote of this process that illustrates the messiness of writing this paper is that at one 
stage, with the manuscript almost completely written, all figures that are in the supplementary in 
the published version were actually in the main text, and vice versa, and they were all interchanged
in one swift edit.



The results from the first study raise many questions, of which I will mention two I

find  particularly  interesting.  One  important  question  pertains  to  the  physiological

explanations of why the HOS of the PS model induce only weak segmentation. The

representation of these HOS mostly arises in mid-level visual areas V2 and V4, while

that  of  spectral  statistics  known to  induce  segmentation  arise  in  V1.  One simple

explanation  is  that  feature  or  statistics  based  segmentation  occurs  only  on  visual

information explicitly represented in V1. This would have important implications for

the modeling of the visual system, particularly in the current age of neural networks

that use a series of modules where the same computations are repeated. Are there

important differences between the computations involved in going from early to mid-

level visual areas and those involved in going from mid-level to higher level areas

that make the former but not the latter  support segmentation? As said above, this

would have important implications for computational models of vision. On the other

hand, may these experimental results be the product of the stimuli used, where the

spectral  statistics  of  the  textures  were  matched,  maybe  leading  to  only  small

differences  in  the  activity  patterns  generated  by  the  two  textures  that  hinder

segmentation? If so, what implications does this have for the specific representations

of summary statistics in mid-level visual areas in the periphery? For this last question,

it is of particular interest to consider that our textures differing in HOS and matched

in spectral statistics have different appearances under foveal vision, and that HOS

dissimilarity  had  a  considerable  effect  on  our  model  observer.  Are  these  SS

representations  dominated  by  relatively  low-level  descriptions  that  do  not  capture

well  the  difference  between  the  textures  used  in  these  experiments?  Also,  we

observed  that  phase-scrambling  the  surrounds  strongly  reduced  contextual

modulation,  and  that  this  is  likely  mediated  by  segmentation.  How  can  HOS

dissimilarity not induce segmentation, but at the same time the lack of HOS be so

important? Although there is no clear picture of what neural computations in the early

visual system may give rise to these patterns, these results using stimuli and a model

tightly  linked  to  physiology  offer  rich  grounds  for  generating  hypothesis  about

processing in the early to mid-level visual system that can be tested with techniques

for measuring neural activity.



Also, interestingly, we find that crowding may not be the main limitation of texture

perception in peripheral vision. This leads to the discussion at the end of Chapter 4.

The  more  general  question  to  which  our  observation  relates  is:  what  visual

information  is  important  for  peripheral  vision  function?  There  is  a  vast  literature

dedicated to  studying identification of  objects,  letters,  and artificial  stimuli  in  the

peripheral  vision,  and what  aspects  of  peripheral  vision  limit  these.  This  has  led

crowding, which interferes with target identification, to be labeled the most important

limitation  of  peripheral  vision.  But,  what  if  identification  of  stimuli  plays  only  a

minor role in the everyday workings of peripheral vision? What if most of the tasks

we perform with peripheral vision, such as guiding navigation and movement, spatial

perception, saliency detection, scene segmentation, and others, have little to do with

object recognition? Would the striking relevance of visual crowding then be just the

product of studying peripheral vision using the wrong tasks? These ideas, although

not further developed experimentally in this thesis, relate to new important directions

that the study of the brain is undertaking. It is increasingly argued that neuroscience

and cognitive science have put too little emphasis in past decades in the analysis of

complex behaviors, such as those where action and perception interact. Although the

roads  taken  by  neuroscience  and  cognitive  science  in  those  times  has  been  very

fruitful and have led to striking advances, it is important to wonder what blind spots

(no pun intended)  may  exist  in  this  body of  research.  I  think  that  an  interesting

example of this is crowding research, where a big emphasis has been placed in object

recognition in the periphery that may not be representative of the actual limitations of

peripheral vision. Whether our finding that texture contextual modulation does not

show  clear  signature  of  crowding  is  a  general  phenomenon  related  to  texture

processing in the periphery, or the product of our specific task design, as suggested by

Corey Ziemba in previous discussions (in which he was at least partly right) remains

to be determined. But maybe it is not a coincidence that texture perception was a

lengthily discussed subject by Gibson, the father of ecological perception and of the

proposal  of  studying  perception  in  its  interaction  with  action,  behavior  and  the

environment, and we should better study what behaviors can be supported by texture

information,  and  whether  textures  escape  peripheral  vision  limitations  to  a  larger

degree than objects.



Finally,  as the experimental work was finished, I pursued one of the venues I had

grown an interest in, the analysis of natural image statistics. However, I did not study

natural  statistics  in  the  problem  that  originally  got  me  interested  in  this  topic,

contextual  modulation,  but  on  the  problem of  image  segmentation.  This  problem

arised  from  a  common  sense  explanation  of  the  small  role  we  observed

experimentally  for HOS dissimilarities in  texture segmentation.  This analysis  thus

had  the  strong  appeal  of  testing  an  hypothesis  about  the  natural  world  from

experimental observations of human perception. More interestingly, few studies to my

knowledge compare models performing this relatively high level visual tasks with

natural images to human perception, which is also a venue of research suggested to be

in  need of  further  development.  As  described in  Chapter  5,  we showed using  an

analysis of natural images that the HOS of the PS model add little to spectral statistics

for the task of segmentation. We also propose that the apparent discrepancy between

the  importance  of  HOS  of  the  PS  model  for  texture  perception  and  for  texture

segmentation  may be explained by a  varying usefulness  of  these statistics  across

tasks.  According  to  this  hypothesis,  that  we  expect  these  statistics  to  add  more

information  to  texture  identification,  or  material  perception  tasks.  Preliminary

analysis in these directions have shown promising results. A very ambitious extension

of this line of work could relate to the questions left open in the previous paragraph.

An extension to tasks such as identification of spatial layout in scenes or controlling a

moving agent, and an extension of the information to a description of local texture

across the scene, with a fovea-periphery layout could lead to a better understanding of

why we see like we see in peripheral vision.
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