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Abstract—This work presents a wireless multi-channel EEG
recording system featuring lossless and near-lossless compression
of the digitized EEG signal. Two novel, low-complexity, efficient
compression algorithms were developed and tested in a low-
power platform. The algorithms were tested on six public EEG
databases comparing favorably with the best compression rates
reported up to date in the literature. In its lossless mode, the
platform is capable of encoding and transmitting 59-channel EEG
signals, sampled at 500 Hz and 16 bits per sample, at a current
consumption of 337 µA per channel; this comes with a guarantee
that the decompressed signal is identical to the sampled one. The
near-lossless mode allows for significant energy savings and/or
higher throughputs in exchange for a small guaranteed maximum
per-sample distortion in the recovered signal. Finally, we address
the trade-off between computation cost and transmission savings
by evaluating three alternatives: sending raw data, or encoding
with one of two compression algorithms that differ in complexity
and compression performance. We observe that the higher the
throughput (number of channels and sampling rate) the larger
the benefits obtained from compression.

I. INTRODUCTION

MONITORING brain activity can play an important role
in understanding the functioning of the human brain,

as well as in potentially improving our quality of life [2]. The
electroencephalogram (EEG) is one of the main tools used
for studying brain activity. However, current standard EEG
systems are wired and uncomfortable, and are mainly used
in static settings in clinical practice. In order to enable EEG
recordings in daily-life activities, EEG technology needs to
become wearable (wireless, low weight, and small size), which
requires low-power operation and energy-efficient wireless
data transmission.

Although a bandwidth ranging from 0.5 Hz to 60 Hz is suffi-
cient for many EEG applications [3], much higher frequencies
(up to 500 Hz) are required in other cases [2], [3]. In addition,
the current miniaturization of analog front-ends (AFE) for
acquiring EEG signals enables the simultaneous recording of
hundreds of channels [4], [5]. As a consequence, handling
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high data rates efficiently is essential for high-performance
EEG recorders.

In this scenario, data compression becomes a key factor
in a wireless EEG platform, not only for reducing power
consumption (usually driven by the transmission), but also to
overcome wireless technology limitations [6]. For example,
a system with 64 channels, 16-bits per sample, at 1 kilo-
samples per second (ksps), requires a payload data rate of
1 Mbps, which is a throughput attainable by Bluetooth but
not by other low-power transmission protocols such as IEEE
802.15.4. Moreover, common low-power transmission pro-
tocols available at this moment are unable to support 256
channels (payload data rate of 4 Mbps).

EEG data acquired for clinical purposes is often required
to be processed, transmitted and stored without distortion;
this establishes the need for lossless compression algorithms,
in which the decompressed digital signal is identical to the
originally captured one. If the preceding requirement is relaxed
to allow a small, prescribed maximum per-sample distortion
on the recovered signal, we arrive at the so called near-lossless
setting. The near-lossless setting allows for significantly higher
data rates and/or number of channels, with a user-controlled
maximum sample reconstruction error given by a parameter
δ. This configuration guarantees that the reconstructed value
of each sample differs by up to δ quantization levels from
the originally acquired sample. Several lossless, near-lossless
and lossy methods (the latter case refers to distortion levels
that are only guaranteed on average, in contrast to per-sample)
have been proposed during the past 20 years for EEG and
other biomedical signals [6]–[12]. We review the most relevant
literature in Section III.

The impact of EEG compression on the overall energy con-
sumption of an electroencephalograph is driven by two factors
that are generally opposed: the better the compression ratio,
the more energy saved on transmission, but the more complex
the compression algorithm, the greater the energy consumed in
computing. In this paper we present two novel low-complexity
EEG compression algorithms and evaluate this trade-off in
actual hardware. To this end we define in Section II a low-
power platform suitable for wireless EEG where we implement
the compressors. The algorithms, which are inspired on the
same statistical model as [10], are presented in Section III.
Both admit lossless and near-lossless variants, and require
only basic operations, which can be readily implemented using
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Fig. 1. Wireless EEG recording system block diagram.

discrete logic blocks as part of a custom System on Chip (SoC)
such as the ones described in [13], [14].

We analyze the aforementioned trade-off by means of
simple models for the power consumption invested in data
compression and that spent in data transmission, which al-
lows for extrapolating the system performance to different
hardware platforms. This analysis and experimental evaluation
of the models is presented in Section IV. In Section V, we
experimentally evaluate the compression performance of the
proposed platform, and we report on the power consumption
obtained with different compression alternatives and different
configurations of sampling rate and number of channels. The
results show that, for high throughput settings, the compres-
sion algorithms yield significant power savings. For example,
the transmission of a raw 59-channel EEG signal sampled at
500 Hz and 16 bits per sample resolution over a Bluetooth
link consumes approximately 28.2mA, while compressing
and transmitting the same signal consumes about 2mA less.
Moreover, the reduction in the transmitted data rate due to
compression allows for the use of the so-called sniff mode
of Bluetooth making the current consumption drop to 19.9mA
(sniff mode falls short of bandwidth to transmit the raw signal).
In addition to power saving we also evaluate the compression
performance of the two proposed algorithms on public EEG
databases, obtaining results that are competitive with state
of the art EEG compressors. Conclusions are presented in
Section VI.

II. LOW-POWER PLATFORM

The EEG platform, depicted in figures 1 and 2, comprises an
analog front-end (AFE), an analog to digital converter (ADC),
a low-power processor, a Bluetooth (BT) radio transceiver and
a power supply subsystem. All modules are powered by a 3.3V
dc source. The analog EEG signal is acquired from a set of
electrodes and fed into the AFE.

The AFE and ADC stages in our platform comprise two
off-the-shelf RHD2132 chips from Intan Technologies. Each
RHD2132 chip is able to acquire, amplify, digitize and trans-
mit via a Serial Peripheral Interface (SPI) up to 32 channels at
30 ksps each. The RHD2132 chip features low input referred
noise (2.4µVrms

1.), programmable bandwidth and low power
operation. For instance, the total current consumption of the
two chips to acquire 64 channels at 500 sps/ch is 1.8 mA and
at 1 ksps/ch it is 2.1 mA.

1The thermal noise level is less than 200 nV/
√
Hz with a 1/f noise

corner of 2.3 Hz [15]

Fig. 2. Low-Energy High-Throughput EEG Wireless System.

The processor block consists of a Texas Instruments
MSP432P401R microcontroller, a 32-bit ARM Cortex-M4F
microcontroller with a maximum clock frequency of 48 MHz,
with 256 kB of Flash and 64 kB of RAM memory. This chip
features a typical power consumption of 4.6 mA in active mode
and offers severals modes of low-power operation, called sleep
mode, where its power consumption can be as low as hundreds
of nanoamperes. In addition, this microcontroller includes a
rich set of peripherals including the SPI serial port used in
our platform to communicate with both RHD2132 chips, the
UART serial port to communicate with the BT radio and a
timer to control the sampling frequency.

The BT radio transceiver core is a module based on a
CC2564 chip by Texas Instruments. This is a dual mode
module that supports Bluetooth 4.1 in low energy mode (BLE)
and basic (BR) or enhanced data rate (EDR) mode. Our
prototype uses the EDR mode with serial port profile (SPP);
this allows for high throughput configurations, e.g. 31 channels
at 1 ksps/ch, which would not be affordable with BLE 4.1.

The processor embedded software is responsible for re-
ceiving the sample data, running the compression algorithm,
and transmitting the compressor output to the BT module. A
round-robin with interrupts architecture is adopted, where in-
terrupt service routines (ISR) are extensively used to exchange
(transmit and receive) data, and keep the processor in sleep
mode while no processing is needed. The microcontroller’s
timer is used to trigger a new sample acquisition. The samples
(one from each channel), received via the SPI interface,
are stored in a input buffer. Once the input samples of all
channels are received, the compression algorithm is executed.
The compressor output is stored in an output buffer to be
transferred to the BT module through the UART interface.
Once completed, the microcontroller enters in sleep mode.

In order to asses our platform using a controlled setup,
the software module responsible for receiving the sample data
from the RHD2132 chips via SPI is replaced by a Test Double.
The Test Double module supplies data that is either received
via a USB interface from a PC (Section IV-A) or read directly
from the processor memory (Section V).
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III. EEG COMPRESSION ALGORITHMS

The lossless, real time and low power requirements of
our platform impose severe restrictions on the latency and
computational resources of its embedded software.

To start, the real time requirement rules out any method
that requires two or more passes over the whole dataset. Other
methods perform two or more passes on blocks of data. If B
is the length of the block and fs is the sampling frequency,
this results in a lag of B/fs seconds. This is the case of the
MPEG-4 audio lossless coding standard [16] (ALS), which
has also been applied to biomedical signal compression [17].
Unfortunately, the block sizes required for ALS to be effective
(above 2048 samples) result in lag of several seconds for
typical EEG applications. This is also the case of transform-
based methods such as [18]–[20], which use different kinds of
linear transforms to remove correlation both spatially (between
different electrodes across the scalp) and temporally (between
samples at different sampling times).

In the case of transforms, there are additional computational
issues. First, the number of operations per sample scales
superlinearly with the number of channels C and the length of
the block B. This is at least proportional to C logC for Fast
Wavelet or Fourier transforms applied only to inter-channel
decorrelation, (BC) log(BC) when such transforms are ap-
plied to multi-channel blocks as in [19], and as high as (BC)3

(the cost of performing a Singular Value Decomposition) for
adaptive transform methods such as [20]. A higher number of
operations translates directly into a higher power consumption,
rendering the aforementioned methods unsuitable for low-
power applications. Also, for real-time transmission, the allow-
able computational complexity cannot exceed the maximum
number of operations that can be performed by the hardware
within a sampling period Ts = 1/fs. Moreover, transform
methods require the complete block to be stored in memory,
thus imposing higher memory requirements on the hardware;
even in-place integer-based transforms would normally require
at least 2BC bytes of buffer size for 16 bit samples (for
minimum lag, a double-buffer strategy should be used, thus
doubling that number).

Finally, methods such as [19]–[22] use an arithmetic
coder [23] which is significantly more computationally de-
manding than more specialized ones such as the Golomb-Rice
coder [24].

At the time of this writing and to the best of our knowledge,
the method that offers the best compression ratio reported in
the literature is the algorithm described in [10]. This is a low-
latency, low-complexity algorithm (the complexity actually
grows linearly in storage and number of operations with
respect to the number of channels), with controllable per-
sample distortion. Thus, we choose [10] as our starting point;
the algorithms developed hereafter in this work involve non-
trivial modifications of this method with the goal of making
it suitable for implementation on a low-power microcontroller
with minimum computational and memory requirements. In
Section V we discuss why [10] is not directly applicable in
such environment.

As most EEG compression algorithms, the method in [10]

exploits temporal and spatial sample correlations. These are
induced by natural properties of the target signal such as tem-
poral continuity, natural correlation of neural activity across
regions, and spatial smoothing due to the different layers of
tissue that separate the source signals (the neurons) from the
point where they are measured (the electrodes).

The essence of the algorithm (see Figure 3) is summarized
below (see [10] for further details). Later on, we elaborate
on the components of the algorithm that have been modified
significantly.

• The coding stage is predictive: both encoder and decoder
predict the value of each sample from previously encoded
samples; the actual value is described to the decoder by
encoding the difference with respect to the prediction
using the Golomb-Rice code (see, e.g., [25]).

• Channel samples are encoded in a pre-specified order
following a tree; the root channel is predicted using past
samples only, whereas all other channels have a parent
channel (corresponding to their parent in the tree) that
“helps” them, meaning that the past (and present) infor-
mation about the parent channel is used for predicting the
present sample of the child channel.

• Each sample prediction is a weighted average of a set of
linear predictions of different orders, which are combined
using an exponential weighting [26] scheme to form a
final prediction.

• All these linear predictions are adaptive; they are updated
in an online fashion using an efficient implementation
of a multi-channel Recursive Least Squares (RLS) algo-
rithm [27].

The performance and memory constraints of the target plat-
form make the RLS algorithm used in [10] infeasible for high
throughput scenarios and, in general, not very competitive in
energy consumption (see discussion in Section V). Instead, we
use a multi-channel extension of a simple integer-based, adap-
tive, single-channel prediction algorithm originally proposed
by Speck in [28]. This extension, detailed in Subsection III-A,
is an original contribution of this work. It turns out that
although a compressor implemented with this predictor is
significantly less complex, and thus requires a fraction of the
resources, it still attains a performance similar to that of a
full-fledged floating-point RLS implementation (see Table II
in Section V-B). As an additional contribution, we propose,
in Subsection III-B, an efficient integer implementation of
the exponential weighting algorithm, which further improves
the performance of the predictor. These tools, together with
a cautious selection of a reduced set of predictors and other
computation savings described in Subsection III-C, result in a
very simple and efficient compression algorithm that we refer
to as MCS (Multi-Channel Speck). In Subsection III-D, by
replacing the adaptive predictors by fixed ones, we derive a
significantly faster algorithm at the cost of some compression
performance degradation, termed MCF (Multi-Channel Fixed).
In Subsection III-E we describe a near-lossless encoding
scheme that applies to both MCS and MCF.
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Fig. 3. Compression algorithm of [10]. LEFT: block diagram of the prediction scheme; here xi(n) refers to the value of channel i at discrete time n, x` is
the “helper” (parent) channel of xi, P is the maximum order of the predictors, x̂pi is the p-th order prediction of xi and x̂i is the final prediction for that
channel. RIGHT: sample tree used when deciding which channel helps which; the root channel is encoded with no help.

A. Multi-Channel extension of the Speck algorithm

We consider a discrete time m-channel signal, m > 1. We
denote by xi(n) the i−th channel (scalar) sample at time in-
stant n, n ≥ 1, and we refer to the vector (x1(n), . . . , xm(n))
as the vector sample at time instant n. We assume that all
scalar samples are quantized to integer values in a finite
interval X .

A general linear predictor of order p for a sample xi(n)
as a function of the past samples of the same channel i,
xi(1) . . . xi(n− 1), is defined as

x̂pi (n) =

p∑
k=1

ai,kxi(n− k) , (1)

where (ai,k : k = 1, . . . , p) are real coefficients. The Speck
algorithm2 defines ai,k = âi,k/K as a rational number, where
(âi,k : k = 1, . . . , p) are integer coefficients and K is an
integer normalization constant (usually a power of two, so
that division by K can be carried out using bitwise-operators).
The coefficients âi,k are sequentially adapted upon comparing
the prediction x̂pi (n) with the actual sample xi(n); we omit
the dependence of âi,k and ai,k on xi(1) . . . xi(n − 1) for
the sake of notation relief. The coefficient initialization and
adaptation steps in the original single-channel scheme of [28]
are specified next.

• Initialization: The coefficients âi,k are initialized as

âi,k = K /p+

{
1, k ≤ K % p ,
0, otherwise ,

(2)

where K/p and K%p denote integer quotient and remain-
der, respectively.

• Adaptation: Let εi(n) = xi(n)− x̂i(n) be the prediction
error at time n, and sgn(εi(n)) its sign. If εi(n) = 0,
no adaptation takes place; otherwise, the coefficients âi,k
associated to the largest and smallest (signed) past p
samples (xi(n − k) : k = 1, . . . , p) are respectively
decreased and increased by sgn(εi(n)); ties are broken

2The definition in [28] applies to digital images; our description is a
straightforward adaptation to one-dimensional signals.

by some fixed policy, e.g., choosing the coefficients with
smallest index.

The preceding initialization and update procedures ensure
that the coefficients ai,k add up to unity for all i; notice,
however, that some of them may become negative.

In the scheme proposed in [10], the prediction x̂pi (n) for
channel i depends on the p most recent samples of channel i,
the p most recent samples of its parent or helper channel `,
and the current sample of channel `, which is encoded before
xi(n). Thus, we have

x̂pi (n) =

p∑
k=1

ai,kxi(n− k) +

p∑
k=0

bi,kx`(n− k), (3)

where ai,k and bi,k are (adaptive) real coefficients.
A straightforward extension of the Speck algorithm could

be defined by applying its initialization and update proce-
dures to the concatenation of (âi,k : k = 1, . . . , p) and
(b̂i,k : k = 0, . . . , p) in terms of the concatenation of
samples from both channels, (xi(n − k) : k = 1, . . . , p) and
(x`(n − k) : k = 0, . . . , p). However, we have observed that
this direct extension results in a poor performance when the
mean values of channels i and ` differ significantly.

Instead, we apply it to centered versions of the channels,
which we obtain by subtracting from each channel an on-line
estimation of its mean, x̄i(n), given by,

x̄i(n) = (1− β)x̄i(n− 1) + βxi(n), (4)

where 0 < β < 1 is a parameter. Although there is no known
theoretical prediction performance guarantee (not even for the
single channel Speck predictor), we have obtained very good
results in practice (see Section V-B).

To implement (4) using integer-only arithmetic, we define
an auxiliary variable si(n)

∆
= β−1x̄i(n) and rewrite (4) as

si(n) = β−1x̄i(n− 1)− x̄i(n− 1) + xi(n)

= si(n− 1)− x̄i(n− 1) + xi(n).

Now the recursion is expressed only in terms of additions and
subtractions. By choosing β to be a negative integer power of
two, β = 2−b, we get x̄i(n) = si(n) � b (where � denotes
a bitwise arithmetic shift-right operation).
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B. Fast exponential weighting

Exponential weighting, a key feature in the predictive per-
formance of our algorithm, is a well-studied method with a
solid theoretical justification [26]. In this scheme, the final
prediction of a sample is a weighted average of the outputs of
a set P of predictors working in parallel,

x̂i(n) =

∑
r∈P wr(n)x̂ri (n)∑

r∈P wr(n)
, (5)

where wr(n) is a positive weight that decays exponentially
with the average absolute prediction error of predictor r at
time n, denoted ēr(n). Specifically, we define

wr(n) = 2max{0,smax−cnēr(n)} , (6)

where ēr(n) is estimated using the exact same method and
parameters of (4) on the sequence er(i) = |εr(i)|, i < n,
of past absolute errors from predictor r, smax is a constant,
and cn is a pre-scaling factor that is doubled or halved at
each time step if W =

∑
r wr(n) falls respectively below or

above a range [Wmin,Wmax]; we fix Wmin = 1 and Wmax =
|P|2(smax−1) (this is, half the value that W would take if all the
|P| predictors had their weights set to their maxima; see (6)).
The above weighting scheme and its efficient implementation
make up the second significant algorithmic contribution of this
paper.

C. Additional performance improvements

A significant portion of the computational cost of the
compression algorithm is spent on the update of its adaptive
parameters. At the same time, we have observed that the
adaptive parameters (Speck coefficients, predictor weights)
tend to stabilize after a while, changing only when the
statistical properties of the signal change significantly (e.g.,
at the beginning of a seizure). In order to avoid unnecessary
updates, we track the performance of the overall scheme, and
update the Speck coefficients and/or the predictor weights only
when we observe a significant performance deterioration. In
the case of the Speck coefficients, we update the coefficients
of a predictor only when er(n) > ēr(n), with er(n) and
ēr(n) as defined following (6). In the case of the predictor
weights, we update them every T (n) samples. We begin with
T (0) = 1. If none of the weights is effectively modified
at time n, then T (n + 1) = min{2T (n), Tmax}. Otherwise,
T (n + 1) = max{T (n)/4, 1}. The next update will be
attempted at time n+ T (n+ 1).

In order to keep the computational complexity low, we
selected a reduced ensemble of predictors that we have ob-
served empirically to yield a good prediction performance.
Specifically, the individual predictors (before weighting) used
in the MCS algorithm are the following:
• a fixed 1st order predictor: x̂i(n) = xi(n−1),
• a 4th order single-channel Speck predictor,
• a 2nd order multi-channel Speck predictor,
• a 4th order multi-channel Speck predictor.

Although the performance of the first predictor is in general
poor compared to that of the other three, it provides robustness
and fast adaptation to sudden statistical changes in the signal.

Fig. 4. Current consumption and throughput measurement setup.

D. MCF: Multi-Channel Fixed predictors

A significant speed up to the overall algorithm can be
obtained at a cost of some compression degradation by re-
placing the adaptive Speck predictors with a set of simple
fixed predictors that tend to work well on continuous signals:
• 1st order: x̂i(n) = xi(n− 1),
• 2nd order: x̂i(n) = 2xi(n− 1)− xi(n− 2),
• 3rd order: x̂i(n) = 3xi(n− 1)− 3xi(n− 2) +xi(n− 3),
• bilinear: x̂i(n) = xi(n− 1) + x`(n)− x`(n− 1).

We report on this algorithm, termed MCF, alongside MCS, in
Section V.

E. Near-lossless encoding

In a near-lossless setting each prediction error, εi(n), is
mapped before encoding to a quantized version, ε̃i(n), defined
as

ε̃i(n) = sign(εi(n))

⌊
|εi(n)|+ δ

2δ + 1

⌋
, (7)

where bzc denotes the largest integer not exceeding z. This
quantization guarantees that the reconstructed value, x̃i(n) ,
x̂i(n) + ε̃i(n)(2δ + 1), differs by up to δ from xi(n). All
model parameters and predictions are calculated with x̃i(n)
in lieu of xi(n), on both the encoder and the decoder side.
Thus, the encoder and the decoder calculate exactly the same
prediction for each sample, and the distortion originated by
the quantization of prediction errors remains bounded in
magnitude by δ (in particular, it does not accumulate over
time).

IV. MODELING OF POWER CONSUMPTION

In this section we analyze and model the effect of different
compression algorithms on the power consumption of the
proposed platform. The power consumption of the AFE and
ADC stages depends exclusively on the input data rate, i.e.,
the sampling frequency and number of channels. We thus
focus on the power consumption of the processor block, which
depends on the complexity of the compression algorithm, and
on the power consumption of the BT radio block, which
depends on the data rate output by the compressor. In the
following subsections we propose simple models for the power
consumption of each of these two blocks and we assess these
models by measuring current consumption on actual hardware.

A. Measurement setup

The general setup used to measure the current consumption
of both the processor and the BT radio is presented in Figure 4.
A shunt resistor is placed in series with the dc power (3.3 V)
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0.9877

Fig. 5. Current consumption vs. data rate for processor (MCF, lossless
compression) and BT models.

to measure the current consumption. The voltage drop across
the shunt is amplified and acquired with a 12-bits ADC board
connected to a PC. The data is fed to the platform via a USB
interface from a PC, and the data rate is controlled by the
combination of an internal timer of the processor and hardware
flow control, used to signal the PC when a new sample can be
received. Upon completing the compression of a vector sample
the processor enters in sleep mode until the timer expires.

The EEG data used to perform the experiments reported in
this section and in Section V are taken from three different
public databases, each obtained from a different subject, with
a different acquisition hardware, and a different number of
channels. The EEG signals, all originally sampled at 1 kHz,
were downsampled to obtain 250 Hz and 500 Hz versions. We
provide detailed information on these databases in Section V.

B. Processor power consumption

The current consumption of the microcontroller can be
accurately estimated as the sum of the current consumption
of active and sleep modes weighted by the respective duty-
cycle. Therefore, since the execution times for both MCS and
MCF are of linear order in the number of scalar samples, the
current consumption of the processor block is presumably well
approximated by a linear function of the input data rate.

To confirm this assumption, we executed the compression
algorithms for different configurations of sampling rate and
number of channels, and we measured the active and sleep
time for the duty-cycle computation using the EnergyTrace+
tool included in the Code Composer Studio v6.1.2 (CCS)
integrated development environment (IDE) from Texas In-
struments. The current consumption during the active mode
was measured while continuously compressing data, with the
sleep mode disabled. The sleep mode current was measured
by forcing the microcontroller into this state. The results were
4.27 mA for active mode and 1.13 mA for sleep mode.

The bottom dotted line in Figure 5 shows the estimated
current consumption for the lossless MCF algorithm together
with a linear fit as a function of the input data rate. As can be
seen, the model fits the data very well. The remaining curves
in Figure 5 are discussed in the sequel.

C. BT radio power consumption

The power consumption of BT depends on the state of the
link, which can be any of idle, connected, or transmitting.
Figure 6 shows samples of current consumption over time
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Fig. 6. Current consumption vs. time for different Bluetooth transmission
states: (a) idle, (b) connected, (c) transmitting, (d) connected with sniff mode,
and (e) transmitting with sniff mode. Comparing (b) with (d), and (c) with
(e), an important reduction of current consumption peaks can be seen while
the system operates with sniff mode.

for each of these states; the curves are characteristic of BT
communications [29].

BT links in active state (i.e., connected and transmitting
states) require periodic exchanges of packets in order to keep
the connection active and synchronized. These transmissions
can be seen as the peaks in the plot of Figure 6b; transmissions
with actual payload can be seen as pulses in Figure 6c.

In sniff mode, the BT device transmits/receives only at
certain regular time intervals and during a specific period.
This allows the radio to enter a low-power mode between
transmissions, which results in an energy saving in exchange
for a smaller maximum attainable throughput and slightly
larger latency. The power consumption in sniff mode for a
sleep time period of 30 ms is shown in figures 6d and 6e;
we notice a reduction in the number of current consumption
peaks with respect to figures 6b and 6c.

To evaluate the current consumption of the BT radio alone,
we modify the setup of Figure 4 by feeding the processor
directly from the voltage source and measure the current drain.
The processor is set to send the input samples directly to the
BT radio (no compression) and to control the sampling rate as
explained before, so that the output data rate coincides with
the input data rate.

Figure 5 shows the current consumption of the BT radio
for different configurations of sampling rate and number of
channels, as a function of the data throughput, for both BT
with sniff mode off and on. The figure also shows, in dashed
lines, the plots of a linear regression for each of the sniff
modes; we observe an excellent fit in both cases.

The power models presented here can be extrapolated to
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Fig. 7. Current consumption vs. input data rate for total measured and
estimated current consumption (upper points correspond to BT sniff mode
off, and lower points to BT with sniff mode on).

newer standards or technologies, such as BLE 5 or Wi-Fi.
This can be done by plugging into the model the power
consumption vs. throughput curve of the new wireless device
or chipset.

D. Joint processor and BT radio power consumption

Figure 7 shows current consumption measurements of the
processor and BT radio blocks for algorithm MCF and differ-
ent configurations of number of channels and sampling rate,
as a function of the input data rate, both for sniff mode off
and on. The figure also shows an estimation of the current
consumption calculated as the sum of separate estimations for
the processor and BT radio blocks. For the former estimate,
we determined the input data rate as a function of the sampling
frequency and the number of channels for each evaluated EEG
signal, and used the model described in subsection IV-B. For
the latter, we determined the output data rate by compressing
offline each evaluated EEG signal, and applied the model of
subsection IV-C. The estimates match the actual measurements
in all cases. We also notice that the current consumption does
not follow a linear relation with the input data rate, mainly
because some of the tested EEG signals are more compressible
than others. Specifically, let R denote the compression ratio
(CR) achieved by a compression algorithm A for an EEG
signal, defined as the average number of bits of encoding per
scalar sample, and let s denote the input data rate in bits per
second. Then, our estimate Ĉ(A) of the current consumption
for the processor and BT radio blocks takes the form

Ĉ(A) = αcs+ αr
Rs

nbits
+ γc + γr , (8)

where nbits is the sample resolution in bits, αc and αr are the
linear coefficients of the models for the current consumption
of the processor and BT radio blocks, respectively, and γc and
γr are the independent terms in these linear models. For an
alternative compression algorithm A′ with compression ratio
R′, where R′ > R (worse), and model parameters α′c, γ′c, with
α′c < αc (less complex), Equation (8) determines a threshold
on R′ −R,

R =
nbits

αr

(
γc − γ′c
s

+ αc − α′c
)
, (9)

such that algorithm A is more energy efficient than A′, i.e.,
C(A) < C(A′), as long as R′ − R > R. As expected, R
decreases with αr. For high throughputs, i.e., large s, the
prevalent term in (9) is driven by the proportion between

αc−α′c and αr, where the first term depends on the hardware
that executes the compressor and the difference in algorithm
complexity, while the second term depends on the wireless
communication technology.

V. EXPERIMENTAL PERFORMANCE EVALUATION

We conduct experiments to evaluate the compression per-
formance of MCS and MCF, their execution time and storage
requirements in our low power platform, and the power con-
sumption and the data throughput attainable by the platform
using each of the algorithms. Both algorithm were initially
developed for a desktop computer and the source code later
ported to our platform and compiled with the GNU v4.8.4
(Linaro) compiler. For comparison purposes, we also ported
and tested on our platform a C implementation of the algorithm
in [10], which we refer to as FLO4. In this implementation,
the maximum predictor order (P in (3)) is set to 4, rather than
7 as in [10], to make the memory requirements fit the MSP432
RAM. This order reduction causes a small compression per-
formance deterioration, which we report on in Section V-B,
but it allows for testing FLO4 in our platform.

All the EEG signals used in the experiments reported here
are taken from publicly available databases:
• DB1a and DB1b [30], [31]: 64-channel, 160 Hz, 12bps

EEG of 109 subjects using the BCI2000 system. Record-
ings are divided in 2-minute motor imagery task (DB1a)
and 1-minute calibration (DB1b).

• DB2a and DB2b [32] (BCI Competition III): 118-
channel, 1k Hz, 16bps EEG of 6 subjects performing
motor imagery tasks (DB2a). DB2b is a 100 Hz down-
sampled version of DB2a.

• DB3 [33] (BCI Competition IV): 59-channel, 1k Hz,
16bps EEG of 7 subjects performing motor imagery tasks.

• DB4 [34]: 31-channel, 1k Hz, 16bps EEG of 15 subjects
performing image classification and recognition tasks.

The measurement setting for power consumption evaluation
is that presented in Section IV. Specifically, we used 21, 31,
and 59 channel EEG signals from databases DB2,3 DB4, and
DB3, respectively. EEG signals at 250 Hz and 500 Hz were
obtained by downsampling the original data.

A. Compression time and memory usage

TABLE I
PLATFORM PERFORMANCE DEPENDING ON THE COMPRESSION

ALGORITHM VERSION (δ = 0).

Alg. Number of Proc. time per Max. sampling RAM usage
channels sample (ms) rate (sps) (kB)

MCS 21 0.432 2313 11.7
MCS 31 0.593 1686 14.8
MCS 59 1.232 812 23.4

MCF 21 0.286 3496 8.6
MCF 31 0.418 2394 10.1
MCF 59 0.826 1211 14.4

3We picked the channels that comprise the international 10-20 system [35].
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To measure the compression time, the processor was iso-
lated from the rest of the system and the software was modified
so that the input samples were read from FLASH memory
and the compression output was written to RAM memory.
The time measurements were performed with the Count Event
tool (included in the CCS IDE), counting machine cycles
between two breakpoints and then obtaining the elapsed time
by dividing the cycle count by the clock frequency. The clock
frequency of the MSP432 was set at 48 MHz in all cases.

The platform performance, in terms of processing time and
memory usage, is detailed in Table I for MCS and MCF.
The third column shows the measured average time required
to process all channels and the fourth column indicates the
computed maximum sampling rate (calculated assuming that
the microcontroller is always in active mode).

Results indicate that MCF shows a speedup of 40–50%
relative to MCS, and also a lower usage of RAM memory
(showed in column five). On the other hand, the FLASH
memory usage is nearly constant in all cases, 27.5 kB and
26.6 kB for MCS and MCF, respectively.

Table I reports on the lossless versions of the compression
algorithms (δ = 0). The near-lossless versions (δ > 0) do not
increase the memory usage, and they increase the processing
time by less than 3%.

Both MCS and MCF execute much faster than FLO4; the
average compression time per scalar sample (CTPS) of FLO4
is almost 10 times larger than that of MCS on our platform. On
a desktop PC (Intel i7, single threaded, 3.4GHz), the CTPS,
measured including file I/O transfer, is more than 6 times
larger for FLO4 than for MCS. For implementations of [10]
setting P = 3 and P = 2, referred to as FLO3 and FLO2,
the compression performance is not clearly better than that
of MCS (see Section V-B) and, still, the CTPS on the same
PC is 4.9 and 3.6 times larger than for MCS, respectively.
Compared to the reference implementation of ALS4 configured
for compression ratio optimization (command line parameter
-7), MCS is 160 times faster than ALS executing on the
same PC. The command line parameter -z3 of the ALS
implementation results, in general, in a slight degradation
of the compression performance with respect to the results
reported in Table II (see Section V-B), but the execution time
is greatly reduced; even in this case, MCS is still more than
13 times faster.

B. Compression performance

For each database, each data file was compressed separately
and the overall compression ratio (CR), in bits per sample
(bps), was calculated as L/Ns, where Ns is the sum of the
number of scalar samples over all files of the database, and L
is the sum of the number of bits over all compressed files of
the database; smaller CRs are better.

Table II shows the CRs and average CTPSs of MCS
and MCF compared to those of FLO4, FLO3, FLO2, those
reported in [10], and those obtained for ALS [16] (ALS attains
the best CRs in [16], [19], [20], [36] for the same databases);

4http://www.nue.tu-berlin.de/menue/forschung/projekte/beendete projekte/
mpeg-4 audio lossless coding als

TABLE II
COMPRESSION RATIO IN BITS PER SAMPLE (SMALLER IS BETTER) OF
MCS, MCF ALGORITHMS FOR DIFFERENT DATABASES (δ = 0) AND

AVERAGE CTPS (µS). COMPARISON WITH STATE OF THE ART.

Algorithm DB1a DB1b DB2a DB2b DB3 DB4 CTPS

MCS 4.82 4.94 5.34 6.97 5.47 3.81 0.08
MCF 5.09 5.18 5.96 7.41 5.90 4.35 0.05
FLO4 4.74 4.82 5.30 6.98 5.46 3.64 0.51
FLO3 4.76 4.85 5.36 7.03 5.51 3.72 0.39
FLO2 4.82 4.91 5.74 7.06 5.67 4.23 0.29
[10] 4.70 4.79 5.21 6.93 5.42 3.58 0.92
[16] 5.37 5.45 5.69 7.69 5.99 3.73 1.07

[16]

Fig. 8. Average compression ratio (bps) vs. complexity (CTPS).

these results are summarized in Figure 8, which shows the
total average CR vs. average CTPS.

MCS shows CRs that are very similar for some databases
and higher (worse) than those of FLO4 in some cases. This
deterioration is expected, due to the various simplifications
made to lower the complexity of MCS, which, as detailed
in Section V-A, results in a large efficiency gain. The com-
pression performance of FLO3 is worse than that of MCS in
half of the tested databases, and for FLO2 the compression
performance is worse than that of MCS in almost all cases.
As mentioned, however, the CTPS of MCS is still much lower
than that of FLO3 and FLO2.

A compression performance deterioration is also observed
in MCF with respect to MCS, due to the use of fixed predictors
instead of adaptive ones, which, on the other hand, yielded
important reductions in memory and time requirements as
discussed in Subsection V-A. Notice, however, that the per-

TABLE III
COMPRESSION RATIO (BITS PER SAMPLE) OF MCS AND MCF

ALGORITHMS FOR DIFFERENT DATABASES (SMALLER IS BETTER).

δ DB1a DB1b DB2a DB2b DB3 DB4

MCS 0 4.82 4.94 5.34 6.97 5.47 3.81
MCS 1 3.38 3.48 3.85 5.38 3.99 2.70
MCS 2 2.79 2.86 3.23 4.66 3.35 2.30
MCS 5 2.04 2.08 2.37 3.57 2.45 1.83
MCS 10 1.62 1.64 1.86 2.75 1.91 1.58

MCF 0 5.09 5.18 5.96 7.41 5.90 4.35
MCF 1 3.63 3.69 4.39 5.83 4.35 3.02
MCF 2 3.03 3.06 3.70 5.10 3.66 2.53
MCF 5 2.27 2.26 2.73 3.94 2.70 1.98
MCF 10 1.82 1.81 2.08 3.10 2.08 1.67
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formance of MCF is still superior to that of the best algorithm
reported in [16], [19], [20], [36] for all the databases except
DB4. Comparing the CR of MCS with the original sample
resolution for each database we observe that the amount of
data that needs to be transmitted is reduced by a factor of at
least 2.3 times, for DB2b, and up to 4.2 times, for DB4. The
above conclusions are evident by inspecting Figure 8.

Finally, Table III shows near-lossless results for δ =
{1, 2, 5, 10}, including δ = 0 from Table II as a reference,
for both MCS and MCF.

C. Power consumption vs. throughput

Fig. 9 shows the current consumption of the platform (com-
pression plus transmission) as a function of the data throughput
for several values of the distortion parameter δ (shown next to
the curve), different sampling rates (different color lines), and
different number of channels (different markers). The curves
on top correspond to BT with sniff mode off and the ones on
the bottom to BT with sniff mode on. Fig. 9a shows the results
for MCS and Fig. 9b for MCF. Current consumption was
obtained by averaging the consumption during a time window
between 20 and 80 seconds in the process of compressing
and transmitting 20,000 samples; for each configuration of
sampling rate and number of channels, the same EEG data
file was used as input for both algorithms and for all values
of δ. The dashed lines represent the current consumption of
the BT radio alone transmitting raw (uncompressed) data.

We observe that the proposed low-power platform is able
to perform lossless compression of a 59-channel acquisition
at a rate of 500 sps, with a current consumption of 19.9 mA,
that is 337 µA per channel (marked as 1 in Figure 9). Using
near-lossless compression with distortion δ = 2, in the same
setting, results in almost 10% reduction in current consumption
(marked as 2 in Figure 9). On the other hand, for 31 channels,
a sampling rate of 1000 sps can be attained with a consumption
of 590 µA/ch (marked as 3 in Figure 9).

Figure 9 illustrates the trade-off analyzed in Section IV-D
between power invested in compression and power saved in
data transmission. For very low data rates compressing does
not pay off. For larger throughputs, however, the savings in
transmission exceed the cost of compression, resulting in a
reduction of up to 10% in current consumption. The figure
also shows that the overall power consumption for MCF is in
general smaller than for MCS, despite the compression perfor-
mance of the latter being better. As explained in Section IV-D,
this result depends on the specific hardware setting and the
EEG compressibility.

The experiment also shows that, for a given current con-
sumption, the proposed compression scheme results in a
substantial increase in the maximum attainable throughput.
For example, a budget of 24 mA allows for an uncompressed
throughput of 265 ksps (see 4 in Figure 9), while the use of the
MCF algorithm allows for throughputs of up to approximately
315 ksps for δ = 0 (marked as 5 in Figure 9) and 400 ksps
for δ = 2 (marked as 6 in Figure 9). In other words, using
data compression we obtain an increase in throughput of 19%
with the lossless setting and 51% with the near-lossless one.

VI. CONCLUSIONS

We have presented a successful implementation, in a low-
power wireless platform, of two lossless/near-lossless mul-
tichannel EEG compression algorithms that offer different
levels of complexity and compression performance. We used
these implementations to evaluate, experimentally, the energy
saving and the increment in attainable throughput derived
from the reduction in the amount of data transmitted; these
turn out to be very significant for large throughput scenarios.
Both algorithms are computationally efficient, yet they attain
compression ratios that are very competitive with the best ones
reported in the literature, which make them attractive also in
other settings such as offline EEG compression.

Future work includes evaluating our low-power platform
with other physiological signals such as electrocardiograms
(ECG), for which the compression algorithm proposed here
yields very promising results [10]. Another future objective
is to develop a custom System on Chip using one of our
algorithms to further reduce power consumption.
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