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Resumen

Esta tesis trata sobre el estudio y desarrollo de un algoritmo automático de śıntesis
para amplificadores operacionales de microconsumo. Los objetivos principales de
este trabajo son el estudio de las metodoloǵıas existentes de diseño analógico para
consumo mı́nimo y su aplicación en el diseño automático de un amplificador opera-
cional reutilizable de microconsumo con etapas de entrada y salida “rail-to-rail”1.
Por lo tanto, se seguirán dos ĺıneas de investigación en este trabajo. Primero, el
desarrollo de un nuevo enfoque jerárquico en algoritmos de śıntesis automática, que
permite desacoplar la śıntesis de cada etapa del amplificador del algoritmo de śıntesis
principal. Segundo, una revisión y la aplicación de técnicas de reutilización de cir-
cuitos analógicos, particularmente en arquitecturas de amplificadores, migración de
tecnoloǵıa y especialmente en la técnica de sintonización del compromiso entre ve-
locidad y consumo utilizando la corriente de polarización.

En esta tesis, utilizando la metodoloǵıa (gm/ID) [1], nos enfocaremos exclusi-
vamente en la obtención de diseños con óptimo consumo de corriente, siguiendo aśı
con la ĺınea de investigación del Grupo de Microelectrónica del IIE.

El punto de partida para el repaso de las metodoloǵıas de diseño avanzadas, es
un algoritmo simple de diseño automático para un amplificador Miller [2] basado en
el producto ganancia por ancho de banda. Este repaso progresa hasta el algoritmo
de śıntesis automática desarrollado por Silveira [3], con el cual a partir de especifi-
caciones de alto nivel (tiempo total de establecimiento) se puede sistemáticamente
obtener las especificaciones del amplificador (producto ganancia por ancho de banda,
slew rate) y el tamaño de los transistores. El diseño que se obtiene, cumple con las
especificaciones con consumo mı́nimo. Desde este punto, desarrollamos un algoritmo
jerárquico para arquitecturas más complejas que incluyen etapas de entrada “rail-
to-rail” y una etapa de salida clase AB. Este enfoque jerárquico permite separar el
algoritmo de śıntesis de cada etapa del algoritmo de śıntesis de alto nivel que está
basado en el algoritmo presentado por Silveira [3].

La elección de las arquitecturas de cada etapa no es arbitraria y está sumergida
en el contexto de la segunda ĺınea de investigación de este trabajo: la reutilización
de diseños analógicos. En esta linea se investigan dos enfoques. Primero, se estudian
arquitecturas para etapas de entrada y salida que son factibles de ser utilizadas en
diferentes condiciones de operación, lo que nos permite obtener una celda que puede
ser utilizada en un amplio espectro de aplicaciones para baja tensión de alimentación
y microconsumo. El segundo enfoque que se investiga, se centra en la posibilidad de
sintonizar la performance del circuito mediante la corriente de polarización. La idea
es sintonizar el compromiso entre velocidad y consumo del amplificador mientras se
mantiene la performance en el resto de los aspectos. Esta no es una idea nueva y ya
ha sido implementada con éxito en una aplicación comercial [4]. Sin embargo, hasta

1Que permiten señales en cualquier nivel de tensión entre las fuentes de alimentación.
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donde sabemos, esto solo ha sido realizado en tecnoloǵıa bipolar, y por lo tanto
nos proponemos realizar la primera experiencia exitosa de esta teoŕıa utilizando
tecnoloǵıa CMOS estándar.

En definitiva, el objetivo final de esta tesis fue diseñar, utilizando un algoritmo
automático de śıntesis, una celda de un amplificador operacional reutilizable, que
cumpla con las especificaciones de alto nivel con mı́nimo consumo.

Los resultados obtenidos, tanto en simulaciones como en las medidas experi-
mentales del prototipo, muestran que el algoritmo de śıntesis desarrollado obtiene
un diseño que cumple exitosamente con las especificaciones para el tiempo de esta-
blecimiento.

Para comparar la eficiencia del amplificador se utilizaron figuras de mérito
usuales para medir la performance en términos del compromiso entre velocidad y
consumo. Se comparó contra otros resultados publicados en la literatura [3, 5–8]
y se muestra que la performance del amplificador es superior a todos ellos, lo que
permite afirmar que efectivamente se logró optimizar el consumo del amplificador.

El consumo total para el diseño con 1µs de tiempo total de establecimiento es
de 10.3µA con una tensión de alimentación de sólo 2V (20.6µW ). La sintonización
del punto de operación también se comprobó exitosamente, pudiéndose sintonizar
el mismo por más de 3 décadas de tiempo de establecimiento, con consumos que
llegan a 160nA para el amplificador con 100µs de tiempo de establecimiento y que
puede ser llevado a amplificadores más lentos pero con consumos aún menores.
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Abstract

This thesis deals with the study and development of an automatic synthesis algo-
rithm for micropower operational amplifiers. The main objectives of this work are
the study of the existent power oriented methodologies for analog design and its
application in the automatic design of a reusable rail-to-rail input/output micro-
power operational amplifier cell. Thus, two main lines of research will be attacked
in this work. First, the development of a new hierarchical approach in automatic
synthesis algorithms to decouple the synthesis algorithm of each stage of the am-
plifier from the main synthesis algorithm. Second, the review and application of
analog reuse techniques, regarding opamp architectures, technology migration, but
specially speed-power trade-off tuning through bias current.

In this thesis, we will follow the line of research of our group and focus exclusi-
vely in the obtention of optimum power designs, using the (gm/ID) methodology [1].

The introduction of a simple, gain-bandwidth driven, automatic design algo-
rithm for a Miller amplifier [2] is used as a starting point for the review of more
advanced design methodologies. This review leads to an automatic synthesis algo-
rithm developed by Silveira [3] which systematically transits from high level speci-
fications (total settling time) to the amplifier specifications (gain-bandwidth, slew
rate) and then to transistor sizing. The design obtained complies with the high level
specifications with minimum power consumption. We took on from this point into
the development of a hierarchical algorithm for more complex architectures that
include rail-to-rail input stages and a power efficient class AB output stage. The
hierarchical approach allows to decouple the synthesis algorithm of each stage from
the high level synthesis algorithm based on the algorithm presented by Silveira [3].

The selection of the architectures of each stage is not arbitrary, but is based
on the second line of research of this work: analog design reuse. Two main lines of
study are followed here. The study of architectures for input and output stages that
are suitable to be used on different environmental conditions, allow us to obtain an
opamp cell that can be used in an ample spectrum of low-voltage, micropower appli-
cations. The second line of study in analog design reuse focuses on the possibility of
circuit performance tuning through the bias current, where preliminary results have
already been obtained [9]. The idea in this technique is to tune the power-speed
trade off of the opamp cell using the bias current while keeping the performance in
all other aspects. This idea is not new, and has already been used in a industrial
application [4], but to the best of our knowledge, it has only been done in bipolar
technology. Therefore, we intend to make the first experimental test of this theory
in standard CMOS technology.

The final objective pursued in this thesis, then, is the successful design and
implementation, using an automatic synthesis algorithm, of a reusable opamp cell
that complies with the high level specifications with optimum power consumption.

The results show, both in simulations and experimental measurements, that

xv



the synthesized design using the algorithm developed in this work, successfully com-
plies with the settling time specifications.

To compare the efficiency of the amplifier, we used the usual figures of merit to
measure the trade-off between speed and power consumption. We achieved superior
performance against several other published results [3, 5–8], which shows that the
amplifier presents optimum consumption.

Total current consumption on the 1µs total settling time design is 10.3µA with
a supply voltage of only 2V (20.6µW ). Performance tuning was also successfully
verified. The cell can be tuned over more than 3 decades of settling time, including
consumptions that reach 160nA for a 100µs settling time, and beyond.

xvi



Chapter 1
Introduction

This thesis deals with the study and development of an automatic synthesis
algorithm for micropower operational amplifiers. The main objectives of this work
are the study of the existent power oriented methodologies for analog design and
its application in the automatic design of a reusable rail-to-rail input/output micro-
power operational amplifier cell. Thus, two main lines of research will be attacked
in this work. First, the development of a new hierarchical approach in automatic
synthesis algorithms to decouple the synthesis algorithm of each stage of the am-
plifier from the main synthesis algorithm. Second, the review and application of
analog reuse techniques, regarding opamp architectures, technology migration, but
specially speed-power trade-off tuning through bias current.

The (gm/ID) methodology [1], developed in the Université Catholique de Lou-
vain (UCL), provides a powerful tool for automatic design methodologies, as it allows
the designer to systematically explore the design space and obtain an optimum com-
bination of the design variables in a given sense. In this thesis, we will follow the line
of research of our group and focus exclusively in the obtention of optimum power
designs. Nevertheless, the methods and techniques applied here are general and can
be applied to optimize any other aspect of the design.

We begin with the review of the MOSFET model used in this work. The
ACM [10, 11] model presents simple, single piece, continuous expressions and has
many advantages regarding analog design. Specially, the fact that every equation
is a function of the inversion level and a few physical-based parameters, makes this
model ideal to be used in automatic synthesis algorithms.

The introduction of a simple, gain-bandwidth driven, automatic design algo-
rithm for a Miller amplifier [2] is used as a starting point for the review of more
advanced design methodologies. This review leads to an automatic synthesis algo-
rithm developed by Silveira [3] which systematically transits from high level speci-
fications (total settling time) to the amplifier specifications (gain-bandwidth, slew
rate) and then to transistor sizing. The design obtained complies with the high level
specifications with minimum power consumption. We took on from this point into
the development of a hierarchical algorithm for more complex architectures that
include rail-to-rail input stages and a power efficient class AB output stage. The
hierarchical approach allows to decouple the synthesis algorithm of each stage from
the high level synthesis algorithm based on the algorithm presented by Silveira [3].

The selection of the architectures of each stage is not arbitrary, but is based
on the second line of research of this work. Analog design reuse has become an
essential tool to bridge the gap between circuits complexity and the ever shrinking
time-to-market. The urge for implementing reuse capabilities is particularly intense
in the analog field [12], since automatic synthesis of analog circuits is a much hard

1
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problem than for the digital counterparts. Not only there are more aspects of the
problem to take into account besides consumption, speed and area, but also analog
block design is very layout and process dependent and special skills are required
to complete them. Hence, analog automatic synthesis is much less developed than
digital synthesis, further increasing the demands for experienced designer time in
the analog field.

Two main lines of study are followed in analog design reuse. The study of
architectures for input and output stages that are suitable to be used on different
environmental conditions, allow us to obtain an opamp cell that can be used in
different applications. The most important characteristics of rail-to-rail input sta-
ges towards reusability are presented together with a new approach presented by
Silveira [3] for a power efficient class AB output stage that takes advantage of a
transconductance multiplication effect. The complete amplifier architecture obtai-
ned, conforms an opamp cell suitable to be used in an ample spectra of low-voltage,
micropower applications. The second line of study in analog design reuse focuses on
the possibility of circuit performance tuning through the bias current, where preli-
minary results have already been obtained [9]. The idea in this technique is to tune
the power-speed trade off of the opamp cell using the bias current while keeping the
performance in all other aspects. This idea is not new, and has already been used
in an industrial application [4], but to the best of our knowledge, it has only been
done in bipolar technology. Therefore, we intend to make the first experimental test
of this theory in standard CMOS technology.

The final objective pursued in this thesis, then, is the successful design and
implementation, using an automatic synthesis algorithm, of a reusable opamp cell
that complies with the high level specifications with optimum power consumption.

Next we will outline the contents of each chapter,

Chapter 1: Introduction This chapter, where an introduction with the back-
grounds, motivations and objectives of this thesis are presented.

Chapter 2: Design Methodologies The second chapter introduces the reader
with the basic automatic design methodologies and synthesis algorithms. It
begins with a review of the MOSFET model used in this work which presents
major advantages for analog design. Then the (gm/ID) methodology, which
is a keystone in all the algorithms presented and developed in this work, is
introduced and explained. On the third part of the chapter, the design of
a simple Miller compensated amplifier is presented. First, the characteristic
equations for frequency response, offset, dynamic range and parasitic capaci-
tances are presented. Then the basic gain-bandwidth driven algorithm and
the design space exploration algorithm for power optimization are presented
and explained in two design examples for fT = 100kHz and fT = 50MHz.

Chapter 3: Low-Power OpAmp Cells: Reuse, Architecture and Synthesis
The third chapter of this thesis presents the theory and actual state of know-
ledge in analog reuse and advanced automatic synthesis algorithms for reu-
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sable low-power operational amplifier cells. The chapter is divided in three
sections. First, we present the theory and some examples of analog design
reuse, including performance tuning through bias current, architectures sui-
ted for different environmental conditions and technology migration. Second,
the selected opamp architecture for the opamp cell is presented. And third,
the power optimization algorithm for a given total settling time developed by
Silveira [3] is presented as an example of state of the art automatic synthesis
algorithm.

Chapter 4: Hierarchical Automated Synthesis The fourth chapter presents
the development of the hierarchical automated synthesis algorithm and its
application to the design of a 1µs total settling time amplifier using the ar-
chitecture seen on the previous chapter. First, a new expression for directly
estimate the Miller compensation capacitance for optimum consumption is
presented. This expression is used in the following section in the development
of the high level synthesis algorithm, and saves large amounts of processing
time. Then, we present the hierarchical approach for the automatic synthesis
algorithm, along with the synthesis algorithms for the input and output sta-
ges. Finally, we present the simulations of the synthesized cell, including the
tuning of the cell over several decades of total settling time.

Chapter 5: Experimental Results The last chapter presents the results obtai-
ned from the measurements of the prototype fabricated in a 0.8µm standard
CMOS process. The performance of the opamp cell is characterized and the
reusability of the cell over several decades of total settling time is successfully
verified. The usual figures of merit used to measure the power-speed efficiency
in amplifiers are used to compare the performance of our cell with several ot-
her amplifiers from the literature and excellent results are obtained, proving
the true power optimization achieved by the algorithm.

Chapter 6: Conclusions Conclusions and ideas for future research are presented.
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Chapter 2
Design Methodologies

2.1 Introduction
This chapter introduces the basic concepts and ideas that will be used to

develop the automatic design algorithms presented on Chapter 3. The chapter
begins by introducing the MOSFET model used in this work. By doing so, we
introduce the reader with the notation and basic design equations that will be used
through out this work.

The development of an automatic synthesis algorithm for two-stage Miller
amplifiers, allow us to explain in a simple architecture amplifier the design space
exploration using the (gm/ID) methodology [1], which is the main idea behind the
synthesis automation for optimum design. The core of the Miller amplifier synthesis
algorithm is a gain-bandwidth product driven algorithm presented by Jespers [2].

Section 2.2 briefly reviews the MOSFET model presented by Cunha, Galup-
Montoro and Schneider [10, 11]. On section 2.3, the (gm/ID) based methodology
will be introduced before entering section 2.4 where the synthesis algorithms for
Miller amplifiers is presented. In this section, the Miller amplifier is analyzed and
the algorithm driven by the gain-bandwidth product and the algorithm for design
space exploration are presented. Also, two design examples are introduced to show
the performance of the algorithms.

Finally conclusions are presented on section 2.5.

2.2 A Current-Based MOSFET Model for IC Design
The need for an accurate MOSFET model that provides simple expressions

is critical in the development of analog design methodologies. In this work we will
use the model presented by Galup-Montoro et al. [10,11]. This model meets several
desirable requirements from the designer point of view. Among them we would like
to highlight that

• The model is single piece, continuous and presents simple accurate expres-
sions. Particulary it correctly represents all the regions of operation, from
weak inversion to strong inversion, including moderate inversion.

• The model conserves charge.

• The model has a minimum set of parameters, all physically based.

The main approximation of this model, referred as the ACM model from he-
rein, is to consider the depletion and inversion charge densities, Q′

B and Q′
I , to be

linear functions of the surface potential of the channel φS for a constant gate-to-bulk

5



6 2.2 A Current-Based MOSFET Model for IC Design

voltage. As a consequence, the MOSFET drain current and charges are expressed as
very simple functions of two components of drain current, namely, the forward and
reverse saturation currents. A very simple relation between these two components
of the drain current and the applied voltages is obtained.

One of the fundamental parameters in the MOSFET model is defined as the
inverse of the slope of the curve φSa versus VG, where φSa is the surface potential
for which Q′

I = 0. This parameter is known as the slope factor and is written as

n = 1 +
γ

2
√

φSa

(2.1)

where γ is the body effect factor. The slope factor is slightly dependent on the
gate voltage, but it can be assumed constant for hand calculations and usually
n = 1.2, . . . , 1.6 for bulk technology.

2.2.1 Current - Voltage Relationships

Let us now resume the main expressions of the ACM model, as they will be
used throughout this work. The pinch-off voltage, defined as the channel voltage for
which the inversion charge density equals −γC ′

oxφt being C ′
ox the oxide capacitance

per unit area and φt the thermal voltage, can be approximated as

VP =
VG − VT0

n
(2.2)

where every voltage is referred to the bulk voltage, VG is gate voltage and VT0 is the
threshold voltage when source voltage, VS, is zero.

The drain current is defined as

ID = IS(if − ir) (2.3)

where if(r) is the forward (reverse) normalized current and

IS =
1

2
µnC ′

oxφ
2
t

W

L
(2.4)

is the normalization current, which is four time smaller than the same factor as
presented in the EKV model [13]. Here µ is the carriers mobility in the channel,
and W and L are the channel width and length respectively.

In forward saturation if À ir, so the drain current can be approximated by

ID = ISif =
1

2
µnC ′

oxφ
2
t

W

L
if (2.5)

In the EKV model [13] the forward normalized current if is also referred as the
inversion factor since it indicates the inversion level of the MOSFET. As a rule of
thumb, values of if greater than 100 characterize strong inversion and values below 1
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characterize weak inversion2. Values between 1 and 100 indicate moderate inversion.
The relationship between current and voltage in the MOSFET transistor is

given by:
VP − VS(D) = φt

[√
1 + if(r) − 2 + ln

(√
1 + if(r) − 1

)]
(2.6)

where VS(D) is the source (drain) voltage. Used with equation (2.2), we can estimate
from this expression the gate voltage in a forward saturated transistor as a function
of the inversion level and the source voltage.

VG = VT0 + nVS + nφt

[√
1 + if − 2 + ln

(√
1 + if − 1

)]
(2.7)

Another powerful design equation provided by the ACM model is derived from
equation (2.6). The theoretical drain to source saturation voltage, VDSsat, is defined
in equation (2.8) as the value of VDS for which the ratio Q′

ID/Q′
IS = ξ, where ξ is

an arbitrary number much smaller than 1. In this definition, 1 − ξ represents the
saturation level of the MOSFET.

VDSsat = φt

[
ln

(
1

ξ

)
+

√
1 + if − 1

]
(2.8)

' φt

[√
1 + if + 3

]
for ξ = 1%

It can be noted that VDSsat is independent of the inversion level in weak inversion
while in strong inversion it follows the usual square root approximation, as shown
in Figure 2.1.

2.2.2 The (gm/ID) Ratio

The (gm/ID) ratio will be a key parameter in the design methodologies presen-
ted in this work, as we will see in section 2.3 and through out this work. The ACM
model provides a simple expression for the (gm/ID) ratio in a forward saturated
MOS transistor as a function of the inversion level.

gm

ID

=
1

nφt

2√
1 + if + 1

(2.9)

2.2.3 Intrinsic Capacitances

Nine intrinsic capacitances characterize the MOS transistor [14]. Among this
nine capacitances, CGS, CGD, CGB, CBS and CBD are widely used in AC modelling
as they accurately describe charge storage up to moderate frequencies. It can be
proved [10] that CGB = CBG so only three more capacitances should be added to
the model to complete the nine capacitances. In the case of ACM model CSD, CDS

2In EKV model values of if greater than 10 characterize strong inversion and values below
0.1 characterize weak inversion. Since the ratio between the normalization current in EKV and
ACM is four, these boundaries would correspond to 0.4 and 40 when using ACM. Nevertheless,
for simplicity sake, 1 and 100 are taken.
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Figure 2.1: Normalized VDSsat for several values of ξ and the strong in-
version approximation:

√
if

and CDG are chosen. The complete expressions for these eight capacitances can be
found in reference [10]. Here we will only give a simplified expression for the gate
capacitance in the case of a forward saturated transistor with VS = 0.

CGS =
2

3
Cox

(
1− 1√

1 + if

)(
1− 1

(
√

1 + if + 1)2

)
(2.10)

CGB =
n− 1

n
(Cox − CGS) (2.11)

CG = CGS + CGB

=
n− 1

n
Cox

(
1− 2

3

(
1− 1√

1 + if

)(
1− 1

(
√

1 + if + 1)2

))
(2.12)

These expressions are valid for every operating region and become very useful design
tools.

2.2.4 Noise Model

Noise is considered an internally generated, random, small signal and can be
modelled by the addition of noise sources to the noiseless small-signal transistor
model [14]. MOSFET noise is usually modelled as a current source between source
and drain and can be considered to be composed of thermal (white) noise and flicker
noise. Both these noise sources are uncorrelated [14], so the power spectral density
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of the total noise will be given by

Si(f) = Siw(f) + Sif (f) (2.13)

The classical model for the white noise power spectral density follows [14],

Siw = −4kBTµQI

L2
(2.14)

where kB is the Boltzmann constant, T the absolute temperature and QI the to-
tal inversion charge. Using the expression for QI in the ACM model, a general
expression can be obtained [10,15]

Siw = γnkBTgm (2.15)

where γ = 2 in weak inversion operation and γ = 8
3
' 2 in strong inversion.

The other component of noise in equation (2.13) is flicker noise, which is also
called “1/f” noise because its power spectral density is nearly proportional to the
inverse of the frequency. It is quite well accepted that this behavior is due to the
random fluctuation of the number of carriers in the channel caused by trapping and
detrapping of carriers in energy states near the Si−SiO2 interface [14,15]. Arnaud
and Galup-Montoro [15] provide an expression for the flicker noise power spectral
density in the ACM model

Sif (f) =
q2NotIDµ

L2nC ′
ox

ln

(
nC ′

oxφt −Q′
IS

nC ′
oxφt −Q′

ID

)
1

f
(2.16)

where Not is a technology parameter to be adjusted representing the effective number
of traps.

This expression can be further simplified into expressions valid in weak in-
version or strong inversion. However, in their work, Arnaud and Galup-Montoro
provide a simple expression, valid for any inversion level, for the corner frequency.
The corner frequency is defined as the frequency where both thermal and flicker
noise have the same value.

fc ' 1

2

gm

WLC ′
ox

Not

N∗ (2.17)

Equation (2.17), in which N∗ = q
nCoxφt

, can be used to obtain a simple expression

to easily estimate the total noise power spectral density for a single transistor [15]

Si = 2nkBTgm

(
1 +

fc

f

)
(2.18)

From the designer perspective this is a very powerful tool as it allows to identify the
source of the most significant terms of noise in a circuit.
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2.2.5 Output Conductance

A complete model for the output conductance, including velocity saturation
effects, channel length modulation and drain-induced barrier lowering is included in
the ACM model. Nevertheless, we will use the usual and much simpler approximated
model, valid for the forward saturated long-channel transistor, using

g0 =
dID

dVD

=
ID

VA

(2.19)

where VA is referred as the Early voltage and supposed proportional to the transistor
length.

2.2.6 Non-quasi-static Model and Second Order Effects

So far, long and wide channel MOSFETs have been considered and the model
presented is valid for low and medium frequency analysis. The ACM model includes
a complete non-quasi static model and a set of equations to take into consideration
second order effects, as mobility reduction, velocity saturation and channel length
modulation.

2.2.7 Why ACM?

The ACM model presented in this section shows major advantages on MOS
transistor analog design. All of which might be summed up on the fact that all
the ACM model expressions are functions of the forward normalized current (also
known as inversion factor) and a very small set of parameters all physically based.

The fact that we can sweep all the regions of operation with one variable
and using simple single piece equations for each transistor characteristic is a mayor
advantage in design automation algorithms.

Models widely used as BSIM, use large quantities of parameters, most of which
are empirical fitting parameters. These models are fine for computer based simula-
tors but are hardly acceptable for hand made calculations and design algorithms.

The EKV model on the other hand has many of the advantages of ACM
model: Inversion factor based, simple expressions, few parameters, etc. However it
uses nonphysical interpolating curves to bridge the gap between weak and strong
inversion. EKV model, then, does not allow the calculation of the nonreciprocal
capacitances and does not conserve charge [11]. Nevertheless most of the algorithms
introduced on this work can be easily used with the EKV model.

2.3 The (gm/ID) Based Methodology for Analog Design
The (gm/ID) based methodology allows an unified synthesis methodology in

all regions of operation of the MOS transistor. It provides an alternative, taking
full advantage of the moderate inversion region, to obtain reasonable power-speed
compromise [1]. This methodology has been widely used since its publication proving
its advantages in analog circuits design [10,11,16–35]
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Figure 2.2: (gm/ID) ratio as a function of the inversion factor if for typical
bulk-technology parameters.

The proposed methodology considers the relationship between the transcon-
ductance over drain current ratio (gm/ID) and the normalized drain current ( ID

W/L
)

as a fundamental design tool. This choice of the (gm/ID) ratio is based in the
following reasons

1. It gives an indication of the device operation region.

2. It is strongly related to the performance of analog circuits.

3. It provides a tool for calculating the transistor dimensions.

The first reason can be explained using the ACM model. Equation (2.9) shows
an univocal relationship between the inversion factor if and the (gm/ID) ratio. This
relationship can be seen in Figure 2.2 where the three regions, strong, moderate and
weak inversion, are shown.

The relationship between (gm/ID) ratio and the power efficiency can be seen
in an “intrinsic gain-stage” example, where both gain and transition frequency are
linear functions of the transconductance

A0 = −gm

ID

VA (2.20)

fT =
1

2π

gm

CL

(2.21)

where VA is the Early voltage of the transistor and CL is the load capacitance of
the stage. Equations (2.20) and (2.21) show that greater (gm/ID) ratio reflects in
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greater gain and bandwidth for the same power consumption.
Finally, the ability to precisely obtain transistors dimension with this metho-

dology lays in the fact that the (gm/ID) vs ID/(W/L) characteristic is independent
of transistor size, and therefore is a unique characteristic for all transistors of the
same type in a given batch [1].

This “universal” quality of the (gm/ID) curve shows that once a pair of values
among (gm/ID), gm and ID are chosen, (W/L) ratio is unambiguously determined
[1].

2.4 Automatic Synthesis for Miller Amplifiers
In this section an automatic synthesis algorithm for Miller amplifiers is presen-

ted. This will illustrate the use of the (gm/ID) methodology applied in automatic
circuit synthesis.

First the Miller Amplifier is analyzed and the equations that characterize its
behavior are presented. Then the concept of design space exploration for optimum
design is presented. The design space exploration in the case of the Miller amplifier is
implemented with a gain-bandwidth product driven algorithm that is also explained
in this section.

Finally, two amplifiers will be synthesized, each for a different transition fre-
quency. The first for fT = 100kHz and the second for fT = 50MHz.

2.4.1 The Miller Amplifier

The Miller compensated amplifier is a well known opamp architecture that can
achieve good power consumption performances in low frequency applications. Figure
2.3 shows the amplifier schematic, where Cm is the Miller compensating capacitance,
C1, Cout and C3 are parasitic capacitances and CL is the load capacitance. In the
notation used, C2 = Cout + CL is the total output capacitance of the amplifier.

Gain-Bandwidth Product and Phase Margin

The transfer function of this amplifier is given in equation (2.22), where
gm1(gm2) is the transconductance of, respectively, the differential pair M1a−M1b
(output stage M2) and g1 (g2) is the output conductance of the first stage (second
stage).

H(s) = −
gm1(Cms− gm2)

1
g1

1
g2

1 + (C1

g1
+ C2

g2
+ Cm( gm2

g1g2
+ 1

g1
+ 1

g2
))s + (C1C2+Cm(C1+C2)

g1g2
)s2

(2.22)
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Figure 2.3: Miller Amplifier, including parasitics capacitances.

DC gain and expressions of poles and zero frequencies can be easily derived from
equation (2.22)

G =
gm1gm2

g1g2

(2.23)

ωDP ' 1
gm2

g1g2
Cm

(2.24)

ωNDP ' gm2Cm

C1C2 + Cm(C1 + C2)
(2.25)

ωz =
gm2

Cm

(2.26)

where G is the DC gain, ωDP and ωNDP are the amplifier’s dominant and non-
dominant pole angular frequencies and ωz is the amplifier right-half plane zero an-
gular frequency3.

Equations (2.23-2.26) can be used to obtain the following relationships

ωT = GωDP =
gm1

Cm

(2.27)

NDP =
ωNDP

ωT

=
gm2

gm1

C2
m

C1C2 + Cm(C1 + C2)
(2.28)

Z =
ωz

ωT

=
gm2

gm1

(2.29)

where ωT is the gain-bandwidth product of the first order system neglecting the effect

3In what follows, angular frequencies (ω) will be referred in the text, for compactness, as
frequencies, while the actual frequencies will be noted as f
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of the non-dominant pole. NDP and Z are the non-dominant pole and right-half
plane zero frequencies normalized to ωT . These two latter relationships determine
the phase margin (PM) of the amplifier. Assuming NDP, Z > 1 (that is ωNDP , ωz >
ωT ), PM can be approximated as

PM = 90− arctan(
1

NDP
)− arctan(

1

Z
) (2.30)

The exact PM expression must take into account that the actual transistors
frequency is different from the first order approximation.

Finally, equations (2.28) and (2.29) can be combined to obtain an expression
for the Miller compensating capacitance for a given NDP over Z ratio.

Cm =
1

2

NDP

Z

[
C1 + C2 +

√
(C1 + C2)2 + 4

Z

NDP
C1C2

]
(2.31)

Since NDP and Z ratios determine the phase margin of the amplifier, as we saw
in equation (2.30), equations (2.27) and (2.31) become powerful design tools in a
Miller amplifier synthesis.

Offset

Two effects will be considered in the input offset voltage of a Miller ampli-
fier: systematic offset and random offset. The first one is due to the finite output
impedance of the current mirror (M3a − b). The second one is due to the mis-
match between the mirror transistors and the mismatch between the differential
pair transistors.

Systematic Offset, as we said, is due to the finite output impedance of the
current mirror. When there is a difference between the drain-source voltage of each
mirror transistor, a difference appears between the drain currents. The relative error
in the copy can be estimated as

∆ID

ID

=
1

ID

∆V

ro

=
∆V

VA

(2.32)

where ∆V = VDS3a − VDS3b, ro = VA/ID is the output resistance of the mirror
transistors and VA is the Early voltage. The offset voltage due to this copy error
can be calculated through the differential pair transconductance as

Voff =
∆ID

gm

=
∆ID/ID

(gm/ID)
=

∆V/VA

(gm/ID)
(2.33)

which is a useful expression as it estimates the systematic offset voltage as a function
of the (gm/ID) ratio of the differential pair.

Random Offset is due to the mismatch between the transistors of the mirror
and the mismatch between the transistors of the differential pair. To model these
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mismatches the following analysis is made. Current through a forward saturated
transistor can be expressed as a function of the current factor (β = µC ′

oxW/L), the
threshold voltage (VT0) and the gate voltage. As gate voltage is the same for both
transistors, either in the mirror or in the differential pair, the current error can be
written as

ID − ID = ∆ID =
∂ID

∂VT0

∆VT0 +
∂ID

∂β
∆β (2.34)

where ID is the mean current value and ID is the actual current value of each sample.
The partial derivatives can be approximated as

∂ID

∂VT0

=
∂ID

∂VG

∂VG

∂VT0

= gm · 1 = gm (2.35)

∂ID

∂β
=

ID

β
(2.36)

allowing us to rewrite equation (2.34) as

∆ID = gm∆VT0 +
ID

β
∆β (2.37)

The standard deviation of the current will depend on the standard deviation
of VT0 and β. Since this two random effects are considered statistically independent,
the standard deviation of the current is

σID

ID

=

√(
gm

ID

)2

σ2
VT0

+
σ2

β

β2
(2.38)

where the standard deviation of VT0 and β (σ2
VT0

, σ2
β) can be expressed using Pel-

grom’s model [36]:

σ2
VT0

=
A2

VT0

W.L
+ S2

VT0
D2 (2.39)

σ2
β

β2
=

A2
β

W.L
+ S2

βD2 (2.40)

Here D represents the distance between transistors and depends strongly on transis-
tor’s layout and size. When considering transistors with an almost square structure,
D can be approximated as D =

√
WL [3]. Finally, Aβ, AVT0

, SVT0
and Sβ are the

coefficients that characterize the matching properties in a particular process and
can be obtained from the foundry itself or from published results on matching.

Taking transistor’s mismatch on the mirror and the differential pair as statis-
tically independent, total current error can be expressed as

σID

ID

=

√(
σID

ID

)2

pair

+

(
σID

ID

)2

mirr

(2.41)
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which gives a total mismatch offset

Voff =
σID

/ID

(gm/ID)pair

(2.42)

Equations (2.38)-(2.42) conform a useful set to easily estimate the input offset vol-
tage due to transistor mismatch in the amplifier.

Figure 2.4 shows an example where the offset voltage is evaluated as a function
of the (gm/ID) ratio of the differential pair for given transistors sizes and mirror’s
(gm/ID) ratio. Here we can see that a steep decrease in the offset voltage appears as
we move from strong to moderate inversion. As we enter into deep weak inversion
the offset voltage tends to a constant value. It can be seen also that generally,
systematic offset is much smaller than mismatch offset. Similar and further analysis
on the effect of the (gm/ID) ratio on mirror precision and OTA’s offset voltage can
be found on [3].

Input Common Mode Range and Output Swing

Input Common Mode Range (ICMR) and Output Swing (OS) can be easily
estimated using the equations provided by the ACM model for saturation voltage
(VDSsat, equation (2.8)) and gate voltages (equation (2.7)).

ICMR is determined by the saturation voltage of the differential pair’s current
source (M5) and the gate voltage of the mirror (M3a− b, see Figure 2.3).

VSS + VGS3 + VDSsat1 − VGS1 < ViCM < VDD − VDSsat5 − VGS1 (2.43)
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Output Swing, on the other hand is determined by the saturation voltages
of the output stage transistors (M2 and M4, see Figure 2.3).

VSS + VDSsat2 < V o < VDD − VDSsat4 (2.44)

2.4.2 Gain-Bandwidth Driven Synthesis Algorithm

The basic synthesis algorithm for the Miller amplifier that will be applied here,
was presented by Jespers [2]. The main idea is to synthesize a Miller amplifier for a
given gain-bandwidth product ωT and a given phase margin (PM). The rest of the
performance specifications (DC gain, SR, noise, etc.) are adjusted by the selection
of the design variables ((gm/ID) ratios and lengths).

The designer chooses the (gm/ID) ratio of each stage (that is the (gm/ID)
ratio of the differential pair transistors and the (gm/ID) ratio of transistor M2)
taking into consideration, for example, the objective gain-bandwidth product and
the current budget available. Also, the length of the transistors is selected according
to noise, gain and matching considerations. NDP and Z ratios can be chosen for a
given objective phase margin. For example, it is common to take NDP = 2.2 and
Z = 10 to achieve PM ' 60o.4

Then using equations (2.27) and (2.31) and applying the (gm/ID) methodo-
logy, transistors sizes and other parameters (DC gain, SR, noise, etc.) can be
obtained.

The basic algorithm, as presented by Jespers is shown in Algorithm 2.1. In this
algorithm, there are some missing design criteria. Step 4 (Algorithm 2.1) establishes
mirror design to minimize offset. This is one of the choices, but noise, frequency
response or gain could be used jointly with or instead of this criterium. On step 5
(Algorithm 2.1), the design criterium for the (gm/ID) ratio isn’t even specified. In
section 2.4.4 the criterium used in this work is explained.

2.4.3 Design Optimization Through Design Space Exploration

In Algorithm 2.1, (gm/ID) ratios and lengths must be selected a priori by the
designer. However, this may not be an easy task for an unexperienced user and can
lead to very non-optimum designs.

To obtain an optimum design, we can define a design space by both stage’s
active transistors (gm/ID) ratios and explore the characteristics of the amplifier
on it. This may be achieved applying Algorithm 2.1 in a mesh of points for the
defined design space. In this way constant-level curves for every aspect of the
amplifier required by the designer can be plotted to graphically show the behavior
of the amplifier in the design space. This idea is based on the (gm/ID) based

4Actually, since NDP and Z are normalized to ωT of the first order system approximation, we
could expect that the real PM will be bigger. However, other effects present in the real amplifier,
as the pole-zero doublet from the input stage mirror, will eventually have a negative impact on
the PM, leading to actual PM of about 60o.
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Algorithm 2.1 Gain-Bandwidth Driven Automatic Synthesis.

1. Miller compensating capacitance Cm is grossly estimated in a first guess.

2. Differential pair is synthesized using equations (2.27) and (2.5)

gm1 = ωT Cm ⇒ ID1 =
gm1

(gm/ID)1

(W/L)1 =
ID1

1
2µnC ′

oxφ2
t if1

3. Output stage transistor M2 is synthesized using equations (2.29)and (2.5)

gm5 = Zgm1 ⇒ ID2 =
gm2

(gm/ID)2

(W/L)2 =
ID2

1
2µnC ′

oxφ2
t if2

4. Minimum systematic offset criterion can be used to design the current
mirror M3a−M3b

VG3a = VD3b = VG2 ⇒ (gm/ID)3 = (gm/ID)2

ID3 = ID1 ⇒ (W/L)3 =
ID1

1
2µnC ′

oxφ2
t if2

5. The design of the output stage current source transistor M4 can be based
in several criteria. An example is shown in section 2.4.4.

(W/L)4 =
ID2

1
2µnC ′

oxφ2
t if4

6. First stage current source transistor M5 synthesis follows

VG5 = VG4 ⇒ (gm/ID)5 = (gm/ID)4

ID5 = 2ID1 ⇒ (W/L)5 =
2ID1

1
2µnC ′

oxφ2
t if4

7. All the transistors sizes are obtained using the selected lengths.

8. Parasitic capacitances C1 and C2 are calculated. Now we can use equation
(2.31) to obtain a new Miller capacitance Cm

Cm =
1
2

NDP

Z

[
C1 + C2 +

√
(C1 + C2)2 + 4

Z

NDP
C1C2

]

9. With the newly calculated Cm we iterate from step 2, until the value of
Cm converges.
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Algorithm 2.2 Power Optimization Automatic Synthesis

1. The length of all transistors is set to minimum.

2. (gm/ID)4 ratio is fixed somewhere in moderate inversion.

3. The design space is swept using Algorithm 2.1. We choose the optimum
combination of input and output stage (gm/ID) ratio.

4. The length of M3 is swept. We choose L3 to obtain good gain and frequency
response.

5. (gm/ID)4 ratio is swept. We choose it to obtain good Output Swing and
total area.

6. The length of M4 is swept. We choose L4 to obtain good gain and total
area. We iterate with step 5 until we converge to a solution for both
(gm/ID)4 and L4.

7. We run Algorithm 2.1 with the values obtained for (gm/ID) ratios and L′s.

methodology [1], explained in section 2.3, and has been used in previous works
( [2, 3]).

Doing so, not only optimum combinations of the (gm/ID) ratios can be ob-
tained, but also the evolution of the aspect under study can be evaluated. This
means that we may consider several aspects of the amplifier and select an optimum
combination of the (gm/ID) ratios in a multi-aspect sense.

Lengths and non-critical (gm/ID) ratios (e.g. second stage bias transistor) can
also be selected using similar methodology. For example, a sweep of the length of
mirror transistors can be used to select an optimum trade-off between frequency
response and gain.

Applying these ideas, we developed an algorithm that explores the design
space of the Miller amplifier to obtain optimum consumption with good gain and
area. thus, the algorithm also analyzes the effects of lengths and passive transistor’s
(gm/ID) ratios to consider the trade-offs in the performance of the amplifier.

This algorithm is presented in Algorithm 2.2 and in sections 2.4.4 and 2.4.5
we present two design examples. The algorithm is explained thoroughly when the
first example is introduced in section 2.4.4.

2.4.4 Synthesis Example: Micropower 100kHz Miller Amplifier

Table (2.1) shows the specifications for the design of this first example. As it
can be seen, this design is intended for low frequency, low supply voltage, micropower
operation. The process parameters are taken from a 0.8µm technology.

First, the initial conditions for the algorithm (steps 1 and 2) are set. The
length of the transistors can be latter adjusted to improve gain and (gm/ID)4 was
set to 10. We then sweep the design space to obtain constant consumption, area
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fT 100kHz
Consumption < 1µA
Power Supply 2V

CL 10pF
PM > 60

Tech. 0.8µm

Table 2.1: Specifications for a Micropower 100kHz Miller Amplifier
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Figure 2.5: Design space exploration: Total consumption (in µA) of the
100kHz Miller Amplifier.

and dc gain curves.
Figures 2.5, 2.6 and 2.7 show the space exploration for consumption, area and

dc gain respectively. They clearly show that optimum consumption with reasonable
gain and die area can be obtained when both stage’s active transistors are in weak
inversion. Particulary we choose:

(gm/ID)1 = 24

(gm/ID)2 = 22

The lengths of the differential pair transistors and output stage active transis-
tor are chosen 3µm to avoid big sizes, but at the same time obtain a good gain.

Mirror’s transistors can be designed according to several criteria. As shown in
Algorithm 2.1 (step 4) we choose to minimize the systematic offset of the amplifier.
As seen in section 2.4.1, systematic offset is due to a difference in the drain-source
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Figure 2.6: Design space exploration: Die area estimation (in µm2) of
the 100kHz Miller Amplifier..
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voltage of both transistors. Thus it can be minimized if both voltages are designed
to be the same, which can be achieved using the same (gm/ID) ratio than transistor
M2. Now, we only need to choose the length of both transistors. To do so, we will
consider two effects of the length in the amplifier’s behavior: gain and frequency
response (step 4).

The effect on gain, lays on the fact that the output resistance of the transistors
can be modelled to be proportional to the length through the Early voltage (ro =
VA/ID, VA = VEL). Regarding, the frequency response, a given (gm/ID) ratio and
drain current fix the W/L ratio. That means that larger length implies larger width
and, thus, larger parasitic capacitance (which depends grossly on W and on the
WL product). Since the parasitic capacitance C3 adds a pole-zero doublet to the
response of the Miller amplifier [37], the length of the mirror transistors also has an
effect on the frequency response. This doublet has a small impact on the frequency
response but a large one on the transient response and should be kept beyond the
working frequencies.

ωpDOUB =
gm3

C3

(2.45)

ωzDOUB =
2gm3

C3

(2.46)

Both effects can be seen on Figure 2.8 where the doublet frequency is calculated
using equation (2.45). The improvement on the gain starts to diminish as a longer
transistor is selected, because for L3 À L1 the gain is determined only by L1. Thus,
in this design we choose:

L3 = 9µm (2.47)

which gives a good gain and a doublet frequency almost a decade above the transition
frequency.

The design criteria for the output stage bias transistor (M4) wasn‘t specified on
Algorithm 2.1. We choose to select its (gm/ID) ratio and length with the following
analysis (steps 5 and 6). The design of transistor M4 affects gain, total area (like
any transistor) and output swing. Length will affect gain and area (eqs. 2.49 and
2.50) and (gm/ID) ratio will affect area and output swing (eqs. 2.48 and 2.49).

VDSsat = f ((gm/ID) ) ⇒ OS = f ((gm/ID) ) (2.48)(
W

L

)
= f ((gm/ID) ) ⇒ Area = f ((gm/ID) , L4) (2.49)

Gain = f (g4 + g2) ⇒ Gain = f (L4) (2.50)

where g4, g2 are the output conductance of transistors M4,M2 respectively.
Figure 2.9 shows the dependence of the output swing and total area with

(gm/ID)4 . In this figure we see that the output swing behaves, as expected, accor-
ding to the relationship between VDSsat and (gm/ID) ratio seen on equation (2.8).
This behavior shows that there is no reason to go into deep weak inversion because
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no further increase on the output swing is achieved. What is more, the total area
starts to raise exponentially as we move beyond (gm/ID)4 > 10. Thus, we choose

(gm/ID)4 = 6

which gives an upper output swing limit of 0.7V (power supply: ±1V ) and a total
area of about 104µm2.

Figure 2.10 shows the dependence of the gain and total area with L4. As with
the case of transistor M3, increasing the length improves the gain, but only to some
extent. We choose

L4 = 60µm

which gives a good gain and a total area of about 104µm2.

Final Design

The final design obtained (step 7) can be seen on Table (2.2). Here we see
that, as expected, the frequency response isn’t fully achieved due to the presence
of higher order effects like the mirror pole-zero doublet. Systematic offset is effecti-
vely eliminated, as simulation showed that drain-source voltage difference in mirror
transistors is below 5mV . Total consumption is kept below 1µA. The ratio between
both stage’s bias current is due to factor Z (equation (2.29)). It can be easily seen
that for the same (gm/ID) ratios the currents ratio equals Z. A more efficient ar-
chitecture is obtained when using a R-C compensating network that eliminates the
right-half plane zero.

This design was simulated on SPICE using the BSIM3v3 transistor model.
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100kHz Miller Amplifier Capacitances
Gain Total 113.04dB Miller Cm 2.51 pF

1st stage 55.23dB Paras. C1 0.25 pF
2nd stage 57.81dB C2 − Cout 0.12 pF

Freq. Resp. fT 91.9kHz C3 0.36 pF
PM 57.9o Sizes

Swing Lim. OSwing Up.: 706.0mV W (µm) L (µm)
Low: -890.0mV M1a-b 18.5 3

ICMR Up.: 216.0mV M3a-b 18 9
Low: -740.1mV M2 66.4 3

Offset Mismatch 4.56mV M4 36.8 60
Systematic 1.82µV M5 6.6 60

Pwr. Cons. 1.69µW (845nA) Tot. Area 0.001mm2

ID1 65nA
ID2 716nA

Table 2.2: Final design obtained for a 100kHz Miller amplifier using
Algorithm 2.1

fT 50MHz
Consumption 1 . . . 3mA
Power Supply 2V

CL 5pF
PM > 60

Table 2.3: Specifications for a 50MHz Miller Amplifier

Figure 2.11 compares the result of the simulation and the expected result obtained
from MATLAB. It can be seen that both are in very good agreement. There is a
slight difference on the low frequency gain which can be explained because of the
simplified output conductance model used in the synthesis. Other difference can be
seen on the phase at high frequencies, which can be explained because the algorithm
uses a simplified second order transfer function.

2.4.5 Synthesis Example: 50MHz Miller Amplifier

Having seen the design of a micropower 100kHz Miller amplifier a question
may arise: Does this algorithm also works when used at higher frequencies?

To answer that question we propose the design of a 50MHz Miller amplifier
using Algorithm 2.2. The specifications for this amplifier can be seen on Table (2.3).

The exploration of the design space can be seen on Figures 2.12, 2.13 and 2.14.
Figure 2.12 shows that the optimum consumption region has moved towards

strong inversion. This result was expected as will be explained next. For a transi-
tion frequency several orders of magnitude higher than the previous case, the input
transconductance has to be also several orders of magnitude higher. If we intend to
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Figure 2.11: Frequency response of the 100kHz Miller Amplifier.

keep the same (gm/ID) ratio, drain current must increase along with the transcon-
ductance. But, as we showed in section 2.3, for a given (gm/ID) ratio, ID over W/L
ratio is determined. Thus W/L ratio will also increase several orders of magnitude
yielding enormous transistors sizes with parasitic capacitances that prevents us from
reaching our objective transition frequency.

The solution is to have a smaller (gm/ID) ratio, stronger inversion, obtaining
an ID over W/L ratio several orders of magnitude bigger and thus having W/L
ratios of the same order than the ones had on the low frequency case, though with
less power efficiency.

The (gm/ID) ratios chosen for this design were:

(gm/ID)1 = 5

(gm/ID)2 = 7

Final Design

Using Algorithm 2.2 the rest of the design was completed based on the same
criteria used on section 2.4.4. The final result can be seen on Table (2.4). Here we
see that sizes, and consequently parasitic capacitance, although bigger, are of the
same order of the previous case. Also, the smaller (gm/ID) ratios and the shorter
transistor’s lengths reflected on a smaller gain. Smaller swing ranges and larger
offset voltage are also found because of working in strong inversion. Regarding
offset, mismatch offset is only a bit higher. Systematic offset is several orders bigger
than in the previous design because of the much smaller length of mirror’s transistors
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Figure 2.12: Design space exploration: Total consumption (in mA) of the
50MHz Miller Amplifier.
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Figure 2.13: Design space exploration: Die area estimation (in µm2) of
the 50MHz Miller Amplifier.
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Figure 2.14: Design space exploration: Total gain (in dB) of the 50MHz
Miller Amplifier.

50MHz Miller Amplifier Capacitances
Gain Total 63.8dB Miller Cm 2.93 pF

1st stage 28.0dB Paras. C1 1.53 pF
2nd stage 35.8dB C2 − Cout 2.72 pF

Freq. Resp. fT 46.1MHz C3 0.48 pF
MF 58.9o Sizes

Swing Lim. OSwing Up.: 591 mV W (µm) L (µm)
Low: -764 mV M1a-b 109 1

ICMR Up.: -297 mV M3a-b 77.4 0.8
Low: -599 mV M2 691 1

Offset Mismatch 6.36 mV M4 1431 3
Systematic 0.10mV M5 401 3

Pwr. Cons. 3.36mW (1.68mA) Tot. Area 0.025mm2

ID1 184µA
ID2 1.31mA

Table 2.4: Final design obtained for a 50MHz Miller amplifier using
Algorithm 2.1
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Figure 2.15: Frequency response of the 50MHz Miller Amplifier.

and the stronger inversion operation. The criterium used still stands as drain-source
voltage difference stays in the vicinity of only some mV . Finally, GBW product and
PM are, again, a bit lower than requirements due to higher order terms.

Figure 2.15 shows the same comparison made in section 2.4.4 between the
MATLAB estimation of the frequency response and the SPICE simulation. Here,
again, we found that the main difference appears at low frequencies where we used
a simple output conductance model to estimate frequency response in MATLAB.

2.5 Conclusions
This chapter presented the reader with the ACM transistor model and its

equations that will be used through out this work. The advantages of this model
for automatic synthesis were also reviewed.

We then introduced the concept of design space exploration using the (gm/ID)
methodology [1]. This is a keystone in the further development of automatic synt-
hesis algorithms. The design space exploration allows to have a graphical represen-
tation of the evolution of a desired characteristic (consumption, area, dc gain, noise,
etc.) with the design variables defined, for example in the case of a Miller amplifier,
by the (gm/ID) ratios of the active transistors of each stage.

To show these ideas we present two different designs of a two-stage Miller
operational amplifier using a gain-bandwidth driven algorithm. With this algorithm
we obtained design space exploration plots for consumption, area and dc gain in each
design which allowed us to design the amplifiers, in this case, for optimum power
consumption. Examples of how to apply the (gm/ID) methodology and the idea
of design space exploration were also used to optimize non-critical parameters as
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transistors lengths or current sources (gm/ID) ratios.
Excellent agreement between the calculated performance and the simulations

made, validates the methodology and allow us to step further into more advance
automatic synthesis methodology for more complex opamps architectures.



Chapter 3
Low-Power OpAmp Cells: Reuse, Architecture

and Synthesis

3.1 Introduction
On Chapter 2 we reviewed the basic ideas in automatic synthesis algorithms.

Design space exploration using the (gm/ID) methodology [1] proved to be an effec-
tive tool to automatically obtain minimum power designs.

On this Chapter, we will first explore the possibility of analog design reuse.
Section 3.2 will review this idea from three points of view: Circuit performance
tuning, Architectures and Technology migration. Then on section 3.3, we will review
the architecture selected to be used on the amplifier to be designed in Chapter 4.
This architecture complies with the reusability characteristics described in section
3.2.

Then, on section 3.4 we will present an example of advanced design metho-
dology. Particulary, we will present an algorithm that systematically transits from
high level specifications of the amplifier (e.g. total settling time), towards a low level
design that complies with the high level specifications with minimum power con-
sumption [3]. This algorithm will be partially modified in Chapter 4 to be used in a
hierarchical automatic synthesis algorithm used in the design of the much complex
architecture presented in section 3.3.

3.2 Analog Design Reuse
The advent of deep submicron processes has enabled the system-on-chip (SOC)

design and enlarged the existing gap between design complexity and designers pro-
ductivity. Time-to-market pressure makes this gap more challenging, and conse-
quently, the reuse of circuit designs has become an essential tool. The urge for
implementing reuse capabilities is particularly intense in the analog field [12], since
automatic synthesis of analog circuits is a much hard problem than for the digital
counterparts.

This problem is of particular interest in the Microelectronics Group of the Ins-
tituto de Ingenieŕıa Eléctrica (IIE) from the Universidad de la República, Uruguay.
Being a small research group which has to handle several projects, the possibility of
reusing analog cells in the designs we develop is a main concern, since we lack the
designer time to implement every cell in each new project.

On this section we will study analog reuse applied to amplifiers from three
points of view. First we will review the possibility of reusing the same design in
different applications by tuning its performance through the reference bias current.
Second we will see architectures for input and output stages that are suitable to be

31



32 3.2 Analog Design Reuse

used on different environmental conditions. And last, we will address the issue of
automatic redesign in technology migration.

3.2.1 Circuit Performance Tuning Through Bias Current

One possible reuse scheme is to apply the reference bias current as an adjust-
ment parameter to tune an existing circuit performance to suit different applica-
tions and hence save design time. This approach is being address by our research
group [9], but also has been applied in commercial applications [4]. However, as
far as we know, all these previous applications of performance tuning in standard
circuits, has been made on bipolar technology.

Bias current can be used to tune the performance of an already fabricated
circuit, with almost no loss of performance, based essentially on the exponential
dependence of current on voltage in weak and moderate inversion regions. This
exponential relationship has two main consequences, the gate voltage has a very low
dependence on current (equation (2.7)) and the (gm/ID) versus ID curve is almost
flat (Figure 2.2).

Using equations from section 2.4.1 we can see that a Miller amplifier operating
between weak inversion and moderate inversion will have a speed versus consumption
trade-off tuned by the amplifier’s bias current while preserving acceptable operation
in all other aspects (voltage swing ranges, offset, phase margin, . . .).

Gain-Bandwidth Product

Recalling equation (2.27) we see that we can tune the amplifier’s gain-bandwidth
product adjusting the differential pair’s transconductance. In weak and near-weak
inversion regions, since the (gm/ID) ratio is almost constant, the dependence of the
transconductance with bias current is linear. Hence we have a linear dependence
between gain-bandwidth product and bias current as shown in equation (3.1) .

ωT =
(gm/ID)1

Cm

ID1
(gm/ID) 'cst.−−−−−−−−→ ωT ∝ ID1 (3.1)

It is worth noticing, though, that equation (2.27) is a first order approximation.
Therefore it is valid as long as second order effects, related to the NDP and Z ratios,
remain far enough. We will study this below, in relation to the stability margins of
the amplifier

Figure 3.1 shows an example of tuning on the Miller amplifier designed on
section 2.4.4. Here we see how we can tune the gain-bandwidth product for several
decades with a linear relationship with bias current and hence with total consump-
tion.

We have found the way, then, to tune the performance (speed vs. consumption
trade-off) of an existing design of our amplifier to suit different applications. We
must now ensure that the amplifier preserves acceptable operation in other aspects.
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Figure 3.1: Gain-Bandwidth product tuning of the Miller amplifier from
section 2.4.4

Phase Margin

One main concern when we state that we can tune the gain-bandwidth product
of our amplifier for several decades is that the amplifier not only remains stable, but
keeps the stability margins from the original design.

Recalling equations (2.28)-(2.30) we see that the phase margin depends on the
relationship between both stages’ transconductances and the amplifier’s parasitic
capacitances.

NDP =
gm2

gm1

C2
m

C1C2 + Cm(C1 + C2)
(2.28)

Z =
gm2

gm1

(2.29)

PM = 90− arctan(
1

NDP
)− arctan(

1

Z
) (2.30)

It can be easily seen that the ratio between gm1 and gm2 depends on the
ratio between both stages’ (gm/ID) ratios, both considered to be almost constant,
and the ratio between both stages’ bias current which is geometry determined and,
hence, constant. Then the ratio between gm1 and gm2 is also constant.

Regarding parasitic capacitances, usually they can be neglected when com-
pared with Miller and load capacitances. In any case, in weak inversion parasitic
capacitances are usually determined by the extrinsic, geometry dependent, capa-
citances which doesn’t depend on bias current, since the intrinsic capacitances in
weak inversion, excepting CG, tend to zero. Regarding the gate capacitance we will
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see below that it can be considered constant when working on weak and near-weak
inversion.

In conclusion both NDP and Z ratios, and thus the phase margin, remain
almost constant when tuning the gain-bandwidth product of the amplifier. On the
Miller amplifier designed on section 2.4.4, the phase margin varies less than 1.8% as
the GBW is tuned over 4 decades.

Voltage Swing Ranges

Both ICMR (Input Common Mode Range) and Output Swing are determined
by gate-source voltages and drain-source saturation voltages, as shown in section
2.4.1.

It has already been shown that both these voltages have low dependence on
bias current when operating in weak and moderate inversion. For instance, on
equation (2.8) and Figure 2.1 we see how the drain-source saturation voltage tends
to a constant minimum value when entering weak inversion operation.

Offset

In section 2.4.1 the Miller amplifier’s input offset voltage was studied. Reca-
lling equation (2.41) and the preceding equations, we found that both systematic
and random offset can be written as functions of the (gm/ID) ratios of the input
differential pair and mirror. Since the input stage mirror was designed to have the
same normalized current ratio ( ID

W/L
) as the output stage active transistor, it will

also have it’s same (gm/ID) ratio over all the tuning range. Particulary we can
rewrite the total input offset voltage as

Voff =

√
A +

B

(gm/ID)p
2

+ C
(gm/ID)m

2

(gm/ID)p
2

(3.2)

where A, B and C are all current independent parameters and subscript m (p)
refers to mirror (differential pair). It can be easily seen, then, that the offset voltage
tends to a constant value as we enter weak inversion, where both (gm/ID) ratios are
constant.

Intrinsic Capacitances

It can be seen from equation (2.12) that the total gate capacitance in a forward
saturated transistor tends to CG = n−1

n
Cox when if ¿ 1, i.e. operating in weak

inversion. Reference [10] shows that all other eight intrinsic capacitances tend to
zero when operating in weak inversion region, as we mentioned above.

Thus, since the slope factor n is constant and Cox is geometry dependent, the
intrinsic capacitances are either negligible or constant in weak inversion.
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Noise

Recalling equations (2.17) and (2.18)

fc ' 1

2

gm

WLC ′
ox

Not

N∗ (2.17)

Si = 2nkBTgm

(
1 +

fc

f

)
(2.18)

we see that the total noise current through a MOS transistor depends on its trans-
conductance and the gate area.

It can be easily seen that the total voltage noise at the gate of the transistor
for a defined bandwidth between two frequencies f1 < f < f2 has the following
expression [15].

v2
n =

2nkBT (f2 − f1)

gm
+

nkBTNot

C′oxN∗ ln
(

f2

f1

)

WL
(3.3)

where the first term is related to white noise and the second one to flicker noise.
In the case of a Miller amplifier, the equivalent input noise will depend mostly

on the input stage transistors. The expression will have the following form.

v2
n =

A

gmp

+ B
gmm

gm2
p

+
C

(WL)p

+
D

(WL)m

gm2
m

gm2
p

(3.4)

where, as in equation (3.2), A, B, C and D are current independent parameters and
subscript m (p) refers to mirror (differential pair).

It can be seen from equation (3.4), that the total equivalent input noise will
increase as we decrease the reference current. Nevertheless, it can be seen from
the noise estimation in Table (3.1) that if we consider a constant signal level (since
the ICMR is constant) the signal-to-noise ratio will decrease only 20dB over 4 full
decades of tuning.

Slew Rate

As we will see in section 3.4.1, the slew rate originates from the charging of a
capacitive node with a limited, constant current. This node can be either an internal
node (the first stage output in a Miller amplifier) or the output node, as in the case
of a class A output stage.

It can be easily shown, then, that the slew rate of the amplifier will be tuned
with the reference current, since it determines the maximum charging current of both
stages output nodes in a Miller amplifier, while both capacitance remain constant.

Tuning Example

Table (3.1) shows the tuning of the Miller amplifier from section 2.4.4. It is
verified that the design preserves acceptable operation while being tuned over more
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IREF(nA) 0.65 6.5 65 650

IDD(nA)1 8.50 84.6 845 8270
fT (kHz)1 1.22 11.2 95.7 615
PM(o)1 58.2 58.4 58.4 58.8

Max. ICM (V )1 0.36 0.24 0.02 -0.55
Min. ICM (V )1 -0.94 -0.93 -0.92 -0.89
Max. OSW (V )1 0.72 0.71 0.62 0.29
Min. OSW (V )1 -0.86 -0.86 -0.86 -0.84

Offset (mV )2 5.17 5.17 5.17 5.18
Eq. Input Noise

Vn@100Hz(µV/
√

Hz)1 1.81 0.68 0.30 0.18
1: Spice Simulation.

2: Matlab Calculation.

Table 3.1: Tuning of the Miller amplifier introduced on section 2.4.4

than 3 decades. Noise, as we showed above, is the only parameter that might become
a concern if we go into deep weak inversion operation.

Another example of tuning an amplifier, can be found on reference [9], where
a micropower Miller OTA, from an industrial application, was successfully tuned
over 3 decades of gain-bandwidth product.

From what we have seen on this section we can conclude that if we develop
our design to operate in weak inversion, then we will have the possibility of reusing
that design over several decades of gain-bandwidth product and consumption while
keeping the design performance in mostly any other aspect. Therefore we will achieve
a key result in this work, that is, have a tunable operational amplifier cell.

3.2.2 Reusable Circuit Architectures

Addressing the issue of reusability, the design of an opamp cell capable of
operating in different environmental conditions is a key objective. This cell must
accept a wide range of input signals and be able to drive different impedance loads,
in order to meet the demands of each application.

Current low power and low supply voltage requirements on CMOS analog
circuits has forced designers to reconsider input and output stages in order to main-
tain dynamic ranges and load driving capabilities. Rail-to-rail input stages and new
class AB output stages are the most common proposed solutions to overcome these
problems.

Rail-to-Rail Input Stages

Rail-to-rail input stages have been addressed heavily in the literature [5,38–46]
in order to cope with the loss of input dynamic range with the ongoing reduction
of supply voltage. Three desirable characteristics can be defined in rail-to-rail input
stages:



3. Low-Power OpAmp Cells: Reuse, Architecture and Synthesis 37

Constant-gm Most of the rail-to-rail architectures are based on the first and sim-
plest rail-to-rail input stage, proposed by Huijsing et al. [38], which consisted
of standard n-channel and p-channel differential pairs driven in parallel. The
main problem in these architectures is that close to the rails, only one input
pair is active and so the effective transconductance is halved if no other mea-
sures are taken. This behavior has several drawbacks on transient response
and non-optimal frequency compensation, as will be shown in section 3.3.1.
Then, it is desirable to achieve constant-gm over the entire input common
mode range.

Universal At first the proposed architectures considered only the “square law” cha-
racteristic of the MOS transistor (strong inversion) [39,40,42]. More recently,
some of them even consider only weak inversion operation [5, 44] . Although
good solutions were achieved in some cases, they all have a strong dependence
on the operating point and the design space will be greatly reduced if we were
to limit ourselves to only strong or weak inversion operation, missing com-
pletely the whole idea of using a complete, continuous model in the design
space exploration algorithm. Thus, the “universal” characteristic in constant-
gm rail-to-rail input architectures is defined as the ability to provide constant
gm in all regions of operation. Several of these “universal” architectures have
been proposed recently [41,43,45,46].

Robust Another common drawback on rail-to-rail input stages is that most of the
architectures’ accuracy rely on some condition for matching n- and p-channel
input transistors, i.e. on scaling the geometries to compensate for the different
mobility between electrons and holes [41–45]. Robust architectures do not rely
on this matching, therefore, they allow the circuit to be independent of process
variations, which are hard to anticipate for the designers, and allows also to
be easily migrated to another technology.

We will use, then, a rail-to-rail input stage which complies with these three
characteristics. In this way we will be able to achieve optimum frequency com-
pensation in applications independently of their input common mode requirements,
considering the whole design space and without depending upon process characte-
ristics variations.

Other characteristics could and should be considered when designing a rail-
to-rail input stage architectures, since it is also important to achieve, for example,
constant large signal behavior (constant SR vs ICM), constant and good CMRR
along the ICMR, etc. Another issue that should be taken into consideration is that
the constant-gm scheme should work in all the frequencies of operation of our circuit.
This, as we will see in section 4.4, became a problem in the architecture selected for
the opamp designed in this work.
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Figure 3.2: General characteristic of the class AB stage.

Output Stages

Output stages must also allow the amplifier to change between several appli-
cations, without loss of performance. Our output stage is intended to drive different
load capacitances in low power, low supply voltage environments.

Output stages are based on two blocks: one that sources current from the
positive supply to the load and another that sinks current from the load to ground or
the negative supply (Figure 3.2(a)). Output stages of opamps are usually classified
in 3 classes: A, B and AB. The principle of operation in each of them can be found
on any basic electronics reference book and will not be addressed here. However we
will analyze some of the advantages of class AB stages regarding power optimization.

A graphical way to describe the current characteristics of the class AB stages
is illustrated by the plot on Figure 3.2(b) [3,47,48]. Here we see that for zero output
current (Iout) we have a non-zero current (IQ) flowing through the output devices.
As the magnitude of Iout increases, one of the output devices delivers the output
current while the other tends to cut-off. However, an additional improvement is
often added to class AB stages. If one of the output devices is completely turned off
when the other is supplying the output current, when that device that is off has to
conduct again, there is a delay. This delay is associated with the action of charging
capacitances at the output device or its driver and leads to increased distortion
and ringing in the transient response. Therefore it is desirable to always assure a
minimum current through the output devices as shown in Figure 3.2(b).

Class AB stages contribute to minimize power in several ways: on one hand
by decoupling the large signal (i.e. slew rate and current through the load resistor),
and small signal (i.e. stability) requirements on the output stage; on the other hand
by reducing the quiescent current consumption [3]. The quiescent current must
assure stability for a given load capacitance. The maximum current that the stage
can deliver must be enough for supplying the current through the load at maximum
amplitude and assuring the desired slew rate.
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Traditional class AB stages used to apply the common drain configuration
(or common collector in bipolar technology) for the output devices. This is not
acceptable in low supply voltage environments since the output swing is reduced by
one gate-source (base-emitter) voltage at each supply rail. Thus, low voltage stages
apply common source output devices. This has the additional benefit of being able
to provide voltage gain, which is a desirable characteristic since we will apply the
class AB stage to replace a class A output stage.

In conclusion rail-to-rail input stages and class AB output stages provide po-
wer efficient architectures to face a wide range of applications and environment
conditions. On sections 3.3.1 and 3.3.2 we will look at the selected architectures for
each stage and how they comply with the characteristics explained in this section.

3.2.3 Technology Migration

One final aspect on circuit design reuse is that of technology migration as one
system block changes the fabrication process, for example, to exploit the benefits of
scaled technologies for digital circuits.

This problem has started to be addressed in the academic world, where the
issue of developing resizing rules has been faced [9, 49,50].

Reference [49] introduce a set of redesign rules considering the case of a MOS-
FET in common source configuration. These rules are built to preserve the stage
gain-bandwidth product and the signal-to-noise (SNR) ratio. Two scaling strategies
are analyzed in [49], channel length scaling and constant inversion level scaling. The
most convenient proves to be the first one, particularly from the point of view of
taking advantage of technology scaling to reduce power consumption.

Rules for scaling each parameter in the design are presented in [49], as a
function of the scaling factors defined in equations (3.5)-(3.9)

Lmin2 =
Lmin1

KL

(3.5)

VDD2 =
VDD1

KV

(3.6)

Cox2 = Cox1Kcox (3.7)

µ2 =
µ1

Kµ

(3.8)

VE2 = VE1KE (3.9)

where subscripts 1 and 2 refer to initial and target technology, VDD is the supply
voltage, Lmin is the minimum transistor length of the technology and VE is the Early
voltage that defines the small signal drain conductance.

Reference [9] analyzes the impact of the redesign method on two additional
performance aspects (slew rate and current mirror frequency response). The results
show that the proposed method decreases the slew rate and hence this is an aspect to
look after in the resulting design. Regarding the current mirror frequency response,
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Figure 3.3: Comparison between the open loop frequency response of
original and scaled design of the Miller micropower OTA from [9]

the analysis showed that if the current mirror transistors were originally designed to
work in stronger inversion than the differential pair transistors, the current mirror
pole frequency increases, preserving a good overall frequency response.

On reference [9] the redesign rules are applied in the scaling of a micropower
Miller OTA from an industrial application. Experimental results support the validity
of this redesign technique. Very good performance of the scaling method can be
appreciated in Figure 3.3.

3.3 Opamp Architecture
In this section we will present the architecture of the operational amplifier

to be designed on Chapter 4. The scheme used is basically a two stage, Miller
compensated, amplifier. The input stage is implemented with a constant-gm rail-
to-rail architecture proposed by Duque-Carrillo et al. [46]. The output stage is
implemented with a micropower class AB scheme that exploits a transconductance
multiplication effect to provide a very power efficient stage [3, 49].

3.3.1 Constant gm Rail-to-Rail Input Stages

Rail-to-rail input stages were briefly introduced in section 3.2.2. There we
defined three important characteristics towards reusability and power optimization.
As we said in that section the first, simplest, architectures consisted in two n-
channel and p-channel differential pairs driven in parallel as shown in Figure 3.4.
There are basically three main regions of operation in this scheme. When the input
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Figure 3.4: Basic rail-to-rail differential pair architecture.

common mode voltage (VCM) is close to the negative rail (VSS) only the p-channel
differential pair is on, since the current sink in the n-channel differential pair (In)
is out of the constant current saturation region. As we approach mid rail, the n-
channel differential pair current sink turns into the saturation region and we have
both differential pairs working. Finally, when VCM approaches the positive rail
(VDD), p-channel current source (Ip) comes out of the saturation region and only
the n-channel differential pairs remains on. This behavior reflects on non-uniform
small signal parameters. Particulary the total transconductance (gmT ) might vary
more than 100% along the ICMR as can be seen on Figure 3.5.

Non-optimum Frequency Compensation and Power Consumption

We will see how this prevents us from achieving an optimum frequency compen-
sation, and therefore, from having an optimum power consumption. Let’s take the
Miller amplifier from section 2.4.4 for example. The input stage transconductance of
this amplifier is gm1 = 1.56µV/A. If we suppose that this amplifier was implemen-
ted with the input stage from Figure 3.4 and that gmn = gmp, two possibilities arise:
either we implement gm1 with the total transconductance (gm1 = gmT ) or with the
transconductance of each pair (gm1 = gmn = gmp). In either case we end up with
non-optimum solutions. If we design our input stage to have gm1 = gmn = gmp,
when VCM is in mid rail the frequency of the gain-bandwidth product (ωT ) doubles
(equation (2.27)) and, since the non-dominant pole is independent from gm1 (equa-
tion (2.25)), the phase margin is greatly reduced to only 36.4o (both NDP and Z
ratios are halved)5.

Since this is unacceptable, we should design our input stage to have gmT =
gm1. Then, when VCM approaches either rail the gain-bandwidth product is halved.

5This is a first order approximation. The actual ωT will be less than double and thus, the phase
margin might be a bit higher.
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Figure 3.5: Transconductance as a function of the input common mode
voltage, using architecture from Figure 3.4.

The phase margin, in this case, remains more than adequate. The problem is that
we are still powering the second stage to keep the non-dominant pole frequency
(ωNDP ) far from the mid-rail ωT . Therefore when operating close to the rails, the
amplifier is consuming up to two times as much as necessary. This is so, because
as we saw in section 2.4.4, consumption in a Miller amplifier is dominated by the
second stage bias current.

Then it is not possible to have optimum frequency compensation and power
consumption if we do not achieve constant transconductance over the entire input
common mode range.

It is interesting to estimate, then, how much current we can invest in having a
constant transconductance. Basically, according to what we have just seen, we could
halve second stage bias current, when the gain-bandwidth product is halved. But it
is more easy to see the problem from the other side. That is, that we could invest
as much as an additional second stage bias current, needed to preserve frequency
compensation in mid-rail, in keeping the input stage transconductance constant.

Since, the second stage bias current can be expressed in terms of the first stage
bias current as

ID2 =
gm2

gm1

(gm/ID)1

(gm/ID)2

ID1 (3.10)

in the case of the Miller amplifier designed in section 2.4.4, we could spend up to
10.1 times the first stage bias current. Next, when we present the rail-to-rail input
stage used in this work, we will see how many bias current copies does the constant
transconductance auxiliary circuit need, in order to evaluate on the total design if
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Figure 3.6: Schematic view of the constant gm operation principle.

it was worth it.
It is also important to notice, that the time domain response is also closely

related to the frequency response, and thus, its performance will also suffer greatly
from the non uniform characteristic of the transconductance. It might even make
sense, then, to spend even a little more than the ratio given in equation (3.10), to
avoid all the negative effects from having a non-constant input stage transconduc-
tance.

Universal and Robust Rail-to-Rail Architecture with Constant-gm

From all the reasons exposed, we selected a rail-to-rail architecture that com-
plies with the three characteristics listed in section 3.2.2. Duque-Carrillo et al. [46]
proposed a solution that meets the three of them in a very efficient way.

The key to obtain a constant gm input stage lays in obtaining the correct tail
current for each differential pair. Duque-Carrillo et al. technique is based on using
a negative feedback loop to impose that:

gmREF = gmP + gmN (3.11)

where gmREF is independent of the input common mode and gmP and gmN are the
transconductances of the input differential pairs.

The negative feedback loop principle is illustrated in Figure 3.6. Here the
differential pairs TP,ref and TP are identical to the p-channel input stage differential
pair, while TN is identical to the n-channel one. All of them are unbalanced by
a DC voltage V, small enough to ensure operation in the linear region. The TP

differential pair is biased by a replica of the p-channel input stage differential pair
tail current (IBP ) so it depends on the input common mode, but TP,ref is biased
by a replica of the nominal p-channel tail current (IB) and therefore it’s gm is
independent of the input common mode level. With the polarities shown in Figure



44 3.3 Opamp Architecture

���

����� �	 �
� �

�
� ��


���
�

��� �� 	 �
� � �� � �

��� ����� � ���

���� ��� � �

� �
�� ���
����� � 	 �
� �

	 ��� � ���
� �

� ���
 "!�#�$ % ! �

& '�()( $ #�*,+�$ � - ' $ %

�
.�.

� �

Figure 3.7: Implementation of the constant gm technique proposed in
[46].

3.6 the differential output currents are added and the voltage of the summing node
controls the TN tail current (IBN) as indicated by the dashed line. Doing so, the
sum iREF + iP + iN always equals zero and using the small signal model for the
differential pairs (i = gm× vi) we can easily obtain equation (3.11).

Using a replica of IBN to bias the actual n-channel differential pair of the input
stage we will always have a common mode independent net transconductance in the
input stage equal to gmREF . Since the TP,ref transconductance is independent of any
matching conditions between n- and p-channel input transistors and their operating
regions, the proposed architecture is both robust and universal.

Figure 3.7 shows the circuit implementation of the constant gm technique.
The three differential pairs TP,ref , TP and TN are shown. A folded cascode imple-
ments the summing circuit. This avoids deviations caused by the mismatch of the
current mirrors that would be otherwise required to steer the currents to a summing
node. Also, on the left of the circuit, there is a monitor circuit formed by a fourth
differential pair whose transistors are identical to the p-channel input ones and with
its drain and sources short-circuited. The gates are connected to the amplifier input
signals, thus, sensing the input common mode and therefore always supplying TP

with the same common mode dependent tail current that biases the p-channel input
differential pair.

Figure 3.8 shows the total simulated transconductance of this circuit. In the
figure we can appreciate that differential pair TN doesn’t activate until it is needed
and it’s transconductance accurately compensates for the loss of transconductance
on pair TP . On the figure, transconductance from pair TP,ref (gmREF ) is also shown.
We can notice a small difference between gmT and gmREF , but it is always below
1.6%. Finally, the variations on gmT are less than 0.9% in the whole input common
mode range.

It can be seen then, that since only two of the three differential pairs are always
fully active at any moment, this constant gm circuit draws 10ID1 from the supply.
This is about the limit we saw for the case of the Miller amplifier from section 2.4.4.
But, we will see later, when we study the limit in the case of the complete amplifier,
that in that case this is well below the limit for the consumption of the constant gm
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Figure 3.8: Transconductance as a function of the input common mode
voltage using constant gm technique.

circuit.

3.3.2 Low-Power Class AB Output Stage

Class AB output stages were introduced in section 3.2.2. Here we will show the
architecture applied in this work. Figure 3.9 shows the structure of this architecture
as proposed by Silveira et al. [3,24]. This architecture has been used earlier [51,52],
nevertheless none of these previous works exploit the principle of operation proposed
in [3, 24].

This approach provides a significant reduction in power consumption with
respect to traditional class AB and class A structures by three means. First, the
output stage transconductance is boosted through the current mirror gains resulting
in an important improvement of its transconductance to current ratio. Second, it
can be shown that this increase in the output stage transconductance, results in
a reduction of the value of the Miller compensating capacitor that gives minimum
consumption for a complete amplifier. This reduction in the compensation capacitor,
besides saving area, makes it possible to reduce the first stage consumption and to
operate the first stage transistor closer to weak inversion. This provides additional
benefits in terms of increased input common mode range and reduced offset voltage.
Third the architecture provides a low impedance path from the input of the driver
stage to the output transistors, avoiding compensating capacitors internal to the
output stage [3].

The disadvantages with respect to more complex class AB architectures are
two. First, no mechanism is provided to assure that both output branches will
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Figure 3.9: Class AB output stage proposed by [3].

always remain in conduction. This, as mentioned in section 3.2.2, leads to increased
ringing in the time response for high amplitude steps and increased distortion, due
to the increased delay associated to the branch that cuts off. Second, the ratio of
the maximum output current to the quiescent current is fixed by the current mirror
gains. As we will see below, the maximum allowable value of these gains is limited
due to its effect on stability. Thus, the ratio of maximum output current to quiescent
current is also limited. In spite of this, a significant reduction in consumption with
respect to a class A case is achieved [3].

Distortion is an additional possible concern. The transconductance multipli-
cation effect is based on an asymmetric behavior of the p and n sections of the
output stage, hence leading to a non linear behavior of the output stage. However,
as shown in [3] the high gain achieved by this stage allows to reach very reasonable
distortion figures.

We will now sum up the main characteristics of this architecture as presented
in [3]. The quiescent current is fixed with respect to the IAB current source from
Figure 3.9. In quiescent conditions the output current is zero and the output branch
quiescent current IQ must be such that the sum of the scaled versions of IQ at Me
and Mf is equal to IAB. This conditions yields

IQ =
km

1 + km
h

IAB (3.12)

where h, k and m are the gain factors of the current mirrors shown in Figure 3.9.
The total quiescent transconductance of this stage under class AB operation,

defined as the ratio between the total signal output current io and the input signal
voltage vi is given by:

gmAB = gma

(
1 +

km

h

)
D(s) (3.13)
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where gma is the transconductance of the output transistor Ma and D(s) represents
the contribution to the frequency response of the current mirrors. The factor 1+ km

h

that multiplies the transconductance is noted gmmult, and although D(s) might
introduce high frequency doublets, the circuit can be properly stabilized even for
factors as high as 25.

It is also interesting to consider the effect on the transconductance to consumed
ratio (gm/ID) of the stage.

(gm/ID) = (gm/ID)a

1 + km
m

1 + 1
k

+ 1
km

+ 1
h

D(s) (3.14)

In this case, multiplication factors as high as 12 can be achieved. This is like having
an equivalent transistor 12 times more efficient than the original one.

The factor D(s) is given by equation (3.15) [3], where ωe (ωc) is the angular
frequency of the pole of the current mirror Mb−Mc (Md−Me).

D(s) =
1 +

(
1
ωe

+ 1
ωc

)
s

gmmult
+ 1

ωeωc

s2

gmmult(
1 + s

ωe

) (
1 + s

ωc

) (3.15)

Both angular frequencies are given by equations (3.16) and (3.17).

ωe =
gme

Ce

(3.16)

ωc =
gmc

Cc

(3.17)

where gme (gmc) is the transconductance of the Me (Mc) transistor and Ce (Cc)
is the total capacitance at the Me (Mc) gate node. The doublet introduces an
important phase shift near the ωe and ωc frequencies. This effect determines the
maximum acceptable values for the gmmult factor.

Lets summarize the factors that determine the achievable total consumption
reduction. Consider we apply this output stage as the second stage of a Miller
amplifier, in which the Miller capacitance is connected between the input and output
nodes of the circuit in Figure 3.9. Since the non-dominant pole of this amplifier is
proportional to the second stage transconductance (equation (2.25)), the second
stage current will decrease according to the increase in the (gm/ID) ratio, when
compared to the class A output stage used in the amplifier from section 2.4.1. The
improvement in the (gm/ID) ratio is not completely translated into a reduction of
the current. The reason is that the non-dominant pole must be increased, with
respect to the class A case, to have the same phase margin while allowing the phase
shift introduced by the doublets. Taking these factors into account, reductions of
quiescent current, with respect to the class A case, by a factor of 3 to 4 are reported
in [3] to be achievable. In this work, we obtained a factor of 4, in spite that our non-
dominant pole has to be increased even more due to the presence of non dominant
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Figure 3.10: Amplifier circuit implementation, omitting constant-gm cir-
cuit.

poles in the input stage folded cascode (Figure 3.10).
The maximum output source current is given by kmIAB, while the maximum

output current the stage is capable to sink is limited by the size of Ma and the
maximum voltage at the input of the stage.

This output stage has already been successfully used in a very low power
consumption (100nA@2.0V ) pacemaker sensing channel application [23].

3.3.3 Opamp Complete Architecture

These two stages are used in a Miller amplifier architecture. The rail-to-rail
input stage is used instead of the single differential pair input stage used in the Miller
amplifier from section 2.4.1. In order to provide a single high impedance node where
the output stage and the compensating network is connected, we sum the output
currents of the complementary input differential pairs using the same folded cascode
summing circuit used in the constant-gm technique (Figure 3.7). Besides, this stage
will provide additional gain to the amplifier.

The compensating capacitor, is substituted with a R-C compensating network.
The R-C network eliminates the right half plane zero of the Miller amplifier, making
it possible to reduce the overall consumption by further decreasing the requirements
on the second stage transconductance. The RC compensation introduces an addi-
tional non-dominant pole, but it can be shown to lie at much higher frequencies
than the first non-dominant pole, associated to the load capacitance. The complete
amplifier schematic, omitting the constant-gm circuit shown in Figure 3.7, is shown
in Figure 3.10.

3.4 Advanced Design Methodologies
When developing design methodologies towards a given objective several fac-

tors and aspects of the amplifier must be taken into account. All this data can be
hierarchically represented in three levels (high, medium and low), where data in each
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lower level combine to determine the next level performance. In the case of power
consumption, “high level” data can be represented by the static and dynamic pre-
cision and the total noise of the amplifier. These characteristics are determined by
the “medium level” data that is represented, in turn, by transition frequency, phase
margin, slew rate, thermal and flicker noise, DC gain and so on. All of which are
determined by the “low level” data: transistor’s sizes, currents and capacitances [3].

In the conventional design practice, the step that goes from the high level per-
formance data to the medium level performance data that guides amplifier design,
has been rather fuzzy. Silveira [3,22] presents a new approach to transit systemati-
cally from the high level total settling time specification to a low level design that
complies with these specifications with optimum power consumption. This approach
is based on the (gm/ID) methodology [1] that allows a systematic exploration of the
design space to implement the step that goes from the medium level op amp spe-
cifications to the low level design data, as in the case of Algorithm 2.2 that was
presented in Chapter 2.

This new approach, was implemented in a power optimization algorithm for
a given total settling time. Though it can be easily applied in other amplifiers
architectures, it was developed to be applied in a Miller RC compensated amplifier.
This algorithm will be presented in section 3.4.1 as was presented in [3, 22]. Then,
in Chapter 4, we will further develop this algorithm in a more general, hierarchical
design methodology that will allows us to automatically synthesize the amplifier
presented in section 3.3 with optimum power consumption for a given total settling
time.

3.4.1 Power Optimization for a Given Total Settling Time

The total settling time is defined as the time the response to an input step
will take to settle to a given relative error (e.g. 1%) of its final value. The settling
behavior is an essential specification in most op amp applications, as it is a direct
measure of the ability of the amplifier to respond to large input signals.

Two distinct periods determine the settling time: the slewing period and the
linear settling period. During the first period, the variation rate of the output
is limited to a maximum value (slew rate). This originates from the charging of a
capacitive node with a limited, constant current. This node can be either an internal
node or the output node. We will refer to the first case as internal slew rate and
to the second one as external slew rate. In the linear settling period, the amplifier
behaves according to its small signal frequency response, and thus is related to the
amplifier transition frequency and phase margin.

A given total settling time can be achieved with different distributions between
the linear settling and the slewing part. Which is the best alternative to this dis-
tribution is still a subject of study and Silveira [3] shows that the selected partition
strongly influences power consumption

To find the optimum distribution, Silveira [3,22] developed a settling behavior
model to be applied in a power optimization algorithm for a given total settling
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Figure 3.11: Settling time model and step response plot.

time, also developed in his work.
In this section, we will briefly introduce the model’s main expressions and then

we will review the design of a simple RC compensated Miller amplifier using this
algorithm as presented in [3].

3.4.2 Settling Behavior Model

The objective here is to obtain an expression of the total settling time suitable
to be applied in an analytical synthesis procedure and in qualitative hand analysis.
A first order model of the amplifier was applied in order to determine the basic
expression of total settling time. The second order frequency response will alter
both the linear settling and the slewing periods. This effect, which in the case
of linear settling are minor as long as the phase margin is above 60o [37], will be
addressed later. The model obtained considers the effect of both the internal and
external slew rates and has a reasonable accuracy, which allows us to take design
decisions, while it is independent from the amplifier architecture.

The model, shown in Figure 3.11(a), considers the amplifier in a closed loop
with a real feedback factor β. The amplifier is considered to have a first order
transfer function with open loop DC gain A0 and transition frequency ωT . When
the amplifier operates linearly, supposing the open loop gain is much bigger than
1/β, the time constant τ is given by:

τ =
1

βωT

(3.18)

The plot on Figure 3.11(b) shows the step response of an amplifier. The total
settling time (ts) defined, as we said, as the time the response to an input step
will take to settle to a given relative error ε of its final value is shown. The total
time has two parts, a slewing period (tslew) and a linear settling period (tls) The
output voltage where the transition from the slew rate limited operation to the linear
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operation occurs is denoted Vtrans.
The expression of the total settling time, taking into account the slewing and

the linear part, is given by [3, 22]:

ts = tslew + tls = τ

[
ln

(
1

ε

)
− 1 + ln (x) +

1

x

]
(3.19)

where

x =
τSR

Vstep

=
Vstep − Vtrans

Vstep

(3.20)

Therefore, x is a dimensionless magnitude which has values between 0 and 1. Its
physical meaning is that it corresponds to the fraction of the total step where we
have linear settling.

The fact that the amplifier has actually a second order response, can be taken
into account by introducing two changes to equation (3.19). First, calculating τ with
the actual transition frequency and not the first order one, which for a given phase
margin is achieved including in the expression of τ in equation (3.18) a correction
coefficient kcorrωT

that multiplies ωT . Second, multiplying the ln(1/ε) term by a
correction coefficient (kcorrsetl) that takes into account the different evolution of the
second order time response, and hence change the number of time constants required
to settle for a given phase margin.

This model, including the above mentioned correction factors, was applied
in [3, 22] to evaluate the total settling time at 5% of an experimental class AB
9MHz OTA.

3.4.3 Power Optimization of a Miller OTA

The power optimization methodology was developed for a RC compensated
Miller OTA. As we said in section 3.3.3, the RC compensation network makes it
possible to reduce the power consumption of a Miller amplifier.

Phase margin, in the RC compensated Miller, is a function of the first order
transition frequency (2.27) and the non-dominant pole frequency (2.25).

PM = f (ωT , ωNDP ) (3.21)

Both expressions for these frequencies, seen on section 2.4.1, still stand when using
the RC compensation.

ωT =
gm1

Cm

(2.27)

ωNDP =
gm2Cm

C1C2 + Cm(C1 + C2)
(2.25)
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while a third pole appears

ωRC =
1

RmCm

where Rm is the resistance in the RC compensating network. It can be proved [37]
that this last pole lies at much higher frequencies, and thus, can be neglected in
equation (3.21).

The slew rate is defined as the minimum between the internal slew rate and
the external slew rate. Internal slew rate will be noted SR1 and in the case of the
Miller amplifier originates from the charging of the compensating capacitance Cm.
External slew rate will be noted SR2 and in the case of the class A output stage,
originates from the charging of the load capacitance.

SR = min {SR1, SR2} (3.22)

with

SR1 =
2ID1

Cm

(3.23)

SR2 =
ID2

C2

(3.24)

where ID1(2), Cm and C2 were defined in section 2.4.1.
An additional equation will be needed for the determination of the compensa-

tion capacitance. Silveira [3,22] presents two approaches. One, is from the fact that
the compensation capacitance basically determines the thermal noise characteristic
of the amplifier [53]. Therefore,we could determine Cm from the noise specification.

A second way to determine Cm is from the effect it has on power consump-
tion. If we consider a given gain-bandwidth product, equation (2.27), shows that
an increase in Cm requires an increase in the first stage transconductance and thus
an increase in the first stage current. On the other hand, for a given phase margin,
and thus for a given non-dominant pole frequency, equation (2.25), it can be seen
that an increase in Cm results in a decrease in the second stage transconductance
and hence in its current. Therefore, it exists a Cm value that results in a minimum
total current, for a given gain-bandwidth product and phase margin.

So far, in the previous equations, we have five unknowns: the (W/L) ratio and
current of the input and output transistors and the compensating capacitor. It can
be seen that this is equivalent to have the (gm/ID) ratio of the input and output
transistors, the current of the output transistor (ID2), the gain bandwidth product
(ωT ) and the compensating capacitance (Cm). The equations are three, equation
(3.21) to have a given phase margin, equation (3.19) to have a given total settling
time and either condition that determines the compensation capacitance. Hence we
have two degrees of freedom that we will assign to the (gm/ID) ratios of the input
differential pair ((gm/ID)1) and the output stage active transistor ((gm/ID)2). We
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will be able then to perform a design space exploration, as in Algorithm 2.2, to
determine the optimum combination of (gm/ID)1 and (gm/ID)2 that minimizes
power consumption for a given settling time and phase margin.

In Algorithm 3.1 the power optimization algorithm for a given total settling
time developed in [3] is presented. This algorithm only calculates the dimensions of
transistors M1 . . .M3, the dimensions of the current sources transistors (M4 and
M5) can be later sized using similar criteria to the criteria used on Algorithm 2.2.

This algorithm has the interesting feature that it can be very easily applied
to other amplifier architectures. This is based, first, on the fact that the total
settling time model shown above and presented in [3, 22], is fairly independent of
the particular amplifier architecture. On top of that, the most general concept of
exploring the design space through the (gm/ID) method to search the minimum
consumption for a given total settling time, can be applied to any amplifier. What
we need is to adapt the design procedure described for the Miller RC amplifier in
steps 3(a) to 3(e).

This procedure is based on the two expressions that relate the first order tran-
sition frequency with the input stage (gm/ID) ratio and the non dominant pole with
the output stage (gm/ID) ratio (equations (2.27) and (2.25)). These same relations
are present in other amplifiers and, thus, can be used to develop the particular
procedure for that particular amplifier.

3.5 Conclusions
The main ideas in analog design reuse and advanced design methodologies have

been presented. We have shown that circuit performance tuning is possible and we
have reviewed the desirable characteristics of a reusable opamp architectures. Then
we showed a particular implementation of these characteristics in a two stage RC
Miller compensated amplifier with rail-to-rail input stage and class AB output stage.

Also, technology migration was briefly explained as a valid alternative in ana-
log design reuse, including experimental results.

Then, a power optimization algorithm for a given total settling time, presented
by Silveira [3,22], was reviewed as an example of advanced design methodology. This
algorithm effectively transits systematically from high level total settling time spe-
cification to a low level design that complies with these specifications with optimum
power consumption.

This algorithm, can be very easily applied to other amplifier architectures. In
the case of a Miller amplifier with more complex input and output stages’ architec-
tures, we only need to rewrite some of the equations used here.

This is what we intend to do in Chapter 4, when we will develop a hierarchical
algorithm to synthesize the Miller amplifier presented in section 3.3.
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Algorithm 3.1 Power Optimization for a Given Total Settling Time

1. The lengths of the active transistors are taken of minimum value. This
value can be later increased if the resulting DC gain is not enough or the
1/f noise is too big.

2. Mirror transistors are designed to minimize systematic offset as in Algo-
rithm 2.1.

3. The design space is swept. For each point in the design space we swept Cm.
For each value the amplifier is designed to comply with the specified total
settling time and phase margin. This is done with the following iterative
procedure:

(a) Initial values for ωT and ID2 are determined using equations (2.25),
(3.19), (3.20) and (3.22)in the simplified case where C1 ¿ Cm ¿ C2

and SR1 < SR2.

(b) ID1 is determined as:

ID1 =
ωT Cm

(gm/ID)1

(c) We can now determine the size of transistors M1 . . . M3 since the
(gm/ID) ratio and current is known for all of them.

(d) From the calculated transistor sizes, we calculate the parasitic capa-
citance C1. Then, we can calculate x, ωT and ID2 using the following
expressions derived from equations (2.25), (3.19), (3.20) and (3.22).

x =
min

{
2

(gm/ID)1
, NDP (C1C2+Cm(C1+C2))

(gm/ID)2 CmC2

}

βVstep
(3.25)

ωT =

(
ln

(
1
ε

)− 1 + ln(x) + 1
x

)

βts
(3.26)

ID2 = ωT
NDP (C1C2 + Cm(C1 + C2))

(gm/ID)2 Cm
(3.27)

(e) If the relative differences with the initial values of ωT and ID2 is less
than a given error the procedure is finished, else we iterate at step
3(b) with the newly calculated values.



Chapter 4
Hierarchical Automated Synthesis

4.1 Introduction
This Chapter intends to apply to ideas seen on the last chapter to automa-

tically synthesize a reusable operational amplifier cell. Since we are using a much
more complex architecture seen on Chapter 3, we need to adapt the algorithms seen
so far to take into account the added complexity.

First, section 4.2 presents an expression developed in this work to directly
obtain the value of the Miller compensating capacitance that minimize power con-
sumption. This expression saves large amounts of processing time, since it is no
longer necessary to sweep the value of Cm and synthesize the whole amplifier for
each value to find the optimum design. However, this expression must be used with
care as will be seen below.

Section 4.3 presents the hierarchical automated synthesis algorithm that was
developed in this work. The algorithm independently synthesize each stage and then
combines its results in a high level algorithm based on the algorithm seen on section
3.4. The results of this algorithm are presented in section 4.4, including simulation
results, and examples of the performance tuning capabilities of the opamp cell.

Conclusions are presented in section 4.6 and experimental results are presented
in Chapter 5.

4.2 Miller Compensation Capacitance for Minimum Power
Consumption

Algorithm 3.1 uses a very robust but very time consuming method to obtain
the compensation capacitance (Cm) that provides minimum power consumption in
a given design space location. We will try here to obtain an expression for this
capacitance, in order to use it in the proposed algorithm.

The total quiescent current consumption in the amplifier can be expressed as

IDD = α1ID1 + α2ID2 (4.1)

where α1 and α2 is the number of times each of the stage’s bias currents is drawn
from the source in quiescent conditions. In the case of the simple Miller OTA
presented in section 2.4.1, α1 = 2 and α2 = 1. In the case of the amplifier presented
in section 3.3, α1 = 16 and α2 = 1 + 1

h
+ 1

k
+ 1

km
.

Bias currents can be written as functions of the compensation capacitance

55
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using equations (2.27) and (3.27)

ID1 =
gm1

(gm/ID)1

=
ωT Cm

(gm/ID)1

(4.2)

ID2 = ωT
NDP (C1C2 + Cm(C1 + C2))

(gm/ID)2 Cm

(4.3)

In order to obtain the compensation capacitance (Cm) that minimizes the total
consumption (IDD), we must null the derivative of equation (4.1). Several factors in
the above expression are also functions of Cm (ωT , C1, C2, etc.) and should be also
taken into account when calculating the derivative. However, these dependencies
are very hard to obtain and very dependent on the stage architecture. Since we will
be using this expression in an iterative algorithm that will asymptotically tend to
the solution, we will consider all these factors as constant in a small interval around
the actual value of Cm.

dIDD

dCm

= α1
ωT

(gm/ID)1

− α2
ωT NDP

(gm/ID)2

C1C2

C2
m

= 0 (4.4)

d2IDD

dC2
m

= 2α2
ωT NDP

(gm/ID)2

C1C2

C3
m

> 0 (Cm > 0) (4.5)

Equation (4.5) proves that the zero in equation (4.4) corresponds to a minimum
and confirms that there is a value for Cm that minimizes consumption, as stated by
Silveira in [3] and section 3.4.1.

Then using equation (4.4), we obtain the expression for minimum consumption
Cm:

Cm =

√
α2NDP (gm/ID)1 C1C2

α1(gm/ID)2

(4.6)

This expression becomes a very useful tool towards saving important processing
time in the synthesis of Miller amplifiers using Algorithm 3.1. The validity of this
expression can be confirmed referring to the design obtained by Silveira [3] using
Algorithm 3.1. He obtained optimum consumption with Cm = 2pF , while equation
(4.6) yields Cm = 1.87pF . The difference not only is less than the step used by
Silveira to sweep Cm, but also is deep within the process variations.

However, equation (4.6) must be used with care, since it makes an important
approximation when considers C1 and C2 as constants and, thus, it should be used
only in iterative processes as Algorithm 3.1.

4.3 Synthesis Algorithm
The amplifier presented in section 3.3 has a much more complex architecture

than the simple Miller amplifier used in the synthesis algorithms presented in sec-
tions 2.4 and 3.4.1. Then, to develop a synthesis algorithm for our amplifier we will
use a hierarchial approach. That is, we will consider our amplifier as a two-stage,
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Figure 4.1: High Level Schematic of the Amplifier

RC Miller compensated amplifier, and thus, use the same algorithm presented in
section 3.4.1, but making modifications to take into account that each stage needs
to be synthesized to obtain its high level characteristics. We will show that this
hierarchical approach is feasible in spite of the fact that variables in analog design
are strongly coupled.

This can be seen in Figure 4.1, where each stage is characterized by 4 para-
meters: transconductance, gm, output conductance, go, input capacitance, Ci and
output capacitance, Co. Then, a high level synthesis can be used independently of
the implementation of each stage, provided that the internal poles and zeros of each
stage are taken into account. The two stage amplifier model is completed with

C1 = Co1 + Ci2 (4.7)

C2 = Co2 + CL (4.8)

Rm =
1

gm2

(4.9)

Thus, we have 5 unknowns at this point:





gm1

gm2

ID1

ID2

Cm

⇒





(gm/ID)1

(gm/ID)2

ID1

ID2

Cm

(4.10)

which are more conveniently written in the form of the second brace.
Now we can sweep the design space, defined as always by the (gm/ID) ratio

of each stage, to obtain in each point, minimum consumption designs that comply
with the total settling time and phase margin specifications.

Figure 4.2 shows the synthesis scheme for the amplifier. For each point of the
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Figure 4.2: Complete Amplifier Synthesis Algorithm Scheme. tsett is total
settling time and IDD is total current consumption.

design space, we perform a high level synthesis of the amplifier to obtain minimum
consumption for the specifications given. In each step of the synthesis, input and
output stage are re-synthesized and we update the high level characteristics of them
to be used in the next step of the high level synthesis. When it converges to a final
value, we move on to the next point in the design space, until we have explored the
consumption space of the amplifier, as in sections 2.4.4 and 2.4.5 (see Figure 2.5 and
Figure 2.12). There, we can choose the point of minimum consumption from which
we can obtain our final design. The final step is a performance evaluation of this
design, to assure that we have all other aspects of the amplifier at acceptable values.
In case we find something out of specifications, we should change some preselected
parameter (e.g. transistor’s lengths) and rerun the synthesis.

The high level synthesis will be a modified version of the Algorithm 3.1 inclu-
ding the direct estimation of Cm by equation (4.6). Next we will see how we will
modify the algorithm and how we will implement the synthesis algorithms for each
stage.

4.3.1 High Level Synthesis

When considering the (gm/ID) ratio of each stage, we have two choices. Either
consider the ratio between the effective transconductance of the stage over the to-
tal current consumption of the stage; or consider the (gm/ID) ratio of the active
transistors of each stage.

The first choice, is clearly more in the spirit of a hierarchical synthesis algo-
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rithm and would allow us to use the same equations used in Algorithm 3.1. However,
these (gm/ID) ratios would depend on the stage synthesis, and thus, could not pos-
sibly be used to define the design space as we have used the (gm/ID) ratios so far.
Which ultimately means that we could not use Algorithm 3.1 at all.

On the other hand, the second choice allows us to define the design space
independently of the outcome of each step of the algorithm, since the (gm/ID) ratio
characteristic of a transistor is defined by its technology. Thus, although having to
rewrite some of the equations, this option allow us to use Algorithm 3.1 as the high
level synthesis algorithm of our amplifier.

In conclusion, for the input stage we will use the (gm/ID) ratio of the TP,ref

differential pair transistors, from now on noted (gm/ID)1. And for the output stage
we will use the (gm/ID) ratio of transistor Ma, from now on noted (gm/ID)2 (see
Figures 3.7 and 3.9). Regarding (gm/ID)2, note that (gm/ID)2 = gma/IDa. Then,
to have an uniform criterium, we will refer to gma and IDa as gm2 and ID2 respec-
tively.

Let’s see now, how does the equations from Algorithm 3.1 ought to be modified.
The gain-bandwidth product remains unchanged, but the expression for the non-
dominant pole frequency

ωNDP =
gm2Cm

C1C2 + Cm(C1 + C2)
(2.25)

has to take into account that, according to equation (3.13), the effective transcon-
ductance from the output stage is augmented by a gmmult factor, and thus, the new
expression for the non-dominant pole frequency is

ωNDP0 =
gm2gmmult Cm

C1C2 + Cm(C1 + C2)
(4.11)

where the subscript 0 is because we have considered that the effect of the pole-
zero doublets of the output stage (equation (3.15)) is negligible (e.g. D(s) = 1).
Of course, this has to be taken into account when synthesizing the output stage.
Then, the NDP factor (NDP = ωNDP0

ωT
) will not be given a priori, but will be

obtained from the output stage synthesis, where we can evaluate where should the
non-dominant pole lie to have a given phase margin in spite of the pole-zero doublets
of the output stage.

It is worth stopping a moment here to take notice on the effect that the gmmult

factor has on the size of Cm and ultimately on the current consumption6 and the
available current budget for the constant gm circuit. It can be easily seen that
equation (4.11) yields smaller Cm values for the same ωNDP when gmmult > 1.
This translates in smaller currents in the input stage transistors to obtain the same
gain-bandwidth product. Thus, we end up with less total consumption, although,

6This fact was first mentioned when introducing the output stage in section 3.3.2 and here we
can show the cause.
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since the latter is dominated by the second stage current consumption, this effect
doesn’t lead to big savings. However, what is interesting here, is that we have a
number of benefits in this negligible current consumption save. As we mentioned in
section 3.3.2, we can work our input stage in weaker inversion with all the benefits
that yields in terms of increased input common mode range, increased gain and
reduced input offset voltage.

What we did not mention earlier is that the ratio between output and input
stage bias currents has become almost gmmult bigger. Thus, recalling what we saw
in section 3.3.1, now we have enlarged the current budget available for the constant
gm circuit by the same gmmult factor. Therefore it makes even more sense now, to
invest the 10 copies of the input stage bias current needed to keep the input stage
transconductance constant, since its effect on the total current consumption of the
amplifier has become truly negligible7.

Resuming with the rewriting of the expressions from Algorithm 3.1, we will
analyze how internal and external slew rate expressions are modified.

The internal slew rate (SR1) will be given by the maximum output current of
the first stage, that is the maximum output current of the folded cascode summing
circuit (see Figure 3.10). Since we are biasing them with 2ID1, it is well known that
the maximum output current, and thus the slew rate, is the same that the one for
a single differential pair. Therefore the expression for the internal slew rate (given
in equation (3.23)) remains unchanged.

The external slew rate (SR2) will be given by the maximum output current of
the second stage. As we saw in section 3.3.2 the output current is non-symmetrical.
The maximum current the stage can source is

IoMAX(+) = gmmult ID2 (4.12)

while the maximum current the stage can sink is given by the size of Ma and the
maximum voltage swing at the input of the stage.

Since this last value can’t be known before the transistor has been synthesized,
we will use equation (4.12) and then assure that the maximum current the stage
can sink is above that value.

Finally, then, we can rewrite equation (3.20) as

x =
min

{
2

(gm/ID)1
, gmmult ID2

ωT C2

}

βVstep

(4.13)

where the expression for ID2 has to be rewritten from equation (3.27) as

ID2 = ωT
NDP (C1C2 + Cm(C1 + C2))

(gm/ID)2 gmmult Cm

(4.14)

taking into consideration the augmented effective transconductance of the output

7Usually gmmult factor can reach values between 15 and 25. In our case, gmmult is equal to 22
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stage.
In Algorithm 3.1 the value for Cm is swept. In this new algorithm we will use

the expression derived in section 4.2. However, during this work we saw that if we
use the value obtained from equation (4.14) using equation (4.6) to calculate Cm,
the algorithm had severe convergence problems. This can be explained reviewing
the assumptions made to obtain equation (4.6). That expression is valid only in a
small interval around the previous step value for Cm, since it considered constant
several parameters that in fact, are not constant in the whole range of valid Cm

values.
Thus, we choose to smooth the change to the next value of ID2 to comply

with the assumptions made to obtain equation (4.6). To do this, we calculate the
difference between the actual value and the new estimation,

∆ID2 = ωT
NDP (C1C2 + Cm(C1 + C2))

(gm/ID)2 gmmult Cm

− ID2 (4.15)

and then calculate the new value as

ID2new = ID2 + α∆ID2 (4.16)

where we defined α as the “iteration step”, which can be either constant or adaptive
with ∆ID2

8.
It is worth making one final remark on the value of Cm. As we have men-

tioned, the effect of the gmmult factors might yield very low values for Cm. We
even encounter values as low as some tens of fF . This of course is unacceptable,
since it would yield high noise figures and would be hardly implementable due to
the uncertainty in the actual value. Then, we chose to establish a bottom limit for
Cm and check each time that the limit is respected. Therefore, instead of equation
(4.6), we will use

Cm = min

{
CmMIN ,

√
α2NDP (gm/ID)1 C1C2

α1gmmult (gm/ID)2

}
(4.17)

where we chose CmMIN = 0.25pF .
In Algorithm 4.1 the high level synthesis algorithm is presented. Here we see

how we did implement the main ideas presented in this section. Steps 4(a) and 4(c)
are calls to Algorithm 4.3 and Algorithm 4.2, which implement the output and input
stage synthesis respectively. These algorithms are presented next.

4.3.2 Input Stage Synthesis

The input stage synthesis, although might look complicated because of all the
constant transconductance circuitry, is quite simple. This is so, because once we

8In the last version of the algorithm, we use the hyperbolic tangent function (tanh) to implement
an adaptive step that goes from 0.1 to 1.
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Algorithm 4.1 High Level Synthesis

1. (gm/ID)1 and (gm/ID)2 ratios are given by the design space sweep.

2. Initial values for x, ωT and ID2 are determined using equations (4.13),
(3.26) and (4.14) in the simplified case where C1 ¿ Cm ¿ C2 and NDP =
2.2.

3. We estimate values for k, h,m, C1 and C2 ' CL. Then we can estimate an
initial value for Cm using equation (4.17).

4. We perform the following iterative process:

(a) Using ID2 we synthesize the output stage. We obtain Ci2, Co2, NDP
and k, h, m.

(b) From k, h,m we calculate gmmult and the factor α2 for equation
(4.17).

(c) Using Cm we synthesize the input stage. We obtain Co1 and ID1.

(d) From the calculated parasitic input and output capacitances, we cal-
culate the C1 and C2.

(e) Using equations (4.15) and (4.16) we calculate ID2.

∆ID2 = ωT
NDP (C1C2 + Cm(C1 + C2))

(gm/ID)2 gmmult Cm
− ID2

ID2new = ID2 + α∆ID2

(f) Using equations (4.13), (3.26) and (4.17) we calculate x, ωT and Cm

respectively.

x =
min

{
2

(gm/ID)1
, gmmult ID2new

ωT C2

}

βVstep

ωT =

(
ln

(
1
ε

)
+ ln(x) + 1

x

)

βts

Cm = min

{
CmMIN ,

√
c2NDP (gm/ID)1 C1C2

c1gmmult (gm/ID)2

}

(g) If the relative difference between ID2new and ID2 is less than a given
error the procedure is finished, else we iterate at step 4(a) with the
newly calculated values.
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Figure 4.3: Folded Cascode Circuit

have synthesized one differential pair and one folded cascode circuit, we have all the
building blocks for the stage.

The differential pair synthesis is quite simple. Given Cm and the gain-bandwidth
product (ωT ), we get the differential pair bias current as

ID1 = ωT
Cm

(gm/ID)1

(4.18)

from which we can easily obtain transistor sizes using the (gm/ID) methodology [1].
Since we use a robust constant-gm circuit, we don’t have to worry about scaling
the sizes between p-type and n-type differential pair transistors and, thus, we use
the same size for both. However, this is not the best solution and should add some
scaling that will improve the performance of the constant-gm circuit.

The most complex part of the synthesis of this stage is the folded cascode
synthesis. To illustrate it, Figure 4.3 shows the folded cascode circuit. This circuit
adds two non-dominant poles, one because of the parasitic capacitance CFCm of
the current mirror formed by transistors M7a,M7b, and the other because of the
parasitic capacitances Cp1 and Cp2. This last pole has one value when the p-type
input differential pair is active (related to Cp1) and another when the n-type input
differential pair is active (related to Cp2).

The expression for the non-dominant pole due to the cascode transistors, in
the case the p-type differential pair is acting, has the following expression

ωFC =
gmsFC3

Cp1

(4.19)

where gmsFC3 is the source transconductance of transistors M3a,M3b and Cp1 is
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given by
Cp1 = CoDP + CjFC3 + CjFC1 + CGSFC3 (4.20)

where CoDP is the output capacitance of the differential pair, CjFC1(3) is the junction
drain-bulk capacitance of transistors M1b (M3b) and CGSFC3 is the gate source ca-
pacitance of transistors M3b. This means that the parasitic capacitance is partially
determined by the differential pair synthesis and transistor M1b, which is a current
source designed a priori.

However it also depends on the (gm/ID) ratio of transistor M3b, and recalling
that gms = ngm, we can sweep the (gm/ID)FC3 ratio of the cascode transistors to
obtain the corresponding frequencies of this non-dominant pole. Since the current
through the cascode transistor is 2ID1, we can express the non-dominant pole fre-
quency as

ωFC =
2ID1n(gm/ID)FC3

Cp1

(4.21)

It can be seen that there is a (gm/ID)FC3 ratio in which the NDPFC = ωFC

ωT

ratio is maximum. Thus, we design our transistors M3a,M3b to obtain maximum
NDPFC . To size transistors M5a,M5b we use an analogue procedure. The existence
of this maximum is yet another example of the trade off between the increase in the
transconductance and the increase in the parasitic capacitances when operating
towards weak inversion.

The expression for the current mirror pole is

ωFCm =
gmFC7

CFCm

(4.22)

where gmFC7 is the transconductance of transistors M7a,M7b. As in the case of
ωFC , looking at the expression for CFCm

CFCm = 2CGFC7 + CjFC3 + CjFC5 (4.23)

we see that it is partially determined by the cascode transistors synthesis, but it also
depends on (gm/ID)FC7 through CGFC7

9. Then, there is also a value for (gm/ID)FC7

where the NDPFCm ratio (NDPFCm = ωFCm

ωT
) is maximum. Therefore we will

also sweep the (gm/ID)FC7 ratio to design transistors M7a,M7b where we have
maximum NDPFCm ratio.

These ratios (NDPFC , NDPFCm) are usually large enough to neglect the effect
of these non-dominant poles on a first approximation. This fact is checked after the
synthesis is finished.

We will see next, on the output stage synthesis, that we use a higher value
for the phase margin than the one specified. This is so, to take into account that
the final value will be lower because of these and other effects which are considered
negligible in the synthesis.

Algorithm 4.2 shows the algorithm used to synthesize the input stage. As

9Gate capacitance of transistors M7a,M7b
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Algorithm 4.2 Input Stage Synthesis

1. Differential pair transistors are sized using equation (4.18)

2. Transistors M1a, M1b are sized like the other current sources of the opamp.

3. We sweep (gm/ID)FC3 , and for each value we estimate Cp1 and NDPFC

(equation (4.21)).

4. We choose (gm/ID)FC3 to obtain maximum NDPFC

5. We design transistors M5a,M5b repeating steps 2 and 3 in their case.

6. We sweep (gm/ID)FC7 , and for each value we estimate CFCm and
NDPFCm (equation (4.22)).

7. We design transistors M7a,M7b to obtain maximum NPDFCm.

8. We estimate Co1
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Figure 4.4: Class AB output stage.

we said, this algorithm only obtains the sizes for the transistors of the two basic
blocks of the whole input stage. With them, we can implement both complementary
differential pairs and the constant-gm auxiliary circuit shown in Figure 3.7. Finally,
the cascode bias circuit shown in Figure 4.3 and its design is explained in Appendix
A. This design is done after the opamp synthesis since it has no effect on it.

4.3.3 Output Stage Synthesis

The design methodology for the output stage is based in the methodology
proposed by Silveira et al. [3, 24]. In Figure 4.4, we replicate Figure 3.9 but noting
the parasitic capacitances Cc and Ce that fix the current mirrors frequency response.
Also, the implementation of the IAB current source is shown, as it will have an effect
on the total Ce capacitance.
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As in the previous examples seen in this work, the phase margin of the amplifier
will be determined by the position of the non-dominant poles with respect to the
transition frequency. However, when using this output stage the response of the
current mirror of the output stage will affect the phase margin as explained in
section 3.3.2. If we recall equation (3.15), the phase shift introduced by the current
mirrors, depends only in the frequency of the poles and the gain of the current
mirrors. Then, we can express the phase margin as

PM = f (NDP, ωc, ωe, k, h,m) (4.24)

where NDP = ωNDP0/ωT is given in equation (4.11) and ωc (ωe) is the angular
frequency of the Mc,Mb (Me, Md) current mirror pole shown in equation (3.17)
(equation (3.16)).

Is quite clear, then, that the current mirror gains (k, h,m) affect the amplifier
phase margin as well as the total quiescent current of the second stage. Then, there
is a trade-off between the amplifier stability and power consumption that will be
used to design the stage [3].

The synthesis algorithm will find a set of current mirror gains that provides
minimum consumption while preserving stability. To measure the reduction of con-
sumption, we will use a figure of merit for the output stage (FOMOS) that must be
minimized. This figure of merit will be

FOMOS =
ITqAB

ITqA

(4.25)

where ITqAB is the total quiescent current consumption of the stage, and ITqA is the
total quiescent current consumption of a simple class A stage with the same phase
margin.

The stability will be measured through the phase margin. Then, we must
develop an expression for the relation presented in equation (4.24). This expression,
neglects the effect of the input stage frequency response and the effect of the Miller
resistor (Rm). On this latter effect, this is usually the case. With the input stage,
although it is designed to have a negligible effect, experience showed that it has a
minor effect in the total phase margin. To keep with the main idea of hierarchical
design and be able to decouple the synthesis of both stages, we will design our
output stage to have a phase margin a bit higher than the specifications, and thus,
take into account the loss suffered due to the input stage frequency response.

Silveira [3], presents an expression for the phase margin, neglecting the effect
of the input stage frequency response.

PM = phase

(
1

1 + ω
ωNDP0D(ω)

)
(4.26)

Since the complex quantity D(ω) influences the phase to be determined, this ex-
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pression can only be solved numerically. Silveira [3], then, provides an approximate,
pessimistic, estimation of the phase margin

PM = phase

(
1

1 + ωT

ωNDP0

)
+ phaseD(ωT )

= − arctan

(
ωT

ωNDP0

)
+ phaseD(ωT ) (4.27)

where the second term, recalling equation (3.15), can be expressed as

phase(D(ωT )) = arctan

(
ωc+ωe

ωcωe
ωT

gmmult − ω2
T

ωcωe

)
−arctan

(
ωT

ωc

)
−arctan

(
ωT

ωe

)
(4.28)

Then, to synthesize the output stage, we will use an optimization program
that minimizes FOMOS while keeping the phase margin over a given value (e.g.
60o). To do so, the routine will have to obtain an optimum combination of the three
mirror gains (k, h,m) and NDP0 that complies with the constrains given by the
phase margin. This will be done with the optimization routine fmincon available in
the MATLAB Optimization Toolbox [54].

To calculate the phase margin, we need to calculate the current mirror poles.
Silveira [3], derived simplified approximate expression for the current mirror poles.
These expressions, were obtained using several assumptions. The main assumption
made, was that the parasitic capacitances that define the poles of the current mirrors
were dominated by the gate capacitance. This is a reasonable assumption to make
in Silicon-On-Insulator (SOI) technology [3] and it might also be reasonable to make
it in Bulk technology, especially when the current mirror gain is larger than unity.
However, when using those expressions, quite large errors in the final phase margin
value were obtained. Besides, we proved that if we neglect the drain-substrate
capacitance of transistor Mf in the expression of Ce, factor h always tend to its
minimum allowable value, and thus, non-optimum solutions might arise. This last
statement can be easily seen and we will give a brief proof below.

Therefore, we will use complete expressions for both parasitic capacitances
when calculating the current mirror poles. The optimization routine, will also have
to calculate the transconductance of transistors Me and Mc. Then, at each step
of the routine we need to obtain the (gm/ID) ratios for both transistors. Since
we are considering Le and Lc equal to La

10, the criterium used was to consider
Wc = We = Wmin since this maximizes the current mirrors pole frequency. It
is worth noticing that we obtain the size of transistors Mb,Mc, Md, Me at each
step of the optimization. However, we don’t design transistors Mos1,Mos2 in the
optimization routine. Instead, when calculating Ce we assign a certain amount of the
total value to take into consideration the current source. Then, we design the current

10It might be of interest here, to note that La and the maximum allowable value for h are chosen
such, that we will never obtain Wf < Wmin
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source to comply with that amount of drain-substrate capacitance. Naturally, we
must check at the end of the synthesis that the dynamic ranges are satisfied.

Let’s briefly explain the statement made above, about the need to include
the drain-substrate capacitance of transistor Mf . If we recall equations (2.28) and
(4.11), we can write the bias current for the active transistor of our class AB and a
simple class A output stage respectively as

ID2|AB = ωT NDPAB
(C1C2 + Cm(C1 + C2))

(gm/ID)2 gmmult Cm

(4.29)

ID2|A = ωT NDPA
(C1C2 + Cm(C1 + C2))

(gm/ID)2 Cm

(4.30)

Then, we see that since both stages are designed with the same (gm/ID)2 ratio, the
same capacitances (C1, Cm, C2) and the same ωT the ratio of both bias current is

ID2|AB

ID2|A
=

NDPAB

gmmult

1

NDPA

(4.31)

where NDPAB and NDPA are the non-dominant pole ratios to the transition fre-
quency needed to achieve the same phase margin with our class AB output stage
and a simple class A output stage respectively.

Then, the figure of merit to be minimized presented in equation (4.25), can be
rewritten as

FOMOS =
ITqAB

ITqA

=
(ITq/IQ)AB

gmmult

NDPAB

NDPA

(4.32)

where (ITq/IQ)AB is the ratio between the total quiescent current consumption and
the quiescent current through transistor Ma as defined in equation (3.12). Using
this same equation and the definition of gmmult , we can write the first term in
equation (4.32) as

(ITq/IQ)AB

gmmult

=
1 + 1

h
+ 1

k
+ 1

km

1 + km
h

=
h

(
m(k+1)+1

km

)
+ 1

h + km

(ITq/IQ)AB

gmmult

=
h/a + 1

h + b
=

1

a

(
h + a

h + b

)
where b > a (4.33)

It can be easily seen that this term is maximum when h is minimum. Then, if we
don’t consider the drain-substrate capacitance of transistor Mf in the expression
of Ce, the second term, NDPAB/NDPA only depends on k and m. Therefore, the
routine that minimize FOMOS will always come up with the solution h = hmin

11.
Algorithm 4.3 completes the algorithms used in the hierarchical automated

synthesis algorithm presented in this chapter. It might be noted that some details,
as the design of some current sources, are not explained. We choose not to go into

11In our case the minimum allowable value for h is 1
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Algorithm 4.3 Output Stage Synthesis

1. We size transistor Ma using ID2 and (gm/ID)2 ratio.

2. We estimate the upper limit for mirror gain h (hmax) to assure that tran-
sistor Mf will always have Wf > Wmin.

3. We run the optimization routine to obtain optimum combination of mirror
gains (k, h,m) and NDP factor that minimizes the relation ITqAB

ITqA
.

4. The optimization routine also sizes transistors Me, Md and Mc, Mb.

5. We estimate the input and output capacitances: Ci2 and Co2.
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Figure 4.5: Opamp cell, omitting constant-gm circuitry. VIBN controls
the current through the n-type differential pair.

that level of detail, since the whole methodology might become hard to follow and
those are non-critical points regarding the power optimization.

Next, we will see the results of applying this algorithm in a particular design.

4.4 Synthesis Results
We will present here the automated design of an opamp cell synthesized to

have 1µs total settling time. The results will be compared with simulations made
using the transistor model BSIM3v3 in SPICE. Performance tuning of the amplifier
will be also explored using simulations. Experimental results are presented in the
next chapter.

The performance of the amplifier will be compared with an amplifier with sim-
pler architecture designed using Algorithm 3.1. Then we will compare the perfor-
mance of the designed cell tuned to operate at a different settling time with another
cell designed with our algorithm specifically to operate with those specifications.

Before starting with the section, Figure 4.5 shows the complete circuit of the
opamp cell (omitting the constant-gm circuitry) in order to refresh the reader with
the notation of each transistor that will be referred below.
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Figure 4.6: Total Consumption (in µA) for a 1µsec total settling time
rail-to-rail OTA

4.4.1 1µs Settling Time Design

The algorithm described in section 4.3 was applied to the design of a rail-to-
rail Miller OTA in 0.8µm CMOS technology. The opamp is synthesized to have 1µs
total settling time for a 0.3V step input. The load capacitance is 50pF and we want
a phase margin above 60o.

The algorithm explores the design space defined by (gm/ID)1 and (gm/ID)2

. The resulting level curves of constant total consumption are shown in Figure 4.6,
where the design point for optimum power consumption is

(gm/ID)1 = 12

(gm/ID)2 = 15

However, inspecting Figure 4.6 it is clear that (gm/ID)1 is not a critical parameter
in respect to power optimization. This was expected, since the bias current in the
input stage is much smaller than the bias current in the output stage.

Then, to select the (gm/ID)1 ratio, we will take into consideration that if we
select (gm/ID)1 =12, the constant-gm circuitry won’t be able to effectively compen-
sate the complementary input differential pairs, since we will be dangerously close
to have a zone in the input common mode range where both pairs sources will work
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(gm/ID)1 (V −1) 18 ITqAB/ITqA 0.25
(gm/ID)2 (V −1) 15 SRint/SRext 0.29

ITOT (µA) 10.33 GainDC(dB) 167
ID1(nA) 82 fT (MHz) 0.85
IDa(µA) 4.5 NDP0 5.1

IoMAX(µA)1 103 SR(V/µs) 0.59
k 8.5 Cm(pF ) 0.277
m 3 Rm(kΩ) 0.65
h 1.2 C1(fF ) 52

gmmult 23 C2 − CL(fF ) 53
1: Maximum source current.

Table 4.1: Automatic Synthesis Result with Algorithm 4.1

in the linear region.
Then, we will design our amplifier in the suboptimum point

(gm/ID)1 = 18

(gm/ID)2 = 15

where the consumption is less than 10% above the minimum and we assure a good
safety margin against having a zone where the constant-gm circuit can’t compensate
the loss of transconductance.

Applying Algorithm 4.1, we obtain the design presented in Table (4.1), with
transistors sizes shown in Table (4.2). The first thing we see, is that the input
stage bias current is 50 times smaller than the second stage bias current. Then, the
penalty for the current “invested” in the constant-gm circuitry is quite negligible,
as expected. Recalling equation (4.1), the total input stage consumption is only
1.3µA, less than 15% of the total opamp consumption.

The values obtained for k, h,m, yield a quite large gmmult. This has several
effects, as briefly explained in sections 3.3.2 and 4.3.1 and more thoroughly by
Silveira [3]. One of them is that we have a very small compensating capacitance Cm,
which is just above the minimum value established in the algorithm. This allow us to
achieve the desired ωT with such a small ID1. Another effect is about the reduction
in the output stage consumption when compared with a simple Class A output
stage. We can see this in the figure of merit ITqAB/ITqA, defined in equation (4.25),
where we achieved a current consumption reduction ratio of 4. This reduction can’t
reach much higher values because of the big phase shift introduced by the output
stage current mirrors. The phase shift results in a high NDP0 value (NDP0 = 5.1),
which in turn keeps the output stage from higher reduction in consumption.

The ratio between internal and external slew rate (SRint/SRext) shows that
the total slew rate is determined by the input stage. Silveira [3] analyzed this ratio
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Differential Pair Output Stage
W 3 L 3 M (gm/ID) W 3 L 3 M (gm/ID)

C.M. 1 7.9 20 15 Ma 13.2 1 1 15
D.P. 2 9.2 10 1 18 Mf 11 1 1 15
Folded Cascodes Mb 2 1 8.5 12.4

W 3 L 3 M (gm/ID) Mc 2 1 1 12.4
MFC1 7.9 20 4 15 Md 2 1 3 21.7
MFC3 2.6 2 1 22.8 Me 2 1 1 21.7
MFC5 4.6 2 1 21.9 Mos1 3.7 10 1 3.4
MFC7 2 3.1 1 16.1 Mos2 3.7 10 2 3.4

1: Current Mirrors.
2: Differential Pairs Transistors.

3: W and L in µm.

Table 4.2: Transistors Sizes Obtained Using Algorithm 4.1. M is the
number of parallel transistors.

and concluded that the optimum consumption is given when the ratio equals 1. This
is quite reasonable since if we increase one of the slew rates, the total slew rate is
still ruled by the minimum of them, and the current spent in increasing the latter
will be wasted.

Then, how do we have a ratio of 0.29? This can be explained by looking at
our architecture. Silveira [3] used a simple RC compensated Miller OTA with a
class A output stage, when he made the latter analysis. In our amplifier, we have
two main differences that explain our smaller ratio. First, the ratio between output
and input stage bias currents is much larger and second, the ratio between the
maximum output current and the total output stage quiescent current is augmented
by approximately gmmult . Then, if we want to increase SRext, the relative increase
in the total quiescent current is much smaller than if we were to do that in a simple
class A output stage. Thus, a small penalty arise from this course of action. On the
other hand, if we increase ID1 to increase SRint, the increase in the second stage
consumption, in order to keep the same stability margin, is much larger and thus
the penalty in this case is much bigger. Then, the optimizing algorithm will consider
acceptable to have a small increase in the output stage quiescent current, to achieve
the stability margins, for example, in spite of the fact that the small increase in
current will yield a much larger external slew rate.

Table (4.3) compares the calculated performance with the performance ob-
tained by simulating the OTA in SPICE using model BSIM3v3. The simulations
where performed for three input common mode levels: VCM : −0.7V, 0.0V, +0.7V
(VDD = ±1) and the results are in good agreement with the expected performance.

The difference between the rise and fall settling times is a known effect of the
output stage [3] and is due to the fact that in a falling edge, the current mirror
Me, Md turns off and the delay to turn it on reflects on increased ringing and a
slower settling behavior.
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ITOT (µA) tset(µs) SR(µV/s) fT (MHz) PM(o)
rise fall rise fall

Calculated 10.33 1 1 0.59 0.59 0.85 63.2
SPICE: VCM = −0.7V 9.68 0.91 1.90 0.42 0.32 0.85 61.9
SPICE: VCM = 0.0V 10.34 1.02 2.19 0.45 0.39 0.84 62.2
SPICE: VCM = +0.7V 10.96 0.95 1.64 0.52 0.30 0.87 69.1

Table 4.3: Calculated and simulated characteristics of the OTA with
1µsec total settling time
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Figure 4.7: Transition frequency and Phase Margin along the input com-
mon mode range.

The differences in the slew rate along the input common mode range is due to
the fact that our rail-to-rail input stage doesn’t have constant large signal behavior.
Since the slew rate is determined by the internal slew rate, different values are
achieved when only the p-type differential pair or only the n-type differential pair
or both differential pairs are acting.

To analyze the frequency response of the amplifier we plot in Figure 4.7 the
transition frequency and the phase margin of the amplifier. The transition frequency
is, as predicted, 0.85MHz with less than 6% variation along the input common
mode range, except for VCM = 0.9 where the saturation voltage of the output
stage transistor Mb limits the performance. This is because the criterium used was
to optimize the frequency response of the output stage current mirrors and that
yields low (gm/ID) ratios and thus high saturation voltages. This criteria should be
reviewed to establish a minimum allowable (gm/ID) ratio if operation closer to the
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Figure 4.8: Total Settling Time for different input common mode range

rails at the output is required.
Another source of variation in the transition frequency is the fact that the

phase margin increase almost 10o in the upper half of the input common mode
range. This increase in the phase margin is due to the fact that when the n-type
differential pair is acting, the non-dominant pole of the folded cascode is given by the
parasitic capacitance at the source of transistors MFC5,MFC6, which is much smaller
than the one at the source of transistors MFC3,MFC4 due to the difference between
the sizes of the current sources (MFC1,MFC2) and the current mirrors (MFC7, MFC8)
in the folded cascode. This difference is quite much larger than we expected, and
we should improve that part of the synthesis algorithm by reducing the size of the
current sources and trying to match the frequency of both non-dominant poles.

Figure 4.7 seems to prove a good performance of the constant-gm circuitry.
However Figure 4.8 allow us to have a better look at the evolution of the total
settling time with the input common mode range, and thus of the constant-gm
circuitry. Since the output stage distorts the falling settling behavior, we show only
the case for a positive step.

It is clear in Figure 4.8 that the constant-gm circuitry performs quite badly.
The explanation lies in the frequency response of the constant-gm circuitry to com-
mon mode signals. When analyzing the frequency response of the amplifier, the
common mode is constant and thus the constant-gm circuitry doesn’t affect the
performance. However, when analyzing the response to a step input in the follower
configuration, the common mode at the input also presents a step and thus the
speed of the constant-gm circuitry in responding to the input becomes critical. It
can be proved, analyzing the frequency response to common mode signals, that the
constant-gm circuitry used in this design is much slower than the opamp, and thus
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Figure 4.9: Transition frequency (fT ) and Phase Margin tuning over
more than 3 decades

the settling time suffers a noticeable delay, as seen in Figure 4.8. On section 4.5 we
will further analyze the constant-gm circuit and show how the speed performance
can be improved.

On the other hand, Figure 4.8 shows that when these undesirable effects don’t
hinder the performance, the opamp complies with the 1µs total settling time speci-
fications precisely. This proves the achievement of a major goal of this work, since
we were able to automatically design a complex opamp cell that achieves the desired
characteristics.

One final remark goes to the extremely high value achieved for the DC gain.
This is explained by several factors: a) there are three gain stages (two in the input
stage and one in the output stage), b) the output stage gain is enhanced by the
transconductance multiplication effect, c) these values correspond to operation with
a purely capacitive load, in which case the output stage gain is maximum, d) we are
taking full advantage of the high gain achievable in the weak and moderate inversion
regions. Nevertheless, it is expected to have smaller values in the experimental
prototypes due to presence of parasitic and unmodelled effects in the transistor
output conductance.

We will now explore the reusability of this cell by exploring the performance
tuning using the input bias current.

4.4.2 Opamp Performance Tuning

Figure 4.9 shows the first analysis of the reusability capabilities of the opamp
cell. The gain bandwidth product is tuned over more than 3 decades. From the
design point (IREF = 41nA) we can go down working in deeper weak inversion.
The figure shows the tuning down to IREF = 410pA, but there is no reason that
prevent us from going even further until leakage currents limit us. Regarding higher
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Figure 4.10: Transition frequency and phase margin tuning as a function
of the input common mode

gain bandwidth product, we can’t go much higher than a decade or less, since the
cell will start to have problems with the low supply voltage as transistors start to
enter strong inversion operation, and thus, all the advantages of moderate and weak
inversion for performance tuning, seen in section 3.2.1, won’t hold anymore.

Figure 4.9 shows the tuning for three different common mode voltages. We see
a good performance, as expected, as the three curves are superposed along the whole
tuning range in the gain bandwidth product and the 10o difference, seen on Figure
4.7, also holds along the tuning range. Except for the last value, where the higher
saturation voltage of the differential pair sources forces the constant-gm circuitry
to act for VCM = 0.0V and the effect seen for high input common mode appears in
that curve.

The good response of the gain-bandwidth product with the input common
mode range in the whole tuning range, can be better appreciated in Figure 4.10. It
is clear that a constant small signal behavior is achieved along the input common
mode range in every tuning point. The transition from the p-type differential pair
to the n-type differential pair, is also clearly visible in the phase margin, since
the increase in it appears for lower input common mode range as the bias current
augment.

We see also, how the saturation voltage of the output stage transistor Mb
affects the gain bandwidth product for the higher bias current because of the stronger
inversion operation of that tuning point, as we commented above. This, can also
be seen in the phase margin, which noticeably drops at higher common mode levels
when operating in stronger inversion. This can be explained because the current
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Figure 4.11: Total Settling Time tuning for three different input common
modes where the constant-gm circuitry doesn’t affect the performance
greatly.

mirror Mc,Mb at the output stage no longer can be considered as a mirror with
gain k, since transistor Mb is working in the linear region. Thus, gmmult has a
much lower value yielding lower NDP0 ratios, and an overall bad performance of
the output stage.

In Figure 4.11 we see how we can tune our settling behavior from about 300ns
up to 100µs. The higher phase margin of the upper part of the input common mode
range, reflects on faster settling behavior, except for IREF above 41nA where the
lack of dynamic range due to the higher saturation voltages of transistors hinders
the performance. Also, at IREF = 130nA the constant-gm circuitry activates below
VCM = 0V , and thus, the settling behavior suffers the consequences of its slower
response.

In spite of the problems described above, the performance is in excellent agree-
ment with the expected results. For example, we are able to tune the settling
response of our amplifier to 100µs, using IREF = 0.41nA, and thus, reducing the
current consumption over two orders of magnitude.

One last plot regarding the tuning of the opamp cell is presented in Figure
4.12. Here we see the effect of both problems described above. The slower response
of the constant-gm circuitry and the lack of dynamic range at the output stage due
to the stronger inversion operation when tuning for faster settling times.

Nevertheless, this section has proved another major goal of this work. If we
design our amplifier to work between weak and moderate inversion, then we can
tune our amplifier over several decades, all the way down into deep weak inversion
without loss of performance.
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Figure 4.12: Total Settling Time tuning as a function of the input com-
mon mode range

4.4.3 Synthesized vs. Tuned

An interesting question to ask ourselves is: How optimum is a tuned design?
If we tune our 1µs design to use it as a 10µs design, how far from the optimum
power design for 10µs total settling time design are we?

To answer this question we synthesized an amplifier using Algorithm 4.1 to
comply with 10µs total settling time. The simulation shows that the design obtained
has a total 8.5µs settling time in the lower part of the input common mode range.
Therefore we tuned our 1µs design to have the same settling time. Figure 4.13 shows
that we achieved the same settling performance in the desired input common mode
range. The effect of the constant-gm circuitry appears for lower common mode
levels in the 10µs design, because the input stage of the tuned 1µs design operates
in weaker inversion.

Table (4.4) shows that both designs have similar performance. However the
optimized design for 10µs consumes almost half the total current consumption of the
tuned 1µs design. This shows that, although tuned cells have good performance, it
is worth to re-synthesize an amplifier when making a new design where power con-
sumption is critical. Specially since with the aid of Algorithm 4.1, a new completely
optimized design might be ready in very short times.

4.4.4 Performance Evaluation Against a Simpler Architecture

Here we will compare our amplifier with the amplifier designed by Silveira [3]
using Algorithm 3.1. This is a very rough comparison due to the noticeable differen-
ces between both designs. A more ample and thorough comparison will be made in
Chapter 5 using the experimental results, nevertheless this comparison gives the re-
ader a first idea of the performance of the new algorithm. The architecture used by
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Figure 4.13: Total Settling Time comparison between the 10µs design
and the tuned 1µs design.

Silveira is a simple Miller OTA as the one used in section 2.4.1, but using an RC com-
pensating network. The main difference is that it was designed in the 3µm CMOS
on Fully Depleted Silicon-on-Insulator technology (FD-SOI) of the UCL (Université
Catholique de Louvain). However, the fact that our amplifier is designed with a
shorter minimum length compensates the advantages of the FD-SOI technology in
a first approximation [3].

The specifications used by Silveira [3], were 1µs total settling time for a input
step amplitude Vstep equal to 0.25 and a 10pF load capacitor.

Table (4.5) compares both synthesis main characteristics. Since we are using
a much efficient output stage, is reasonable to compare one design with a capacitive
load of 10pF and the other of 50pF . Both designs achieve very similar performance,
with a total consumption 30% higher in our design. This difference can be accounted
for the higher load capacitance, in spite of the more efficient output stage, or the
more efficient technology of the design in [3], in spite of the longer minimum channel.
Nevertheless it proves that our algorithm successfully complied with the same total
settling time specifications with higher requirements (higher load capacitance and
rail-to-rail input) using a more complex architecture keeping the power consumption
performance.

4.5 Analysis of the Constant-gm Circuit
All the simulations of this chapter and the experimental prototype, presented

in Chapter 5, used a constant-gm circuit that hinder the settling behavior of our
amplifier. With a more thorough analysis a good trade-off between improved settling
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10µs Design Tuned 1µs Design
ITOT (µA) 0.58 1.18
fT (kHz)
@VCM = −0.5V 88.3 120.3
@VCM = 0.0V 87.1 118.4
@VCM = +0.5V 88.2 121.7
PM(o)@
@VCM = −0.5V 68.5 63.9
@VCM = 0.0V 68.6 64
@VCM = +0.5V 71.8 72.5
SR(mV/µs)
@VCM = −0.7V 51 51
@VCM = 0.0V 51 52
@VCM = +0.7V 59 52

Table 4.4: Comparison between the 10µs design and the tuned 1µs design.

[3] This work
Settling Specification (µs) 1 1
Technology 3µm FD-SOI 0.8µm Bulk
Load Cap. (pF) 10 50
ITOT (µA) 7.05 10.33
GainDC(dB) 82 167
fT (MHz) 0.75 0.85
PM(o) 68 58
SR(V/µs) 0.59 0.59

Table 4.5: Comparison between our amplifier and the one designed in [3]
using Algorithm 3.1 with a simple Miller OTA.

behavior and increased consumption is presented. Regrettably, the improvement in
the settling behavior could not be achieved before the prototype was fabricated and
thus, the ideas discussed in this section could not be verified experimentally.

4.5.1 Open Loop Transfer

On Figure 4.14 we recall (see section 3.3.1) the constant-gm circuit loop that
fixes the total transconductance equal to the transconductance of the differential
pair TP,ref . If we want to analyze the dynamics of the loop we must open it to
obtain an expression for the open loop transfer. We choose to open at the input
of the current source of differential pair TN . Thus, input and output signals are
defined (VIN , VOUT ) for the open loop transfer.



4. Hierarchical Automated Synthesis 81

Figure 4.14: Constant-gm circuit loop.

We will write this open loop transfer as:

VOUT

VIN

=
VOUT

∆i

∆i

VIN

(4.34)

where ∆i is the sum of all the differential currents iN , iP and iREF . This sum
is performed by the folded cascode circuit and thus it has a frequency response,
analyzed in section 4.3.2, that we will note F (s). According to the input stage
synthesis algorithm (see Algorithm 4.2) the poles introduced by F (s) lie above the
transition frequency of the opamp, and thus, we will suppose that they don’t affect
the frequency response of the loop. ∆i can be written as,

∆i = (iN + iP + iREF )F (s) (4.35)

where the sum of the differential currents equals zero in regime. During the transient
response to a signal in VIN the only differential current that changes is iN , thus, we
can further expand equation (4.34) as

VOUT

VIN

=
VOUT

∆i

in
VIN

F (s) (4.36)

where in is the signal current in iN due to VIN .
The first term is determined by the output impedance of the folded cascode

circuit and the gate capacitance of the current source transistor of the differential
pair TN . Thus, the expression is

VOUT

∆i
= − 1/goFC

1 + s/ωpo

where ωpo =
goFC

Cg3

(4.37)

goFC is the output conductance of the folded cascode and Cg3 is the total output



82 4.5 Analysis of the Constant-gm Circuit

capacitance, mostly dominated by the gate capacitance of the current source.
The second term is less trivial. We got an increase in the bias current of the

differential pair TN given by gm3VIN , where gm3 is the transconductance of the
current source. This increase of bias current will increase gm1, which in turn will
increase in. Continuing with a small signal model we will write this term as

in
VIN

= kV gm3 (4.38)

where kV reflects the increase of differential current due to V for a small increase in
the bias current. It can be seen that this term can be written as

kV =
1

2
(gm/ID)1 V (4.39)

where (gm/ID)1 is the (gm/ID) ratio of the n-type differential pair. In our case,
since V = 10mV , kV = 0.09. Finally, the complete open loop transfer function is

VOUT

VIN

= −
kV

gm3

goFC

1 + s
ωpo

F (s) (4.40)

which can be rewritten as

VOUT

VIN

= − A0

1 + sA0

ωT

F (s) (4.41)

where

A0 = kV
gm3

goFC

(4.42)

ωT = kV
gm3

Cg3

(4.43)

which is a very reasonable result, since the gain-bandwidth product of our transfer
is dominated by the total output capacitance of the folded cascode.

Using this equations, the current source transistors of the n-types differential
pairs can be sized. Here, we face a trade-off between speed and the length of the
transistors, since if we size it to have minimum length, Cg3 will be minimum, but
unacceptable common mode rejection ratios are obtained. Also we must take into
account the position of the poles in F (s) since the loop could become unstable.

4.5.2 Bias Current Monitor

Another part of the constant-gm circuit that slows down the performance is the
bias current monitor circuit. This circuit (see section 3.3.1 and Figure 3.7) monitors
the bias current of the p-type differential pair in the input stage and generates a
replica for the differential pair TP in the constant-gm circuit. In Figure 4.14 this
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Figure 4.15: Settling time as a function of the input common mode with
the redesign of the constant-gm circuit

circuit is represented by the voltage controlled current source IBP (VCM).
This circuit, formed by 3 current mirrors and a replica of the differential pair,

has to be much faster than the rest of the constant-gm circuit. Then, the current
mirrors will be sized to assure that the frequency doublets they introduce, lie at
much higher frequencies.

The problem with this circuit is that when IBP (VCM) tends to 0 all the current
mirrors leave the saturation region and an unacceptable delay is introduced. Thus,
a constant “bias” current has to be added in all these current mirrors in order to
keep them always on the saturation region. Obviously this solution will increase the
total consumption. Therefore, the trade off will be between the amount of current
invested and the error in the copy of the current due to the maximum acceptable
size for the mirrors transistors.

4.5.3 Redesign of the Constant-gm Circuit

Taking into consideration the limitations considered in this section, we rede-
signed the current source transistor of the n-type differential pairs and the current
mirrors of the bias current monitor. The size of the current source is W/L = 2/8
and the size of the current mirrors is W/L = 2/6. The added bias current is 100nA.

A simulation using this redesign, which is far from being optimized, yields the
results shown in Figure 4.15. It is clear that a very acceptable result was obtained,
since the total variations due to the transition between differential pairs is less than
500ns compared to almost 5µs in the previous design. In this redesign, the total
current consumption was increased only 300nA which is less than the 5% of the
total previous current consumption.
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Further analysis and simulations are due here, and certainly is a topic of future
research.

4.6 Conclusions
A new hierarchical automated synthesis algorithm was presented. This algo-

rithms successfully synthesizes a rail-to-rail opamp cell to comply with a given total
settling time with minimum power consumption.

The hierarchical approach allow us to independently synthesize each stage,
decoupling the high level specifications from the actual implementation of each stage.
This is a major advantage since we can use different architectures in the input stage,
for example, changing only the input stage synthesis.

The results obtained in section 4.4.1 proves that the developed algorithm suc-
cessfully complies with the total settling time specification, and comparisons with
other designs from the literature presented in Chapter 5, will show that this is truly
achieved with optimum consumption. A first example of the good power consump-
tion achieved was presented in section 4.4.4 with a design using Algorithm 3.1, in
spite of the notorious differences in both designs.

Another mayor achievement was presented in section 4.4.2, where we prove the
feasibility of tuning the performance of the opamp cell through the bias current. The
obtained results showed that we can tune the settling time characteristic of the cell
for over more than 3 decades. Nevertheless, section 4.4.3, showed that, expectedly,
this “tuned” designs don’t have optimum power consumption. Thus, regarding new
designs, a trade-off between reuse with sub-optimum power consumption and quick
re-synthesis of new optimum designs is present.

Finally, the two weakness seen on the performance of this cell have two different
sources. One is a problem with the rail-to-rail input stage architecture, which we use
in spite of its poor frequency response for common mode signals. The constant-gm
circuit was analyzed and redesigned in section 4.5 with a significant improvement in
the settling behavior. Nevertheless, recently, a new rail-to-rail input stage with all
the desirable characteristics of the one used here (constant-gm, robust and universal)
but also with constant slew rate (large signal behavior) and a feed-forward scheme
was presented [6]. Then, taking advantage of the superior performance of this
last architecture, we could redesign our amplifier with this new input stage by
changing the input stage synthesis to suit the different architecture; and this is one
fundamental achievement, since this algorithm has a great degree of independence
from the architecture used to implement each stage. The other problem in the
performance is that the current mirrors of the output stage were synthesized to
operate at almost strong inversion, and thus we end up with an output stage with
a loss of 150mV in the total output swing. This was done so, because the synthesis
algorithm designed the current mirrors based only on their frequency response. As
always, the algorithm can be improved, and the inclusion of a minimum allowable
(gm/ID) ratio for the current mirrors could be easily added.



Chapter 5
Experimental Results

5.1 Rail-to-rail Operational Amplifier in 0.8µm CMOS Te-
chnology

We successfully tested the results obtained in section 4.4, with an experimen-
tal prototype of the opamp cell designed in section 4.4.112. Figure 5.1 shows a
microphoto of the fabricated opamp prototype.

To test the opamp settling behavior we implemented an automatic measure-
ment system using a PC with a GPIB13 card to communicate with the instruments.
The system is presented in Figure 5.2. We use the amplifier in a unity gain confi-
guration, but using a buffer in order to control the capacitive and resistive load our
amplifier has to drive. The amplifier used for the buffer was a JFET input TLE2071,

12There are some minor differences between the size of the transistors of the experimental pro-
totype and those of the cell characterized with simulations in section 4.4. These differences are
due to the use of the final, slightly improved algorithm, for the latter. Refer to Appendix B for a
table of the transistor sizes in the experimental prototype

13IEEE 488 Standard

Figure 5.1: Opamp Cell Microphotograph
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Figure 5.2: Settling time automatic measurement system

which has capacitive load of approximately 15pF at the input.
The signal generator used was the HP3245A, which we used to generate a

square wave signal at different input common modes. Both input and output signals
were registered with a 500MHz, 5GS/s Oscilloscope (Tektronix TDS3052). Finally,
to precisely bias the opamp (D.U.T.: Device Under Test) over all the tuning range,
we use the Semiconductor Analyzer HP4155A.

Then using the GPIB bus we could measure the settling behavior of the opamp
along the input common mode range for every point of the tuning range.

Using this system, we measured the total settling time at 5% for a 0.3V step
amplitude. We add a capacitive load CL = 33pF which, along with the buffer input
capacitance, completes CLtot ' 48pF . Figure 5.3 shows the results of the mea-
surements. A good performance was obtained, and we can see that the expected
behavior of the constant-gm circuit is clearly present. We can see also that the sett-
ling behavior for the last tuning point (IREF = 120nA) didn’t achieve the expected
performance.

To have a better evaluation of the settling behavior of the opamp, Figure 5.4
compares the settling time over the whole tuning range between the simulation of the
synthesis result and the measurements made with the experimental prototype. Here
we see that the prototype is a bit slower compared to the simulations. Nevertheless
a good agreement is achieved between both results, except for the last tuning point,
as anticipated by Figure 5.3.

As we mentioned in section 4.4.2, in this last tuning point, the amplifier is in
the limits of its capabilities, as critical transistors start to enter strong inversion, and
the reusability hypothesis don’t hold any longer. The experimental prototype seems
to have a degraded frequency response, since the step responses are more oscillatory
than expected, particularly for this last tuning point. This might be caused by
the parasitic capacitances introduced by the metal connections in sensitive nodes.
According to the circuit extracted from the layout, this parasitic capacitances are a
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Figure 5.3: Total settling time tuning as a function of the input common
mode range
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Figure 5.4: Comparison between the simulated and experimental total
settling time tuning for three different input common modes
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Figure 5.5: Settling time as a function of the total quiescent current
consumption.

few tens of fF which are in the order of the drain junction parasitic capacitances
calculated in the synthesis algorithm. Therefore, the position of the non-dominant
poles could vary significantly. This is visible in the simulation of the extracted
amplifier including the parasitic capacitances of the metal connections. The circuit
presented a phase margin of only 55o compared to the same extracted circuit without
those metal connections parasitic capacitances, which has a phase margin above 60o.
To prove that this is the reason for the minor oscillations observed in the settling
behavior, we measured the settling time with a load capacitance CL = 22pF , which
completes a total load of CLtot ' 37pF . The oscillations where almost completely
gone, which means that, indeed, our amplifier has a degraded phase margin with
respect to the simulations made.

Figure 5.5 shows the amplifier’s speed-power trade-off. We can appreciate
that the amplifier is limited up to 1µs of total settling time, and also, that for
slow settling times we obtain really low power consumptions. Two remarks are due
here. One, as we showed in section 4.4.3, the power consumption in a particular
tuning point could be greatly improved if we synthesize the amplifier specifically
for that point. Two, in the slowest tuning point showed (100µs), the consumption
is noticeable above the expected value of approximately 100nA. This is because
the bias circuit that generates the two constant input voltages for the constant-gm
circuit differential pairs (see section 3.3.1), consumes 60nA independently of the bias
current. This consumption is negligible in the 1µs settling time design, but almost
equals the rest of the current consumption in this last tuning point.

Table (5.1) presents a comparison between the simulated and experimental
results of the opamp cell in its design point (IREF = 40nA). We choose three
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VCM(V ) -0.7 0.0 +0.7
Sim. Meas. Sim. Meas. Sim. Meas. Notes

IDD(µA) 9.68 9.83 10.34 10.17 10.96 10.43
A0(dB)) 167 > 120 167 > 120 167 > 120 1, RL = ∞
tset(µsec)5% (rise) 0.91 0.91 1.02 0.81 0.95 1.13 2, CL = 48pF
tset(µsec)5% (fall) 1.9 4.9 2.19 5.8 1.64 1.7 2, CL = 48pF
SR(V/µs) (rise) 0.42 0.48 0.45 0.53 0.52 0.38 CL = 48pF
SR(V/µs) (fall) 0.32 0.45 0.39 0.57 0.30 0.38 CL = 48pF
Offset (mV) 8.6 8.1 16.7 3
Area (mm2) 0.083

1: Measured in a previous version of the prototype.
2: Input step has 0.3V amplitude.

3: Measured in follower configuration.

Table 5.1: Opamp Cell characteristics.

different common mode levels where we can appreciate the behavior of the opamp
where only the p-type differential pair is acting (VCM = −0.7V ) and before and after
the undesirable effect of the constant-gm circuit (VCM = 0.0V and VCM = +0.7V ).

The consumption is in excellent agreement with the expected results. As we
saw in Figure 5.4, the rise settling time also has an acceptable agreement. However,
the settling response presents a more oscillatory response because of the degraded
phase margin of the prototype, and although this effect is almost negligible in the
rise response, it has a serious impact on the fall settling behavior.

As we mentioned in section 4.4.1, the output stage has a known oscillatory
effect in the fall settling due to the turn on delay of the current mirrors [3]. In the
work by Silveira [3], this effect although undesired, didn’t had a severe consequence
in the total fall settling time, because the fall slew rate was almost three times
higher than the rise slew rate and the phase margin was 68o. In our work, both slew
rates are approximately equal and most important, the phase margin is severely
degraded. In the lower half of the input common mode range, where we expected
to have over 60o we only have 55o. Then, the oscillations caused by the output
stage take a much longer time to extinguish yielding settling times between 5 and
6 times longer than the rise settling. This is not the case in the upper half of the
input common mode range, where, although the phase margin is also degraded, we
expected to have almost 70o, due to the non-symmetrical behavior of the folded
cascode non-dominant poles, and we end up (always according to simulations) with
approximately 60o. Regarding the settling behavior there is no big difference if the
phase margin is either 60o or 70o, and thus for VCM = +0.7V the settling time
agrees with the simulated results.

Measured offset values are acceptable, and a noticeable increase is appreciated
in the upper half of the input common mode range. This is not unexpected since
different input stages are acting in each half of the input common mode range. Mo-
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Figure 5.6: Offset voltage as a function of the input common mode.

reover, not only each stage has different type of transistors, but also each differential
pair has a different load circuit. Figure 5.6 shows the offset voltage for different bias
currents. Once again, we see that the transition between each input stage is clearly
a function of the reference current, hence is a function of the saturation voltage of
the p-type differential pair current source.

5.2 Comparison with other published results
In this section we will compare the performance of our amplifier with other

published results.
Several figures of merit have been presented to evaluate the speed-power trade-

off achieved by operational amplifiers. In reference [55] the gain-bandwidth divided
by the consumed power is used. However, it makes sense to include the load ca-
pacitance in the trade-off. Therefore, references [7, 8] use the following figure of
merit

FOMS

(
MHz.pF

mW

)
=

GBW.CL

power
(5.1)

However, this figure only compares the small signal behavior of the amplifier.
Therefor we will also use another figure of merit [8], that takes into account the
large signal behavior of the speed-power trade-off in amplifiers using the slew rate
instead of the gain-bandwidth product,

FOML

(
pF.V/µs

mW

)
=

SR.CL

power
(5.2)

where the average SR of the amplifier is taken.



5. Experimental Results 91

Power Load GBW PM SR FOMS FOML

(mW@VDD) (kΩ/pF ) (MHz) (o) (V/µs) (MHz.pF
mW ) (pF.V/µs

mW )
This work 0.021@2 ∞/50 0.85 > 55 0.47 2024 1119
[3](1) 0.014@2 ∞/10 0.75 68 0.48 536 343
[3](2) 0.048@2 10/22 1.4 50 1.15 642 527
[5] 0.46@1.5 ∞/15 1.3 64 1 42 33
[6] 4.8@3 0.56/33 17.5 60 16.27 93 72
[7] 6.9@3 ∞/40 47 76 69 272 400
[8] 2.45@3 ∞/300 10.4 63.7 3.5 1273 429

Table 5.2: Comparison of the performance of the Opamp Cell.

Table (5.2) presents the comparison of the performance of the opamp cell
against several other published examples. Reference [3] presents the design of seve-
ral amplifiers. Both examples used there, are amplifiers designed in 2µm FD-SOI
technology, which is considered [3] to be “comparable” with our 0.8µm bulk techno-
logy. The first example taken its a simple Miller OTA designed for optimum power
consumption using Algorithm 3.1. This is the same amplifier used for the compa-
rison made in section 4.4.4, and we can appreciate that the most efficient output
stage allowed our design to out-perform the power efficiency of this design in spite
of our rail-to-rail input stage.

The second example from reference [3] is a Miller OTA with the same class
AB output stage used in this work. This second amplifier was also designed for
optimum power consumption using an algorithm similar to Algorithm 4.3 that is
gain-bandwidth driven. An interesting result is that, since the gain-bandwidth is
1.4MHz, the optimum mirror gains found for this amplifier were approximately
the same found in our design (h = 1, k = 8,m = 3). The difference is that the
optimizing algorithm used didn’t take jointly into account the internal and external
slew rates. Thus the algorithm “over-dimensioned” the output stage current, while
the slew rate was determined by the input stage. This explains why our design has
a better figure of merit.

Reference [5] is an amplifier with constant-gm rail-to-rail input stage desig-
ned for low-voltage operation, but with no special consideration for consumption.
The design was made in 0.7µm standard CMOS technology and presents very si-
milar gain-bandwidth and slew rate values. However this comparison shows how
far from optimum consumption a design can be, if consumption is not taken into
consideration during design.

Reference [6] presents an amplifier with a constant-gm, constant slew rate in-
put stage that complies with all the desirable characteristics seen in section 3.2.2.
As we mentioned in section 4.6, this input stage don’t have restrictions in its opera-
ting frequency range, since it uses a feed-forward scheme. What is more interesting
about this input stage is that it works with approximately the same number of co-
pies of the input stage bias current used in the input stage used in this work. Thus
it is feasible of being used with our algorithm, since it wouldn’t jeopardize our power
efficiency.
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The opamp designed in reference [6] includes a class AB output stage that gives
the amplifier high-drive capabilities and makes the design appropriate for video
applications. Nevertheless, both figures of merit shows that the design is quite
far from begin optimum in a power consumption sense, in spite of some minor
considerations mentioned by the authors and its drive capabilities.

Reference [7] presents a three-stage opamp implemented in 0.6µm n-well CMOS
technology. The work is focused in the development of embedded frequency compen-
sation networks. The amplifier achieves high-bandwidth and fast slewing figures for
a capacitive load of 40pF . The authors accurately report a good power efficiency
using the figure of merit presented in equation (5.1). Therefore, we see another
example of the truly optimum power design obtained with the algorithm developed
in this work.

Finally, we took the amplifier designed in reference [8] to compare our work
with an amplifier specially designed to drive heavy capacitive loads (300pF ) and,
therefore, prove that our higher figures of merit are not accounted only for the
relatively high capacitive load driven by our output stage. We can see in Table (5.2)
that our amplifier still has a better power efficiency performance.

5.3 Conclusions
This chapter has shown the experimental results of the reusable opamp cell

synthesized in Chapter 4. Excellent agreement between the settling time specifica-
tions and the measurements was obtained in spite of the expected effect due to the
constant-gm circuit.

The power-speed trade-off can be successfully tuned over more than 3 deca-
des, beyond a 100µs settling time design that has total current consumption below
180nA. A degraded phase margin, partially due to small parasitic capacitance in
sensitive nodes of the circuit, prevent us from achieving settling times below 1µs,
nevertheless the cell proved to have excellent tuning capabilities.

We took the usual figures of merit to measure and compare the power-speed
trade-off against several examples from the literature. We could appreciate that our
design achieves very high figures of efficiency, which proves the true optimization
achieved by the synthesis algorithm.

On the next chapter we will review the conclusions and goals of the whole
work, along with some open lines of future research.



Chapter 6
Conclusions

This thesis presented the development of an automatic synthesis algorithm
intended for micropower operational amplifiers. This algorithm is based in previous
work on this subject that originate with the (gm/ID) methodology proposed and
developed by Prof. Paul Jespers and the staff of the Microelectronics Laboratory,
at the Université Catholique de Louvain (UCL).

The basic automatic synthesis algorithm developed by the UCL, and presen-
ted in Chapter 2 (Algorithm 2.1), is gain-bandwidth driven and has been used to
introduce the application of the (gm/ID) methodology and the idea of design space
exploration (Algorithm 2.2) which has been further improved in this work. This idea
allows us to obtain optimum combinations of the (gm/ID) ratios not only regarding
speed-power trade-offs but in any sense needed by the designer. We have presented
here how to apply this algorithms using a single piece, continuous MOSFET model
that allow us to explore different trade-offs in the selection of several, previously
unexplored, design variables. Nevertheless, these algorithms were based in amplifier
specifications, which prevents us from achieving automatic synthesis starting from
specifications at an application level.

The work done by Prof. Silveira [3] provided a mean to transit from high level
specifications (settling time) to the amplifier specifications and, then to transistor
sizing using the (gm/ID) methodology. The resulting power optimization algorithm
(Algorithm 3.1) was applied to a simple RC compensated Miller amplifier, and
several results were obtained, particularly, the proof of the existence of an optimum
consumption design point. Also, Prof. Silveira [3] presented a new approach for the
design of a class AB output stage that exploits a transconductance multiplication
effect. A need, then, to extend the power optimization algorithm to include amplifier
architectures as this class AB output stage and rail-to-rail input stages, was of
particular interest in the field of analog design automation in low-voltage, power
critical systems.

In this work we could successfully fill this need by developing a hierarchical
synthesis algorithm (Algorithm 4.1) based on the power optimization algorithm
presented by Silveira [3], but decoupling in a great degree the synthesis of each
stage with the high level synthesis of the amplifier. This allows us to use the same
algorithm, with minor changes, for an amplifier with a different input or output
stage architecture.

To further advance in the field of analog design automation, we explore and
review the options in analog design reuse, including a brief review of technology
migration. We proved that an amplifier cell designed to operate in weak or near-weak
inversion, can have its speed-power trade-off tuned over several decades without loss
of performance in other aspects. This was verified in an experimental prototype

93



94

designed using the algorithm developed in this work.
The problems presented by the prototype were mostly due to problems with

the selected architectures. Specially with the selected rail-to-rail input stage, which
failed to perform as expected. After further analysis and redesign of this stage,
an important improvement in the settling behavior was achieved. However, this
improvement could not be included in the fabricated prototype. A second problem,
appear due to the sensitivity of some nodes to parasitic capacitances of such small
values as a few tens of fF . This can be improved with a more careful layout
design. Nevertheless, the loss of performance caused by this problem, could have
been negligible, except for the third and last problem which we encountered.

This last issue, regards a known oscillatory effect of the class AB output stage.
Silveira [3] suggested an auxiliary circuit to overcome this problem. However, it
didn’t work in our design and it was finally dropped from the prototype. An alter-
native was briefly and unsuccessfully searched, and finally the circuit was fabricated
with the known deficiency, since its solution was not a critical objective of this work.

In summary, the main results of this work are:

• It thoroughly reviewed the simple automatic synthesis algorithms for ampli-
fiers, applying a continuous MOSFET model that uses simple single-piece
equations.

• It presented and experimentally verified the possibility of performance tuning
through the bias current in amplifiers.

• It has verified not only the existence of an optimum compensation capacitance
in Miller amplifiers, but also, to our best knowledge, a new expression to
directly estimate its value has been developed. Previous algorithms swept
predefined values of the capacitance and synthesized the whole amplifier in
each of them to obtain the optimum, with the obvious penalty paid in the
needed processing time.

• It presented a new approach to develop a hierarchical automatic synthesis
algorithm that allows the designer to easily decouple the high level synthesis
from each stage synthesis. The approach was applied in the development of a
hierarchical algorithm based on the settling time driven algorithm presented
by Silveira [3], for a rail-to-rail amplifier with a power efficient class AB output
stage.

• Besides some problems encountered with the performance of the architecture,
the synthesis algorithm was successfully verified with an experimental pro-
totype that complies with the design specifications with truly optimal power
consumption.

• Additional results were obtained in the extension of the design space explora-
tion algorithm (Chapter 2) and the design methodology for the cascode bias
circuit presented in Appendix A.
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Future Work

In order to further optimize the resulting amplifier, the constant speed per-
formance over the whole input common mode range could be improved extending
the analysis of the constant-gm circuit. Alternatively, the use of recently proposed
rail-to-rail input stages [6] that overcomes the deficiencies of the selected input stage
could be considered.

Of course, there is also still much to do in the direction of automatic ana-
log design. The hierarchical approach presented here, should be extended to other
amplifier architectures, to prove its major advantages in power consumption opti-
mization. Also, it would be interesting to explore the use of these opamp design
techniques and the reuse concept in a system-level example, to show the power
optimization capabilities in a whole system.
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Appendix A
Low-Voltage Cascode Bias Transistor Design

The summing circuits present in the input stage of the opamp, are implemented
with a folded cascode stage. In these circuits, two voltages must be generated in
order to bias the cascode transistors. Figure A.1 shows the circuit used, where M2
is the cascode transistor, M1 is the transistor to be cascoded and M3 is a diode-
connected transistor used to bias M2. An equivalent pMOS circuit is used to bias
the pMOS cascode transistors. This circuit was first proposed in [56] and a first
study of its design, using EKV model, can be found on [57].

The basic idea proposed in [57], is to fix the drain-source voltage of M1 close
to the drain-source saturation voltage by choosing an adequate operation point for
M3 as a function of the operating point of M1 and M2.

In [57], transistors M1 and M2 were supposed to be working in strong inversion
(M1) and weak inversion (M2) and the EKV expressions on those limits were used
to design M3. Here, as far as we know, we propose a new set of design equations
based on a continuous model valid in all region of operation (ACM), which, hence,
doesn’t depend on the operating point of the transistors.

If Ib is the bias current through M2 and Ib/k is the bias current through M3
we can define a first relation between the operating point of M2 and M3 using
equation (2.3)

ID2

ID3

= k =
if2(W/L)2

if3(W/L)3

(A.1)
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Figure A.1: Cascode transistor bias.
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then

if3 =
if2(W/L)2

k(W/L)3

(A.2)

Recalling equation (2.6), we can write the pinch-off voltage for transistors M2
and M3 as:

VP2 = VD1 + φT f(if2) (A.3)

VP3 = φT f(if3) (A.4)

where

f(if ) =
√

1 + if − 2 + ln
(√

1 + if − 1
)

(A.5)

In equation (A.3) VD1 is the drain voltage of M1 and, as we said, the criterium
will be to fix it close to the saturation voltage. Using equation (2.8), in the case
ε = 1%, we can define VD1 as

VD1 = VDSsat1 + ∆Vmargin = φT

(√
1 + if1 + 3

)
+ ∆Vmargin (A.6)

where ∆Vmargin defines how close we want the drain voltage to the saturation voltage.
Since VG2 = VG3, then VP2 = VP3 and combining equations (A.3) to (A.6)

we obtain the following expression that relates the inversion factor of the three
transistors:

√
1 + if3 −

√
1 + if2 −

√
1 + if1 + ln

(√
1 + if3 − 1√
1 + if2 − 1

)
= 3 +

∆Vmargin

φT

(A.7)

Then, using equations (A.2) and (A.7) we can develop the following method
to design transistor M3. First, we define ∆Vmargin and using equation (A.7) we
obtain the inversion level for transistor M3. Then, we define factor k according to
the current budget, and using equation (A.2), we obtain the (W/L)3 ratio.

It is worth noticing that both equations used, are completely independent of
the technology used, and so, become powerful design tools for this circuit.

The criterium used in this work was to consider ∆Vmargin = 4φT



Appendix B
Size of Transistors in the Experimental Prototype

Differential Pair Output Stage
W 3 L 3 M (gm/ID) W 3 L 3 M (gm/ID)

C.M. 1 7.7 20 15 Ma 13.6 1 1 15
D.P. 2 8.9 10 1 18 Mf 11.2 1 1 15
Folded Cascodes Mb 2 1 8.5 12.3

W 3 L 3 M (gm/ID) Mc 2 1 1 12.3
MFC1 7.7 20 4 15 Md 2 1 3 21.7
MFC3 2.5 2 1 22.8 Me 2 1 1 21.7
MFC5 4.5 2 1 21.9 Mos1 4.1 10 1 3.4
MFC7 2 3.2 1 16.1 Mos2 4.1 10 2 3.4

1: Current Mirrors.
2: Differential Pairs Transistors.

3: W and L in µm.

Table B.1: Transistors sizes in the experimental prototype. M is the
number of parallel transistors.
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