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Abstract—Non-technical losses (NLT) constitute a significant prob-
lem for developing countries and electric companies. The machine
learning community has offered numerous countermeasures to
mitigate the problem. Yet, one of the main bottlenecks consists of
collecting and accessing labeled data to evaluate and compare the
validity of proposed solutions. In collaboration with the Uruguayan
power generation and distribution company UTE, we collected data
and inspected 311k costumers, creating one of the world’s largest
fully labeled datasets. In the present paper, we use this massive
amount of information in two ways. First, we revisit previous work,
compare, and validate earlier findings tested in much smaller and
less diverse databases. Second, we compare and analyze novel deep
neural network algorithms, which have been more recently adopted
for preventing NLT. Our main discoveries are: (i) that above 80k
training examples, the performance gain of adding more training
data is marginal; (ii) if modern classifiers are adopted, handcrafting
features from the consumption signal is unnecessary; (iii) comple-
mentary customer information as well as the geo-localization are
relevant features, and complement the consumption signal; and (iv)
adversarial attack ideas can be exploited to understand which are
the main patterns that characterize fraudulent activities and typical
consumption profiles.

Index Terms—non-technical losses, electricity theft, automatic
fraud detection,

I. INTRODUCTION

Electric power is an essential asset for the society’s develop-
ment, and due to its distributed nature, has been vulnerable to theft
and fraud [1], [2]. The verification of each customer power meter
is untrackable, and therefore, smart ways of detecting potential
fraud and non-technical losses (NTL) are essential. In the last
decades, the machine learning community has offered several
countermeasures to NTL [3], [4], [5], [6]. Yet, one of the main
bottlenecks consists of collecting and accessing labeled data to
evaluate and compare the validity of proposed solutions. In col-
laboration with the Uruguayan power generation and distribution
company UTE, we collected data and inspected 311k costumers,
creating one of the world’s largest fully labeled datasets. The
inspections were carried out by expert personnel over 6 years, and
each client received at least one in place inspection by a certified

electrician. The data was collected across the entire territory of
Uruguay between January 2014 and July 2020.

In the present paper, we exploit the valuable collected data
in two ways. First, we revisit previous work, compare, and
validate earlier findings tested in much smaller and less diverse
databases. Second, we compare and analyze novel deep neural
network algorithms, which have been more recently adopted for
preventing NLT [5], [6], [7]. We begin by describing the collected
data and algorithms tested. Then we present and discuss the
results obtained. We follow reviewing related work and conclude
discussing our findings and perspectives for the future.

II. METHODS

Data A novel fully label dataset of residential and commercial
customers was collected in a joint effort between academia and
industry. 311k clients were inspected by certified electricians to
assess any sign of failure or fraudulent activities in the client
electric installation and meter. The inspections were conducted
through the entire country of Uruguay, between January 2014
and July 2020. For 36.6k out of the 311k inspections (11,8%),
irregularities were detected. After inspection, if any abnormality
is detected, we assign the label of abnormal to the customer,
and otherwise, we label the customer as normal. In addition
to the monthly power consumption and its label, we retrieve
for each customer the additional information: Contracted Power
represents the maximum power contracted by the client; (latitude,
longitude) the geographical location of the meter; Late Payment
the accumulated days of delay of bills payment; and Fraud
History the number of previous irregularities detected among
others [8]. A subset of the additional features is illustrated in
Figure 2. To preserve customers anonymity, we truncated the
latitude and longitude information to a 1km precision.

Feature extraction. Let us assume we study a set of n customers,
for which we know: C = (c1, ..., cm) the measured monthly
consumption for m consecutive month. In the present work, we
set m = 36 and defined the last consumption Cm as the one
prior to the inspection. In addition to the monthly consumption,



complementary features are accessible, as described above, we
denote these as v = (v1, ..., vp). The ground truth label is
represented as y = 1 or y = 0 for the positive (fraudulent) and
negative class, respectively.

One of the earliest approaches to NTL consisted of handcraft-
ing a set of features from the consumption curve [3], [9]. This step
consists of defining a representation (u1, ..., uk) = f(c1, ..., cm),
mapping the input vector of monthly consumption into k features
{ui}. Examples evaluated in this work are (i) the consumption
mean and standard deviation, (ii) the seasonal ratios, defined as
the consumption ratio between last year season and the current
one, (iii) Fourier coefficients (the first 5 are a common choice for
a 3-year consumption signal), (iv) Wavelet Coefficients, (v) and
the coefficients of a polynomial approximation.

Classification Considering as input the raw consumption data
(c1, ..., cm) or handcrafted features (u1, ..., uk), the next step is to
map the input X into a predicted label ŷ. (To define classification
agnostic to the feature selection, denote from now on the input
features as X .) Several classification techniques are popular for
NTL detection. We evaluated the set of more frequent options:
(i) Logistic Regression (LR) [10], [11], [12], (ii) Support Vector
Machines (SVM) [10], [12], [13], [14], (iii) Random Forest (RF)
[11], [15], (iv) Gradient Boosting (GB) [16], and (v) Extreme
Gradient Boosting (XGB) [11], [12], [16].

DNN-Based classification. More recently, the remarkable success
of deep learning transformed the field, and most strategies are
shifting from the feature-extraction and classification paradigm
to an end-to-end learning model. In this context, features and
boundary decisions are jointly discovered in a data-driven fashion.
In the present work, we tested the most popular and relevant DNN
based alternatives: (i) a convolutional neural network (CNN),
(ii) a recurrent long-short term memory network (LSTM), and
(iii) a fully connected multi-layer network (MLP). Networks
architecture is illustrated in Figure 1 and detailed in the Sup-
plementary Material. We tested architectures trained exclusively
on the consumption signal and networks trained to simultaneously
exploit the consumption signal and the complementary features.

Adversarial attacks. One of the most challenging and exciting
aspects of DNN solutions is understanding and interpreting what
these models are learning. In contrast with handcrafted features,
where we intuitively have patters in mind that we want to
represent, neural networks learn optimal patterns in a data-driven
fashion. To understand some of the features and patterns the mod-
els are learning, we implemented an adversarial attack algorithm
as described in the following. Then, by synthetically transforming
a normal consumption into a fraudulent one (and vice-versa), we
can understand some of the patterns being captured by the models
and contrast them with our intuition of the problem.

A linear perturbation method for adversarial attack is presented
in [17]. Let J(θ,X, y) be the network cost function and θ the

Fig. 1: DNN models tested. We tested three kinds of models,
(i) a recurrent network with long-short term memory (left),
(ii) a convolutional network (center), and (iii) a network with
fully connected layers (right). For each model, we compared the
performance learning exclusively from the consumption signal,
and the combination of it with the additional features available.

model parameters. Since the model is differentiable, we can
adjust the input to produce a gradient descent/ascend in the
model predicted output X̃ = X + ε sign(∇XJ(θ,X, y)). (ε)
represent the perturbation step. An iterative application of this
procedure can be exploited to transform the inputs until the
model’s prediction shifts the predicted category (see Results).

Performance metrics. Being a problem with significant class
imbalance, the evaluation of NTL models’ performance is far
from trivial. Because of this complexity, there is no consensus
on the single more appropriate measure [1], [15]. In addition,
the number of selected instances to be inspected is critical and
depends on multiple external factors such as the inspection costs,
and the operational capacity [8]. For this reason we report among
other metrics, ranking measures such as the AUC ROC (area
under the true positive rate and falsepositive rate curve) and the
area under the precision-recall curve AUC PR. We report as well
classical metrics such as the Recall, Precision, f-measure and
Matthews Correlation Coefficient (MCC).

III. RESULTS AND DISCUSSION

Additional features Figure 2 illustrates the distribution of the
data across the country of Uruguay (a) and the distribution of
a subset of additional features (b)-(e). The distance between the
distributions associated with the positive and negative class is pro-
vided. As shown in Figure 2-(b), the payment delay distribution is
shifted to the right for the positive class, suggesting that there is a
positive correlation between a delay on the payment of the bill and
the occurrence of fraud. Similarly, we observed that the history
of fraud tends to be an indication of higher probabilities of fraud
(Figure 2-(c)). In the case of the contracted power (Figure 2-(d)),
a larger percentage of fraud is observed on the set of customer
with lower contracted power. Another interesting observation is
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Fig. 2: Fully labeled data. (a) Geo-localization of a subset of the 311k labeled samples, in orange/blue, is illustrated in positive/negative
samples. Plots (b)-(e) show the distribution of a set of the additional features across both classes; for each, the Wasserstein distance
between the distributions of the positive and negative class is reported. The larger the distance, the larger the difference between the
two distributions, meaning the more relevant the feature is to detect fraud. The number of samples used to estimate each distribution
is provided for each plot . Reading ratio refers to the proportion of data obtained from the meter in site (in some cases where a
meter reading cannot be accessed, the value is estimated by performing a regression with historical data).

the comparatively large number of fraudulent samples for which
the Reading ratio feature is 0 (Figure 2-(e)).

Using Extreme Gradient Busting (XGB) as the classification
model, we compared fraud detection performance when only the
consumption curve is considered, and when we include additional
features as described above (we compare classification algorithm
in the following experiments). Figure 3 shows the precision-recall
curves when XGB is trained exclusively with the consumption
curve (dotted line), when we include the additional contract
information such as the payment delay (dashed line), and finally,
when we use all the information, including the geo-localization
(solid line). This result validates similar results observed in the
past [2], [15]. In this experiment, we only considered those
customers for which 3 years of consumption information prior to
the inspection data was available, from the 311k samples, 168k
verified this condition.

Handcrafted features or raw data? Table I provides the results
obtained for a set of classification strategies, trained to predict
from the raw consumption curve or handcrafted features (we
concatenated the features described in Methods). We can see that
for all the algorithms used the results are superior when using raw
data directly. We conclude then that extracting expert features
is not the best way to work with NTL data. Since in previous
experiments we observed no evident advantage of handcrafting
features, in the rest of this section, we train and test our models
using the raw consumption curve as input

Size of the training set. Since we had the unique opportunity

Algorithm data AUC PR AUC ROC Fmeasure MCC

LR Raw 25,5 64,7 32,0 0,094
Features 19,5 61,9 29,6 0,073

SVM Raw 25,4 64,5 31,9 0,092
Features 19,4 61,7 29,6 0,074

RF Raw 27,3 67,2 33,6 0,106
Features 26,5 66,0 33,3 0,106

GB Raw 27,2 67,5 33,9 0,117
Features 27,1 67,1 33,7 0,116

XGB Raw 26,9 66,5 33,5 0,110
Features 26,5 65,7 32,5 0,102

TABLE I: Classification performance across several feature ex-
traction and classification techniques. “Features” is a set of 30
concatenated hand crafted features detailed in Methods while
“Raw” is the 36 normalized monthly consumption data.

of training with a very large dataset of over 150k examples, we
evaluated how the size of the training set impacts performance.
We observed that above 80k samples, the gain in performance
becomes marginal (see Figure 3).

What DNN-based models are learning? We train DNN models
using the consumption curve and combining it with the addi-
tional features described in Methods. A schematic description
of the models is provided in Figure 1. The three architectures
evaluated (a recurrent, a convolutional, and a fully connected
model) performed similarly. They outperform classical methods
such as SVM, but present competitive results compared to modern
alternatives such as XGB. In that sense, the question of whether
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Algorithm PR AUC ROC AUC Fm MCC Precision Recall

MLP* 25,8 65,5 32,0 0,101 29,5 35,1
CNN* 28,6 67,9 34,1 0,116 33,0 35,3

LSTM* 28,2 66,3 34,2 0,241 35,5 32,3

LR 34,1 71,3 37,9 0,134 33,5 43,6
SVM 34,2 71,4 38,2 0,142 38,6 37,9
RF 38,8 75,2 41,3 0,155 36,1 48,3
GB 40,3 75,9 42,3 0,164 41,0 43,6

XGB 40,5 76,2 42,0 0,159 37,3 48,1
MLP 37,0 73,2 39,8 0,299 38,7 40,9
CNN 38,2 73,8 40,0 0,299 37,9 42,4

LSTM 38,4 73,6 40,4 0,301 37,3 44,2

TABLE II: Performance of all algorithms presented trained on
consumption history and the additional data. The first 3 algo-
rithms (*) were trained using only the consumption time series,
complementing the results of Table I.

Fig. 3: Precision Recall Curve when additional contractual fea-
tures and consumption data is combined, and when the size of the
training set is modified. Training with different set of features is
illustrated with different line styles, the dotted curve represent
the performance of a model trained only on the consumption
curve, the dashed line represent a model that includes additional
information from the customer contract (see Methods), and finally,
the solid line represent the accuracy when all the information
(including the geo-localization) is considered. In addition, solid
lines of different color represent the performance as we change
the size of the training set. We started with 150k training samples
(red) and decreased the size of the training set up to 10k samples
(blue). This experiment was performed considering XGB as
classification algorithm.

Fig. 4: Transforming a normal profile into an abnormal one and
vice-versa. Examples (a-b) represent initially fraudulent curves
(red curve in the background); as the adversarial attack proceeds
(see Methods), we can observe how the curve evolves, and color
becomes closer to blue (meaning the prediction shifts towards
the normal class). Each curve is colored using the output of
XGB model. In contrast, (c-d) show initially normal profiles
(blue curves on the back), iteratively transformed into fraudulent
profiles (red curves on the front).

DNN could potentially become the best tool in the future remains
open. Testing more complex models (i.e., ones with more param-
eters and layers) and a close study of the optimization strategies
constitute exciting future work.

As reported in previous work, performance improves when
additional contractual geographical information is considered [2],
[15]. To understand some of the patterns DNN-bases models are
capturing, we used adversarial attack ideas to modify original
data until the network prediction is modified (see Methods).
Figure 4-(a-b) are examples of fraudulent samples transformed
into typical ones. The opposite is illustrated in (c-d). Notice how
transforming a profile into a fraudulent one typically involves
a drop in consumption (Figure 4-(g)), and an atypical variability
(Figure 4-(h)). On the other hand, to convert a fraudulent example
into a typical one, a smooth seasonal variability is introduced
(Figure 4-(e)), and rather than drooping, consumption oscillates
(Figure 4-(f)).
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IV. RELATED WORK

A revision of relevant works until 2018 is well detailed by
Messinis et al. [1], where databases are categorized according to
their size defined as large those with more than 1,000 records. Our
work complements theirs by comparing a set of relevant solutions
in a new, fully annotated database of over 300k customers in
South America. In contrast with prior work, we do not assume
that customers are normal by default [11], and only consider
ground truth labels after a thoroughly in site inspection. We
also compare novel DNN-bases approaches with classical ones,
validating on a new and extensive database some previous findings
[11], [13]. For example, we validated that categorical features
are important and descriptive, showing significant Wasserstein
distance between the distribution across classes. We also validated
how geographical localization [15] is useful and complementary
[10], [13]. There are very few works that present results on a
dataset of our magnitude, and the present work complements
their findings [10], [11], [12]. Current advances on DNN are
providing remarkable power to extract features in a data-driven
fashion, and our results suggest that previous handcrafted features
[9] no longer provide clear advantages. Our unique findings are
(i) that above 80k labeled customers, the performance increase
seems to be marginal. This has huge practical implications when
a company plans and designs data collection efforts; (ii) to
compare on the same dataset classic approaches and DNN-based
alternatives, and (iii) to use adversarial attack ideas as a way
of learning what data-driven features extraction is capturing as
meaningful indications of fraud and normality.

V. CONCLUSIONS

We presented and discussed a novel fully labeled dataset of
over 311k customers collected across Uruguay. We compared
classic approaches and handcrafted features with modern DNN-
based methods. We observed that the latter could identify general
patterns while optimizing decision boundaries in a unified and
data-driven fashion. Similar performance was regarded across
different network architectures (recurrent, convolutional, and fully
connected). Future work includes comparing these architectures
from a perspective of computational resources, comparing, for
example, their performance as a function of the number of
parameters and the training/prediction time. We exploited ad-
versarial attack ideas to explore some of the most significant
patterns that were capture by networks. Also, we observed that
after approximately 80k labeled customers, the performance gain
is marginal. This conclusion is likely connected to the fact
that we are working with monthly consumption curves, which
are low-dimensional compared to the data collected from smart
meters. Since most of the infrastructure is switching to smart
meters (actually in Uruguay 25% are smart meters), future work
includes re-evaluating the strategies summarized in the present

work in this new future scenario. The coexistence of measurement
technologies is a challenge to explore new approaches with multi-
resolution algorithms.
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