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ABSTRACT

We introduce Net-GAN, a novel approach to network anomaly de-
tection in time-series, using recurrent neural networks (RNNs) and
generative adversarial networks (GAN). Different from the state of
the art, which traditionally focuses on univariate measurements,
Net-GAN detects anomalies in multivariate time-series, exploit-
ing temporal dependencies through RNNs. Net-GAN discovers the
underlying distribution of the baseline, multivariate data, without
making any assumptions on its nature, offering a powerful approach
to detect anomalies in complex, difficult to model network moni-
toring data. We present preliminary detection results in different
monitoring scenarios, including anomaly detection in sensor data,
and intrusion detection in network measurements.
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1 INTRODUCTION

Network monitoring data generally consists of hundreds or thou-
sands of counters periodically collected in the form of time-series,
resulting in a complex-to-analyze multivariate time-series process
(MTS). In particular, detecting anomalies in such multivariate, tem-
poral data is challenging. Without loss of generality, we refer to
the MTS as a set of n, non-iid time series sampled at the same
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rate, referred to as xt = {xt (1),xt (2), . . . ,xt (n)} ∈ IR
n . Current

approaches to anomaly detection tackle this challenge by either
focusing on univariate time-series analysis – running an indepen-
dent detector for each time-series xt (i), or by considering multi-
dimensional input data x ∈ IR

n at each time t , neglecting the tem-
poral aspects of the MTS. To improve the state of affairs we propose
Net-GAN, a novel unsupervised approach to anomaly detection in
MTS data, based on Recurrent Neural Networks (RNNs), trained
through a Generative Adversarial Networks framework (GAN) [2].

The usage of generative models for semi-supervised anomaly
detection helps to solve two major problems faced in this specific
field: the high imbalance between normal operation and anomaly
instances, as well as the lack of labeled instances for learning and
validation purposes. Generative models such as Variational Auto-
Encoders (VAEs) or Generative Adversarial Networks (GANs) are
powerful approaches to learn the underlying distributions of data
samples, in a purely data-driven, model-agnostic manner. Such
models can be used in the practice to construct better baselines
(i.e., profiles for normal operation) for the anomaly detection task,
improving the identification of instances which deviate from this
baseline. Examples of VAEs and GANs for anomaly detection are
presented in [6] and [7], respectively. Most of previous work in this
direction treats data as temporally independent samples, loosing
the information provided by causality and temporal correlation.

To capture the temporal correlations characterizing an MTS, we
adapt the original GAN model proposed in [2], replacing the multi-
layer perceptrons by recursive, LSTM networks for both generator
and discriminator models. The input data is therefore sequences
of multi-dimensional measurements, of length T : {xt−T , ...,xt }.
Net-GAN is inspired by previous work on GANs for time-series
synthesizing and anomaly detection [1, 3, 4].

2 THE NET-GAN APPROACH

Fig. 1 depicts the Net-GAN architecture and both the model training
and anomaly detection procedures. In the training phase (left), the
generatorG draws synthetic sample sequencesG(z) from Gaussian
noise – the latent space Z , with the objective of deceiving the dis-
criminator D, which in turn learns to determine whether training
samples are real or derived from the generative distribution. The
classification result proposed by D is additionally fed back to G,
serving as a reinforcement loop to guide the generation process. As
both G and D compete to achieve their adversarial tasks, synthetic
samples becomemore andmore “realistic”, and the discriminator be-
comes robust to noise, improving the detection of non-conforming



SIGCOMM ’20 Demos and Posters, August 10–14, 2020, Virtual Event, USA García et al.

Figure 1: Net-GAN architecture and its application.
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Figure 2: Synthetically generated time-series.

(i.e., out of the baseline) samples. In the application phase (right),
the trained discriminator D∗ acts naturally as an anomaly detector,
detecting deviations from the baseline, through a discrimination

loss function. The trained generator G∗ is also used to improve
detection performance, serving as baseline generation; by doing an
inverse search in the latent space – for example, by constructing
an inverse model for the generator [7], we find the sample z ∈ Z

which generates the closest sample to the tested one, producing a
residual loss. Finally, both the discrimination and the residual loss
functions are combined into an anomaly score, which is compared
to a calibrated threshold to take the final decision.

3 PRELIMINARY EVALUATION RESULTS

We evaluate Net-GAN’s anomaly detection performance on two
different publicly available datasets, here referred to as CPS [3]
and SYN-NET [5], respectively. The CPS dataset consists of syn-
thetically generated attacks targeting industrial control systems, in
particular a safe water treatment plant. It includes sensor measure-
ments for 51 different physical properties related to the plant and
the water treatment process. In total, 946.722 samples are collected
with a 1-second resolution, over 11 days. The SYN-NET dataset is
a synthetically generated dataset for network intrusion detection,
including normal operation traffic generated by a group of 25 users
(e.g., HTTP/HTTPS browsing, FTP file transfer, SSH and mail, etc.),
with controlled attacks over-imposed, of very different nature. In
particular, we test Net-GAN for the detection of botnet traffic (0.2%
of total flows), DDoS attacks (4.3%), port scan activity (16.6%), and
infiltration activity (only 36 flows). SYN-NET consists of more than
a million flows – 83%/17% benign/malign traffic.
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Figure 3: Detection of anomalies in CPS data.
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Figure 4: Detection of attacks in SYN-NET data

To show the generation/synthesization capabilities of Net-GAN,
Fig. 2 depicts some of the (min-max normalized) time series gen-
erated by the trained generator G∗, along with the corresponding
real time-series. To reduce noise, samples are aggregated in time-
windows of 10’. Time-series of higher magnitude are better recon-
structed (TS1 and TS2), whereas noisy ones – such as TS3, are more
difficult to track.

Fig. 3 reports the detection performance achieved by Net-GAN
in the CPS dataset. For simplicity, we only useD∗ as detector. While
results are preliminary, Net-GAN detects 56% of the attacks with
a FPR below 1%. Finally, Fig. 4 reports the detection performance
in the SYN-NET dataset, for the four considered network attacks.
About 93%, 100%, 89%, and 78% of the attacks are detected with a
FPR below 1%, for botnet, infiltration, port scan, and DDoS, respec-
tively, showing promising results. Being purely data-driven, we are
currently working with bigger network measurement datasets to
improve Net-GAN generation capabilities.
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