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I believe that at the end of the century the use
of words and general educated opinion will have
altered so much that one will be able to speak of
machines thinking without expecting to be con-
tradicted.

Alan Turing
Computing Machinery and Intelligence

Oct., 1950
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Summary

The application of machine learning models to the analysis of network traffic mea-
surements has largely increased in recent years. In the networking domain, shallow
models are usually applied, where a set of expert handcrafted features are needed
to fix the data before training. There are two main problems associated with this
approach: firstly, it requires expert domain knowledge to select the input features,
and secondly, different sets of custom-made input features are generally needed
according to the specific target (e.g., network security, anomaly detection, traffic
classification). On the other hand, the power of machine learning models us-
ing deep architectures (i.e., deep learning) for networking has not been yet highly
explored. These models have had huge success in various domains, notably in com-
puter vision, natural language processing, machine translation, and more recently
in gaming. The main goal of this work is to explore the power of deep learning
models to enhance the analysis of network traffic measurements. To this end, the
specific problem of detection and classification of network attacks is studied. As a
major advantage with respect to the state-of-the-art in the field, the evaluation of
different raw-traffic input representations, including packet and flow-level ones, is
considered. Different deep learning architectures are explored, including convolu-
tional neural networks and long short-term memory recurrent neural networks as
core layers. In addition, three different datasets are crafted from publicly available
network traffic captures and used for calibrating the considered input represen-
tations, as well as training and validating the proposed models. Different deep
learning models are compared to a random forest model – commonly accepted as
a highly accurate model for network traffic analysis, using the same raw input
representations. In the malware detection task, a detection accuracy of 77.6% and
98.5% was achieved for packet and flow input representations respectively. For
the malware classification task, an overall accuracy of 76.5% was achieved. In all
evaluation tasks, the proposed deep learning models outperform the random for-
est ones. These initial results suggest that deep learning can be used to enhance
malware detection without requiring expert domain knowledge to handcraft input
features, opening the door to a broad set of potential applications for deep learning
in networking.
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Chapter 1

Introduction

The popularity of Deep Learning has dramatically increased in the last few years,
due to its outstanding performance in various domains, notably in image, audio,
natural language processing, and more recently in gaming.

A major breakthrough in deep learning came in 2012 when a deep Convolu-
tional Neural Network (CNN) won for the first time the largest contest in ob-
ject recognition (ImageNet Large Scale Visual Recognition Challenge, ILSVRC).
Krizhevsky et al. [1] presented a model based on a CNN trained using Graphics
Processing Units (GPUs). The authors of the AlexNet model won the challenge
by a wide margin, bringing down the state-of-the-art top-5 error rate from 26.1%
to 15.3%. One of the most powerful characteristics of these models is their ability
to learn feature representations from raw input or basic, non-processed data. For
example, a CNN trained for image classification can learn to recognize edges and
more complex structures along the sequence of neural layers, using as input only
the image RGB pixel values (refer to [2] for a detailed example). One of the key
reasons making deep learning models widely used today is the increasing compu-
tational power and the availability of larger datasets to perform the training, as
well as several improvements in the techniques associated to train deep models [3].
Regarding this last point, it is notable the work of Hinton et al. [4] – providing a
novel training algorithm for deep networks to achieve good solutions in real practi-
cal problems. A brief introduction to the basics of Deep Learning and its most-well
used layers is presented in Chapter 2.

In the networking field, there have been many efforts over the past 20 years
applying mainly conventional, shallow-like machine learning models to network
measurements; there is a broad number of surveys [5–11] over-viewing the lit-
erature on the application of machine learning to diverse networking problems,
including traffic prediction, traffic classification, traffic routing, congestion con-
trol, network resources management, network security, anomaly detection, QoS
and QoE management. Nowadays, papers addressing more modern flavors of ma-
chine learning and their application in Networking are starting to be seen, e.g.,
with initial results on deep learning [12, 13], transfer learning [14], explainable
AI for network security [15], deep reinforcement learning for network manage-
ment [16–18], etc. A common trend that is found in the existing literature is that,
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for the most part of the papers doing machine learning for networking, there is
a very strong dependence on the particular features used to represent the inputs,
these being in general network packets aggregated at different granularities, such
as flows, sessions, or even time-based aggregations. In this context, a feature vec-
tor of expert-handcrafted features is built to achieve the best results, being this
the critical step on which the success of the model relies. More details about the
related work on machine learning and deep learning applied to the analysis of
network traffic measurements are presented in Chapter 3.

In this work, three specific limitations – among other challenges, are identi-
fied when addressing network traffic measurement problems using conventional,
feature-dependent machine learning approaches. Firstly, there is a lack of stan-
dardized and well-accepted (labeled) datasets to train and test these models, and
in particular of raw, full-packet capture datasets, which could be eventually used
to build different input representations for the particular tasks. Different from
other AI-related domains, where well established, publicly available datasets are
available for testing, evaluation and benchmarking purposes (e.g., ImageNet in
image processing), it is very difficult to find appropriate public datasets to as-
sess machine learning for networking. While one of the main reasons for this
lack clearly arises from the data’s sensitive nature – including end-user privacy,
other limitations come from the efforts required to build proper and representa-
tive datasets in networking. Given the scale of Internet-like networks, the massive
volumes of data, and the multiplicity of operational conditions, building such a
representative dataset is a daunting task. Secondly, there is a systematic lack of a
consensual set of input features to tackle specific tasks, such as network security,
anomaly detection or traffic classification; each paper in the literature defines its
own set of input features for the considered application, hindering generalization
and benchmarking of different approaches. Last but not least, networking data is
very dynamic and consists of constantly occurring concept drifts – changes in the
underlying statistical properties, causing static handcrafted features to fail over
time.

To take steps in improving these limitations, this work explores the end-to-
end application of deep learning models to complement conventional approaches
for network measurements analysis, using different representations of the input
data. As a representative networking application, the specific problem of malware
traffic detection and classification through deep learning models is addressed, using
raw, bytestream-based data as input. Two different raw input representations
are considered: Raw Packets and Raw Flows. Also, three different datasets are
crafted from publicly available network traffic captures, and used to construct
the corresponding input representations and to train and validate the malware
detection and classification models. The details of the input representations and
the construction of the datasets are provided in Chapter 4, and the deep learning
architectures used to tackle each specific problem are introduced in Chapter 5.
In terms of malware detection performance, detection accuracies of 77.6% and
98.5% were achieved using the Raw Packets and Raw Flows input representations,
respectively. As for the malware classification task, an overall accuracy of 76.5%
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was achieved. In all scenarios, the proposed deep learning models outperform a
powerful random forest model. The random forest model was chosen based on the
generally outstanding detection performance shown by the model in the literature,
using domain expert input features. The details of the different experiments and
the corresponding discussion on the obtained results are presented in Chapter 6.
Initial results of this work suggest that deep learning can be used to enhance
malware detection without requiring expert domain knowledge to handcraft input
features, opening the door to a broad set of potential applications for deep learning
in networking. Concluding remarks and future work are presented in Chapter 7.
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Chapter 2

Deep Learning

Goodfellow et al. [3] define deep learning [19,20] as an approach to Artificial Intel-
ligence (AI). Specifically, it is a particular kind of machine learning that achieves
great power and flexibility by learning to represent the world as a nested hierarchy
of concepts, with each concept defined in relation to simpler ones, and more ab-
stract representations computed in terms of less abstract ones. Fig. 2.1 illustrates
the relationship between different AI disciplines, and shows how deep learning is a
kind of representation learning, which is in turn a kind of machine learning, which
is used for many but not all approaches to AI.

Deep learning
Representation

learning
Machine
learning

AI

Figure 2.1: A Venn diagram showing the relationship between AI, machine learning, represen-
tation learning and deep learning [3].

With the major advances in computational processing capacity, notably
through the massive production and adoption of Graphics Processing Units
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(GPUs) and more recent Tensor Processing Units (TPUs)1, and the surge of data
availability over the past decade, deep learning has made it to the top of the AI
agenda. Deep learning has dramatically improved the state-of-the-art in multiple
domains, including speech recognition, visual object recognition, object detection
and many others such as genomics. Different from conventional machine learn-
ing, deep learning is extremely data-driven and somehow agnostic to the specific
type of data, requiring very big amounts of it to learn, in a completely black-box
fashion.

One of the most powerful characteristics of deep learning models is their abil-
ity to extract high-level, abstract features from raw or basic, non-processed data.
This is done by inferring representations that are expressed in terms of other, sim-
pler representations. The key behind deep learning is the so-called representation
learning paradigm [21], which offers a set of methods allowing a machine learn-
ing algorithm to automatically discover the best data representations or features
from raw data inputs. Deep learning methods are basically representation learning
methods with multiple levels of representation or abstraction, obtained by com-
posing simple but non-linear consecutive transformation steps or layers, each of
them providing a more abstract representation of the data.

Worth mentioning are two major milestones enabling a successful and massive
application of deep learning to data-driven problems, led by the dubbed “God-
father of deep learning”, Geoffrey Hinton: in 2006, Hinton et al. [4] introduced
a novel and effective way to train very deep neural networks by pre-training one
hidden layer at a time, using the unsupervised learning procedure for restricted
Boltzmann machines [22]. Later on, in 2012, one of his students, Alex Krizhevsky,
designed a deep convolutional network called the AlexNet, which strongly helped
to revolutionize the field of computer vision, by almost halving the error rate
for object recognition at the 2012 ImageNet challenge [1]. This precipitated the
rapid adoption and popularity of deep learning in computer vision problems, nat-
urally extending later on to other domains. Also worth mentioning are the recent
developments in Deep Reinforcement Learning [23], playing a critical role in to-
day’s success of deep learning, notably through the popular implementations of
AlphaGo, AlphaZero, and more recently AlphaStar, all of them by research teams
at Google DeepMind2.

When introducing these concepts, one reference that comes to mind is the
usage of artificial neural networks. Nowadays, the term deep learning appeals to
a more general principle of learning multiple levels of composition, which can be
applied in machine learning frameworks that are not necessarily neurally inspired.
Nevertheless, many of the major breakthroughs of deep learning still fall within
the scope of different kinds of deep neural networks-based models.

In the rest of this Chapter, a brief introduction to the different parts involved
in commonly used deep learning models are introduced, bringing some theoretical

1Google. Cloud TPUs - ML accelerators for TensorFlow, Google Cloud Platform,
https://cloud.google.com/tpu/

2DeepMind: the world leader in artificial intelligence research and its application for
positive impact, https://deepmind.com/
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2.1. Mathematical model of a single unit

background to the subject. This Chapter does not pretend to be an exhaustive
guide to the field, but to introduce some basic concepts that can help the reader
to follow up the ideas over the rest of the work. The following sections are heavily
based on [3], [24] and [25]. The interested reader is encouraged to go through them
in order to delve into more detail.

2.1 Mathematical model of a single unit
Artificial Neural Networks are a very powerful and flexible family of parametric,
differentiable functions. Fig. 2.2 shows the mathematical model of a neural network
unit. It has been primarily inspired by the goal of modeling how a neuron works,
but this model was later found to be very coarse [26]. The output of the unit is
the result of applying an activation function (or non-linearity) to a weighted sum
of the inputs plus a vector called bias:

output = f

(∑
i

wixi + b

)
(2.1)

w
0 x

0

w1x1

w 2
x 2

f

(∑
i

wixi + b

)

x0

∑
i

wixi + b f

w0

Figure 2.2: Mathematical model of a single neural network unit.

Every activation function takes a single number and performs a certain fixed
mathematical operation on it. It is in charge of deciding if the neuron has to fire
or not (using the brain analogy). Fig. 2.3 shows some commonly used activation
functions for neural networks. The ReLU activation function is one of the most
used in practice. It computes the formula f(x) = max(0, x), i.e., returns zero when
x < 0 and is linear with slope 1 when x > 0. Compared to other non-linearities
that involve expensive operations, the ReLU can be implemented by simply thresh-
olding a matrix of activations at zero.

The learning process of neural networks involves finding the best set of weights
wi (eq. 2.1) that minimizes a certain loss function. The largest difference between

7



Chapter 2. Deep Learning

Figure 2.3: Commonly used activation functions for neural networks [24].

linear models and neural networks is that the non-linearity of a neural network
causes most loss functions to become non-convex. For this reason, neural networks
are usually trained by using iterative, gradient-based optimizers that merely drive
the cost function to a very low value, being Stochastic Gradient Descent (SGD)
and its variations the most used in practice. Unlike convex optimization, where
convergence is guaranteed starting from any initial parameters, non-convex opti-
mization has no such guarantee and its very sensitive to the parameter’s initializa-
tion. For example, for fully-connected neural networks, it is important to initialize
all weights to small random values, while the biases may be initialized to zero or
to small positive values [3].

2.2 Fully-Connected
For regular neural networks, the most common layer type is the Fully-Connected
layer (FC) in which units between two adjacent layers are fully pairwise connected,
but units within a single layer share no connections. The output of each unit
is connected to the input of every unit in the following layer, with no recursive
connections present. Fig. 2.4 shows an example of a neural network topology using
a stack of fully-connected layers.

Hidden
layer 1

Input
layer

Hidden
layer 2

Output
layer

Figure 2.4: A 3-layer neural network with 3 inputs, 2 hidden layers of 4 units each and one
output layer.

8



2.3. Convolutional Neural Networks

2.3 Convolutional Neural Networks
Convolutional Neural Networks (CNNs) are a specialized kind of neural networks
that use the mathematical operation called convolution in place of general matrix
multiplication in at least one of their layers. CNNs are specially useful for pro-
cessing data that has a known, grid-like topology. Examples include time-series
data and image data, among others. Convolution leverages three important ideas
that can help improve a machine learning system: sparse interactions, parameter
sharing and equivariant representations.

A typical layer of a convolutional network consists of three stages (Fig. 2.5).
In the first stage, the layer performs several convolutions in parallel to produce a
set of linear activations. In the second stage, each linear activation is run through
a nonlinear activation function. In the third stage, a pooling function is used to
modify the output of the layer further.

Input to layer Convolution stage:
Affine transform

Detector stage:
Nonlinearity Pooling stage Next layer

Convolutional Layer

Figure 2.5: The components of a typical convolutional neural network layer.

2.3.1 Pooling
The main goal of the pooling function is to progressively reduce the spatial size
of the representation to reduce the amount of parameters and computation in the
network, and hence to also control overfitting. Overfitting occurs when the model
starts to memorize patterns in the training samples and in turn loses the ability
to generalize (the power of prediction over unseen data).

A pooling function replaces the output of the net at a certain location with a
summary statistic of the nearby outputs. For example, the max pooling operation
reports the maximum output within a rectangular neighborhood. Fig. 2.6 shows
an example of a max pooling operation applied to 1D data.

y

x

Single depth slice max pool with 1x4 filters
and stride 4

1 1 12 4 5 6 7 8 023 4 8 3

Figure 2.6: Max pooling operation of size 4 applied to one-dimensional data.
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2.4 Recurrent Neural Networks
Recurrent Neural Networks (RNNs) are a family of neural networks for processing
sequential data. The term “recurrent” is associated with the fact that the output
vector of a RNN is influenced not only by the actual input, but also on the entire
history of inputs that have fed-in in the past, allowing information to persist.

Fig. 2.7 shows a diagram of a standard –vanilla– RNN block. The block A
looks at some input xt and outputs a value ht. A loop allows information to be
passed from one step of the network to the next. Unrolling this unit shows that
the RNN consists of multiple copies of the same network, each passing a message
to a successor. This chain-like nature reveals that RNNs are intimately related to
sequences and lists. In the last few years, RNNs have been applied to a variety
of problems, including: speech recognition, language modeling, translation and
image captioning [25].

=

 

A

xt

ht

x0

h0

x1

h1

x2

h2

A A A A

ht

xt

Figure 2.7: An unrolled recurrent neural network.

2.4.1 Long Short-Term Memory
Standard RNNs can have some problems when leading with long-term dependen-
cies. When the existing gap between the relevant information to be used and the
point where it is needed is small, RNNs can learn to use the past information.
However, as this gap grows, RNNs become unable to learn to connect the infor-
mation. The main reason behind this behaviour is the vanishing and exploding
gradients caused by repeated matrix multiplications in the learning process of the
RNNs. Long-Short Term Memory (LSTM) networks solve this problem by re-
placing the simple update rule of the standard RNN (usually, applying the tanh
function) with a gating mechanism. The repeating module in an LSTM contains
four interacting layers. The key to LSTMs is the cell state. The cell state works
similarly to a conveyor belt: it runs straight down the entire chain, with only
some minor linear interactions. The LSTM have the ability to remove or add in-
formation to the cell state, carefully regulated by structures called gates. Gates
are a way to optionally let information through. They are composed out of a sig-
moid neural net layer and a pointwise multiplication operation. The sigmoid layer
outputs numbers between zero and one, describing how much of each component
should be let through. LSTMs has three of these gates, to protect and control the

10



2.5. Easing the training process

cell state. Fig. 2.8 pictures this process, where the differences between the simple
update rule of the standard RNN and the gating mechanism used in the update
rule of LSTMs can be seen.

(a) Update rule in a standard –vanilla– RNN.

(b) Gating mechanism in the update rule of a LSTM network.

Figure 2.8: Differences between the internal modules of standard RNNs and LSTMs.

2.5 Easing the training process
The learning process of deep learning models can be tricky. However, there are
some state-of-the-art techniques that can help to ease the training process. Specif-
ically, focus will be made on batch normalization and dropout.

2.5.1 Batch Normalization
In the training process of deep neural networks, the distribution of each layer’s
inputs changes as the parameters of the previous layers change. This behaviour
slows down the training by requiring lower learning rates and careful parameter
initialization. Batch Normalization [27] addresses this problem. The idea is as
follows: while training, the layer inputs are normalized for each mini-batch and

11
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this is included as a part of the model architecture. As a result, much higher
learning rates can be used and the model becomes less sensitive to initialization.

2.5.2 Dropout
Dropout [28] is a technique for regularizing neural networks (i.e., controlling over-
fitting). In a nutshell, the key idea is to randomly drop units (along with their con-
nections) from the neural network during training. Under this scenario, each unit
learns to detect a feature that is generally helpful for producing the correct answer
given the combinatorially large variety of contexts in which it operates. Overfitting
can be reduced by using dropout because it prevents complex co-adaptations on
the training data. On each presentation of each training case, each hidden unit is
randomly omitted from the network with a probability p, so a hidden unit cannot
rely on other hidden units being present.

Another way to view the dropout procedure is as a very efficient way of per-
forming model averaging with neural networks. A good way to reduce the error
on the test set is to average the predictions produced by a very large number of
different networks. This is called as bootstrap aggregating or bagging. The stan-
dard way to do this is to train many separate networks and then have all of the
models vote on the output for test examples, but this is computationally expensive
during both training and testing. Dropout can be thought of as a method of mak-
ing bagging practical for ensembles of many large neural networks in a reasonable
time. Fig. 2.9, taken from the original paper, shows an ensemble of different
sub-networks trained as a consequence of using Dropout.

Figure 2.9: Ensemble of sub-networks trained as a consequence of using Dropout. Figure taken
from the original paper [28].

12



Chapter 3

Related Work

In this Chapter, a selection of papers that represent the state-of-the-art regard-
ing machine learning –and particularly deep learning– applied to the analysis of
network traffic measurements is presented.

3.1 Shallow Machine Learning
The application of machine learning models to general network measurement prob-
lems is largely extended in the literature. Traffic prediction and classification [11]
are two of the earliest machine learning applications in the networking field. In [5],
authors present a recent and very comprehensive survey on machine learning
for networking, discussing different applications and associated challenges. Simi-
larly, [29] describe basic machine learning concepts, and discuss their application in
communication networks. Other diverse surveys and papers overview the vast lit-
erature on the application of machine learning to multiple networking problems, in-
cluding traffic prediction, traffic classification [11], routing and congestion control,
network resources management, network security [8], anomaly detection [30–32],
QoS and QoE management [33,34], and more [6, 7, 9, 10,35].

Besides direct application of machine learning, other papers elaborate on more
holistic approaches to introduce learning into communication networks, ranging
from the seminal work of Clark et al. [36] proposing the “Knowledge Plane” for the
Internet – a pervasive, distributed system within the network that would provide
the required levels of abstraction and end-to-end visibility to realize an AI-boosted
Internet, to more recent proposals taking advantage of current network flexibility
to enable machine-learning capable networking [37,38].

Some of the most popular machine learning models used in the networking
domain include: rule-based models, such as decision trees and random forest,
feed-forward neural networks, SVM, k-Nearest Neighbours (k-NN), K-Means and
DBSCAN, but the list is as vast as the associated literature. In most cases, the
core of the learning problem falls within the design and selection of a set of features
carefully built by domain expert knowledge. In simple words, the challenge has
been so far on the feature engineering process.
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3.2 Deep Learning

At the moment of writing this thesis, most of the articles presented in the literature
that mention the use of deep learning for the analysis of network traffic measure-
ments are mainly based on using the models to perform feature selection/extraction
and classification from a set of selected, carefully-built expert features. Next, the
most relevant papers are discussed.

In the cybersecurity domain, there are several works that tackle problems such
as anomaly-based network intrusion detection [12, 13, 39, 40] and impersonation
attack detection [41]. In addition, network traffic classification is the subject
of [42–45], while [46] particularly explores network protocol recognition. More
recently, the Internet of Things (IoT) has gained importance in the network traffic
measurement analysis field [47].

In [39], D. Kwon et al. reviewed seven papers about deep learning models em-
ployed for anomaly-based network intrusion detection, all of which mainly discuss
methodologies in terms of data dimensionality reduction and classification. All the
papers use either KDD-Cup 1999 dataset [48] or its successor NSL-KDD [49], which
solves some of the inherent problems of the first (e.g., huge amount of redundant
records). These datasets are widely used in the literature, they consist of 41 pre-
calculated features and several instances. However, both datasets are heavily crit-
icized for not being representative enough of existing real networks [50]. U. Fiore
et al. [40] also tackle a similar problem, but with a semi-supervised approach using
a Discriminative Restricted Boltzmann Machine (DRBM) [51], i.e., a RBM [22]
that is trained more specifically to be a good classification model. DRBMs couple
the ability to express much of the variability of the data –given by the generative
model– with the good classification accuracy derived from the discriminative clas-
sifier. The dataset used for training the DRBM was the KDD-Cup 1999, where the
authors manually selected 28 features out of 41. A different approach is carried
out by B. J. Radford et al. in [13]. Instead of using network flows/sessions data,
network traffic logs for cybersecurity monitoring are used. This is quite common
when the goal is to detect attacks that are generated not only from inside the
network, but also from commands directly inserted into a critical unit. The au-
thors used a LSTM RNN to learn ordered sequences of normal network traffic and
then evaluate the ability of this model to detect malicious activity on the same
network. They do this in an unsupervised way, without the assistance of labeled
training data. The dataset used for this research is a public dataset for intrusion
detection from the University of New Brunswick’s Canadian Institute for Cyber-
security (CIC) and the Information Security Centre of Excellence (ISCX), referred
as ISCXIDS2012 [52]. Also in the cybersecurity field, M. E. Aminanto et al. [41] fo-
cused on optimizing the impersonation attack detection over Wi-Fi networks. The
dataset used in this case is AWID (Aegean Wi-Fi Intrusion Dataset, [53]), which
consists of 154 pre-calculated features. The authors used a two-layer FC artificial
neural network for feature selection and then a Stacked Auto Encoder (SAE) as
a classifier, where the feature extraction stage is deployed in the SAE implicitly.
SAE is a neural network with multiple layers of auto encoders, i.e., an unsuper-
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vised learning model that is trained to learn a representation of the inputs, so as
to output a function x̂ that is similar to input x. Different kinds of tests are per-
formed using either all the classes or just two (whether the instance is an attack
or normal traffic), using both balanced and unbalanced splits for performing the
training.

Concerning network traffic classification, Z. Wang et al. presented in [46]
a deep neural network for feature learning using FC networks and SAE. Their
main goal is to perform network protocol recognition and anomalous protocol
detection using a dataset made up of TCP flows collected from an internal network.
Interestingly, they show that the distribution of byte-features discovered over the
payload data is consistent to traditional methods used for feature engineering. Two
different approaches are followed by W. Wang et al. in [42] and [43], using both
2D-CNN and 1D-CNN models to perform network traffic classification. Working
with raw network traffic captures, they transform network flows and sessions (bi-
direction flows) into images to fit as an input for the CNN models, using either the
information of all the layers, or only from the application layer. In [42] the authors
also presented a new dataset, named USTC-TFC2016, which they used to benchmark
the different models. Moreover, in reference [44], M. Lotfollahi et al. presented a
framework for encrypted traffic classification using CNN and SAE at the packet
level. The dataset used for this work is the VPN-nonVPN dataset from CIC and
ISCX, referred as ISCXVPN2016 [54], which consists of both encrypted and non-
encrypted traffic captures of different applications in pcap format. Before training,
some pre-processing of the pcap files is performed in order to prepare the network
traffic data so that it can be fed into the models properly. Furthermore, M. Lopez-
Martin et al. presented in [45] a flow statistics-based supervised method composed
by different deep learning models in order to classify the service being used by an
IP network flow. For each network flow –only TCP and UDP are considered– a
time-series of feature vectors is built, where each element contains the features of a
packet in the flow. For each packet, the authors extract six features: source port,
destination port, the number of bytes in packet payload, TCP window size, inter-
arrival time and direction of the packet. The authors considered the information
contained in the header packets but not the payloads. All captures were held over
the RedIRIS, the Spanish academic and research network and the service labeling
of the dataset was made using the well-known nDPI-ntop tool [55]. Three different
models were trained: a pure CNN model, a pure LSTM model and a combination
of both, being the latter the one that achieved the best performance. In the case
of the CNN model, the authors considered the matrix formed by the time-series
of feature vectors as an input image. As for the LSTM, the model is trained
with a matrix of values with two dimensions: the temporal one and the vector of
features. Finally, in the combined model, the final tensor of several CNNs chained
is reshaped into a matrix that can act as the input to the LSTM network.

Lastly, a survey of deep learning models applied to IoT is presented by M.
Mohammadi et al. in [47]. Even though this survey does not specifically address
network traffic measurement and analysis problems, it is a wide summary of the
different architectures and methods generally used in deep learning, specially those
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in which fast/real-time data streams processing is needed.
Most of these papers use deep learning models after some pre-processing of the

data, or after building some set of handcrafted features to be used as meaningful
input for the deep learning models. References [42–44] and [46] are the only ones
that mention the usage of raw traffic, approaching the specific problem of network
traffic classification. This thesis uses some of these concepts, but explores the
power of different input representations and different architectures for the deep
learning models (including hyperparameter optimization). In addition, three dif-
ferent datasets are created from raw network traffic captures in order to train the
different models and test their performance.
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Chapter 4

Input Representations and Datasets
Construction

There is no silver bullet to select the input representations in a networking prob-
lem. Several valid choices can be made, such as: full-packets, packet’s headers,
packet’s payloads, uni-directional flows and bi-directional flows, among others. It
is also possible to select only the information present in some specific layers, and
then choose one of the representations mentioned before. Similarly, the lack of
a consensual publicly available, labeled raw traffic, full-packet capture dataset to
train the models is a real issue when facing networking problems with machine
learning. There is no MNIST [56], ImageNet [57] or CIFAR [58] –mainstream
datasets used for image recognition– for networking. While one of the main rea-
sons for this lack clearly arises from the data’s sensitive nature – including end-user
privacy – other limitations come from the efforts required to build proper and rep-
resentative datasets in networking. For example, many datasets are forced to not
include the payloads or just anonymize them. On the other hand, datasets that
do include the payloads are usually built under controlled environments.

In this Chapter, two different input representations chosen for feeding the
deep learning models are presented: Raw Packets and Raw Flows. Also, a specific
dataset to fit each one of the input representations is created, using raw network
traffic captures. Furthermore, the process involved for building the datasets, that
includes a statistical analysis of the packets and flows of each class, is also de-
scribed.

4.1 Input Representations
The input representation of the data, as well as the network architecture, are both
key facts when building a deep learning model. To evaluate the feature representa-
tion power of the model from non-processed data, two types of raw representations
are considered: packets and flows. In both cases, decimal normalized representa-
tion of every byte of every packet as a different feature is taken into account. In
the packet approach, each packet is considered as a different instance, while in
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the flow approach a group of packets –that make up the flow– is considered as an
input for the network, i.e., a tensor made of packets that represent a flow as an
input instance is built. Both representations are depicted in Fig. 4.1. For the Raw
Packets representation, it is necessary to set the number of bytes from the packet
to consider (n), while in the Raw Flows representation it is also needed to set the
number of packets per flow to consider (m). This is because, naturally, different
packets and flows can have different sizes. In the following Section, the process
involved for choosing the value for both n and m parameters is described.

n bytes

b1,1 | b2,1 | b3,1 | b4,1 |               · · ·               | bn,1

(a) Packet representation for the input
data. The shape of the input data is (n),
i.e., the number of steps –bytes–.

n bytes

m
 p

ac
ke

ts

b1,m–1 | b2,m–2 | b3,m–3 | b4,m–4 |         · · ·         | bn,m–1

b1,m | b2,m | b3,m | b4,m |              · · ·              | bn,m

b1,2 | b2,2 | b3,2 | b4,2 |               · · ·               | bn,2

b1,1 | b2,1 | b3,1 | b4,1 |               · · ·               | bn,1

(b) Flow representation for the input data.
A tensor of size (m,n) where m stands for
the number of channels –packets– and n for
the number of steps –bytes– represents the
input data.

Figure 4.1: Different input representations for the deep learning models.

4.2 Building the Datasets
For building the datasets, malware and normal captures performed by the Strato-
sphere IPS Project [59] of the CTU University of Prague in Czech Republic are
considered [60]. Since both malware and normal captures are gathered under con-
trolled conditions, there are some biases in the IP and transport protocol headers
that are not representative of in the wild traffic. This is the case, for example, of
fixed values for IP addresses and ports and even some of the transport protocol
flags. For this reason, the payload of every packet is considered as the key infor-
mation to analyze and to build the datasets. Afterwards, a fixed threshold for the
parameter n is set in order to trim each incoming packet to the first n bytes of
payload. All packets with size larger than n bytes are trimmed, and packets with
smaller size are zero-padded at the end. For the number of packets per flow, a
number m is fixed, taking the first m packets of the flow, discarding the rest.

Note that the problem shouldn’t be dependent on the chosen values, but are
needed in order to build the datasets that will be further used to train the different
deep learning models. To select the parameters n and m, focus will be made
on a statistical analysis performed over the network captures. One important
consideration to have in mind is that small values for both parameters will be
preferred, specifically for the number of packets per flow. This is important because
real-work applications of network security require early-classification, i.e., to be
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able to detect and mitigate the malicious flows early in time (e.g. after 1 to
4 packets have been captured). This is known as early traffic classification or
traffic classification on the fly [61]. To select the parameters, the following three
distributions will be analyzed:

1. Distribution of the payload size in the packets.

2. Distribution of the number of packets in the flows.

3. Distribution of the mean payload size of the packets in the flows.

To perform the flow analysis, the pkt2flow tool [62] was used. This tool divides
each capture file in f different files, where f is the amount of flows detected. It
can split up the following types of flows:

1. TCP flows with the SYN flag (three-way handshake completed).

2. TCP flows without the SYN flag, or “invalid” TCP flows.

3. UDP flows.

4. Other kinds of flows (non TCP/UDP), usually ICMP.

The concept of flow is defined as every group of packets that share the same
5-tuple: transport layer protocol, source IP, destination IP, source port and des-
tination port. The timeout for the TCP flows is fixed to thirty minutes –default
value in Cisco NetFlow– but this value can be modified inside the script code. For
this analysis, the default timeout value was used and only TCP and UDP flows
were considered.

4.2.1 Malware Captures
Before digging into the details let’s start defining the concepts of malware and
botnet. Malware is an abbreviated form of “malicious software”. This is software
that is specifically designed to gain access to or damage a digital device, usually
without the knowledge of the owner. On the other hand, a botnet is nothing more
than a string of connected computers coordinated together to perform a task1.
Malicious botnets are connected devices designed to perform a malicious activity.

The malware captures are taken from a subset of captures referred by their
authors as CTU-13. It consists of thirteen captures (named scenarios) of different
botnet samples. On each scenario, a specific malware is executed, using several
protocols (e.g., IRC, HTTP, P2P) and performing different actions (e.g., DDoS,
port scan, click fraud, spam).

1Symantec: global leader in next-generation cybersecurity, https://symantec.com/
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Distribution of the payload size in the packets

The distribution of the payload size in the packets for the malware captures is
shown in Fig. 4.2, where a log scale was used to enhance the view. As can be seen,
there is a group of packets that contain a payload size larger than the standard
Ethernet MTU size (∼ 1500 bytes). This is a common behaviour when the traffic
is captured in the same equipment where it was generated, using the Large Send
Offload (LSO) option. Under this scenario, the packet fragmentation is performed
by the NIC card reducing CPU overhead. These packets conform the 9.3% of the
total. Limiting the histograms to those packets with payload size less and equal
than 1500 bytes (Fig. 4.2b), it can be seen that most of the packets have a payload
size between 1000 and 1100 bytes, being the median equal to 1024 bytes. It is also
noted that the 28.3% of the packets have a payload size less than 100 bytes.
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(b) Payload size up to 1500 bytes.

Figure 4.2: Distribution of the payload size in the packets for malware captures (log scale).

TCP flows

The distribution of the number of packets in TCP flows is shown in Fig. 4.3a.
The 90% of the flows are composed of between 2 and 20 packets. In Fig. 4.3b the
distribution of the mean payload size of the packets per TCP flow (pf ) is shown.
The value pf for TCP flows in the malware captures varies between 0 and 1355
bytes and most of them gather in the range 0–50 bytes (84% of the flows). It
can also be seen that the 60% of the TCP flows are composed of packets with no
payload. This means that most of the TCP attacks within these captures are built
by packets that, at first glance, contain no information (e.g., DDoS).

UDP flows

The distribution of the number of packets in UDP flows, for the range 0–20 packets
is shown in Fig. 4.4a. The 93% of the UDP flows yield into this range, sharing the
same behaviour as in the case of TCP flows. Moreover, most UDP flows have a
value of pf between 40 and 200 bytes (88.2%), as can be seen in Fig. 4.4b.
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(a) Distribution of the number of packets
(range 0–20 packets).
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(b) Distribution of the mean payload size
(range 0–50 bytes, log scale).

Figure 4.3: Packets and mean payload size distributions of TCP flows for malware captures.
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(a) Distribution of the number of packets
(range 0–20 packets, log scale).
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(b) Distribution of the mean payload size
(range 0–200 bytes).

Figure 4.4: Packets and mean payload size distributions of UDP flows for malware captures.

4.2.2 Normal Captures
The normal traffic consists of twenty captures in which different actions that rep-
resent normal behaviour are performed, such as browsing the internet and file
sharing over P2P.

Distribution of the payload size in the packets

For the normal captures, as can be observed in Fig. 4.5, there are no packets with
size greater than the Ethernet MTU size. Most of the packets have a payload size
between 1400 and 1500 bytes (with median equal to 1420 bytes and mean equal
to 929 bytes), while 23.8% of the packets have a payload size less than 100 bytes.

TCP flows

The packets and mean payload size distributions of TCP flows for normal captures
are shown in Fig. 4.6. The histograms view is limited to the ranges in which most
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(b) Whole payload size range, log scale.

Figure 4.5: Distribution of the payload size in the packets for normal captures.

part of the flows are gathered. The 88.7% of the TCP flows in normal captures
are made up of between 5 and 110 packets. The range of variation of pf for most
part of the TCP flows is 0–400 bytes (83.4%). Within this range, the 27.4% of the
TCP flows have a value of pf between 0 and 50 bytes on average, while the rest
is uniformly distributed, being slightly smaller in the range 250–400 bytes. For
normal captures, the 17.4% of the TCP flows have no payload.
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(a) Distribution of the number of packets
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(b) Distribution of the mean payload size
(range 0–400 bytes).

Figure 4.6: Packets and mean payload size distributions of TCP flows for normal captures.

UDP flows

The packets and mean payload size distributions of UDP flows for normal captures
are shown in Fig. 4.7. The 98.9% of the flows are composed of between 2 and 10
packets. In this case, most flows fall within the range 0–300 of bytes of payload
(99.6%), within which, the 83.71% fall within the range 50–200 bytes.
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Figure 4.7: Packets and mean payload size distributions of UDP flows for normal captures.

4.2.3 Design Criteria
Raw Packets

In this input representation, the value of the parameter n is needed to be set. Given
the previous analysis, note that setting a wrong value for n can lead to a strong bias
in the learning model. In order to see this, let’s consider the following example.
Let’s say that the fixed payload size is set to 1450 bytes. Under this scenario,
larger payloads will be trimmed and the smaller ones zero-padded. Within this
configuration, any naive classifier will be able to correctly classify any sample, just
by looking for zeros beyond the byte number 1100. This is because the greatest
part of the malware examples have a payload size below 1100 bytes (i.e., will be
zero-padded to fill 1450 bytes), while the payload size of normal examples are
mostly between 1400 and 1450 bytes.

A summary of the payload size distribution of packets is shown in Table 4.1.

Capture type n < 50 B n ∈ [50,1024] B n > 1024 B

Malware 26.4% 60.5% 13.1%

Normal 20.0% 18.8% 61.2%

Table 4.1: Summary of the distribution of payload size of the packets (n) in bytes, for malware
and normal captures.

With the information given by the different distributions, the following con-
siderations were taken in order to build the Raw Packets version of the dataset:

1. Only the payloads of TCP, UDP and ICMP packets are considered.
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2. Only the packets that have at least 50 bytes of payload are taken into ac-
count, the rest is discarded. This represents most part of the packets for
each group of captures:

• 73.6% of malware packets.

• 80.0% of normal packets.

3. Since not all capture files contain the same number of packets, nor meet the
conditions of the item number (2), and to be able to get a representative
sample of each scenario, only those captures that at least have 20, 000 valid
packets (malware) and 12, 500 valid packets (normal) were chosen. This
leads to consider:

• 10 valid malware captures (out of 13)

• 16 valid normal captures (out of 20)

conforming a balanced dataset of 200, 000 samples each.

4. The value of the parameter n is set in 1024 bytes: all packets with payloads
larger than 1024 bytes are trimmed and the smaller ones are zero-padded.

Raw Flows
A summary of the statistics of the network traffic flows for the malware and nor-
mal captures is shown in Tables 4.2 and 4.3. For the Raw Flows representation,
parameters n and m are needed to be set. As was stated at the beginning of this
Section, only TCP and UDP flows are considered (other kind of flows represent
only a small proportion of the total). TCP and UDP scenarios are quite different.
For TCP, a high percentage of the flows are composed by packets with no pay-
load, which is not the case for UDP flows. For this reason, TCP flows will not be
considered, i.e., the scope of the Raw Flows approach will be only for UDP flows;
hence the chosen values for the parameters n and m will be based on the median
value of UDP flows.

Flow
type

Capture
type

Qty.
(pkt)

Med.
(pkt)

Mean
(pkt)

Std.
(pkt)

ρp (pkt) %

TCP Malware 188,548 6 17.3 129.7 [2–20] 90

UDP Malware 35,572 3 29.5 976.1 [2–20] 93

TCP Normal 140,931 25 78.3 1,498.9 [5–110] 88.7

UDP Normal 217,008 2 4.58 560.2 [2–10] 98.9

Table 4.2: Summary of the distribution of the number of packets in the flows. Most flows are
composed by a number of packets in the range ρp. The proportion of flows that fall within
this range is represented by the percentage (%).
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Flow
type

Capture
type

Med.
(bytes)

Mean
(bytes)

Std.
(bytes)

ρb (bytes) %

TCP Malware 0 50.9 145.86 [0–50] 84.2

UDP Malware 98 121.0 98.88 [40–200] 88.2

TCP Normal 154.5 209.9 217.8 [0–400] 83.4

UDP Normal 108 114.4 55.4 [50–200] 83.7

Table 4.3: Summary of the distribution of the mean payload size of the packets in the flows.
Most flows have a pf in the range ρb. The proportion of flows that fall within this range is
represented by the percentage (%).

To summarize, two different datasets to fit each one of the considered input
representations are built. The dataset for the Raw Packets representation, after
removing duplicate instances, consists of 248, 850 instances. For the Raw Flows
representation, the dataset consists of 67, 494 instances. For the learning process,
both datasets are split according to the following schema: 80% of the samples
for training, 10% for validation and 10% for testing. In Table 4.4 the parameters
selection for each input representation is presented. Note that the chosen values
obey the initial constraint about selecting small values for both n and m, and
hence to be able to perform network traffic classification on the fly.

Representation Dataset size n (bytes) m (packets)

Raw Packets 248, 850 1024 N/A

Raw Flows 67, 494 100 2

Table 4.4: Parameters selection for building the input representation for training the deep
learning models.
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Chapter 5

Deep Learning Architectures for
Malware Detection

In this Chapter, the different deep learning architectures designed for both Raw
Packets and Raw Flows input representations are presented. Since hyperparameter
optimization is an important step in the training stage of deep learning models, a
description of this process is also detailed.

5.1 Raw Packets deep learning architecture
As was explained in Chapter 4, the key information to use in both Raw Packets
and Raw Flows input representations is included in the payload. The main goal
here is to choose core layers for the deep learning model that can exploit the
underlying characteristics of each class found in the payload. For this problem,
one-dimensional data is to be processed in a single grid-like fashion. For this reason,
and to build the feature representation of the spatial data inside the packets, a
1D-convolutional neural network (1D-CNN) layer will be considered as one of the
core layers of the deep learning model architecture. This is the cornerstone in
which it is expected the model to improve over shallow-like traditional methods.

In the early stages of training, only two 1D-CNN layers were used but this
model was quite unstable and the performance was far low than expected. Af-
terwards, and to improve the model’s performance, an LSTM recurrent layer was
added to be used together with both 1D-CNNs. This allows the model to keep
track of temporal information inside each packet supporting sequence prediction,
for example, to be able to catch the application’s protocol initialization. To deal
with the different combinations of discovered features and bring a final estimation,
two fully-connected layers are added at the end of the model’s architecture.

The final architecture of the deep learning model for the Raw Packets input
representation is shown in Fig. 5.1. It consists of:

1. Two 1D-CNN layers of 32 and 64 filters of size 5, respectively

2. A max-pooling layer of size 8
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3. A LSTM layer consisting of 200 units per LSTM cell, i.e., at every moment
the hidden state is a vector of size 200 and all hidden state outputs are
returned

4. Two fully-connected layers of 200 units each

Spatial and normal batch normalization layers are added after each 1D-CNN
and fully-connected layers to ease the training process. Dropout layers are also
used to add regularization to the model.

···

··· Output

C1: 1D-CNN layer
32 filters, size 5

Activation maps C1 Activation maps C2

Flatten
FC1:

200 units
FC2:

200 units

C2: 1D-CNN layer
64 filters, size 5

Byte vectorized 
packet of size 1024

MP: Max-Pooling 
1×8

Activation maps MP

LSTM: 200 
units + return 
full sequence

Activation maps 
LSTM

Figure 5.1: Deep learning architecture for Raw Packets representation.

As usual, a binary cross-entropy is used as the loss function. The reason behind
choosing a cross-entropy loss function over others is strictly about the optimization
process performance and the problem of vanishing and exploding gradients that
can occur during the learning process of gradient-based optimization. Vanishing
gradients make it difficult to know which direction the parameters should move to
improve the cost function, while exploding gradients can make learning unstable.
Historically, mean squared error and mean absolute error were popular in the 1980s
and 1990s, but were gradually replaced by cross-entropy losses by the statistics and
machine learning community. The use of cross-entropy losses greatly improve the
performance of models with sigmoid and softmax outputs, which had previously
suffered from saturation and slow learning when using the mean squared and mean
absolute error losses. This is one reason that the cross-entropy cost function is
more popular and is usually used in practice over the mean squared error or mean
absolute error, even when it is not necessary to estimate an entire distribution
p (y|x) [3].

Table 5.1 shows the model summary, describing each one of the layers and the
number of parameters. The total number of parameters of this model is 5, 345, 081,
where 5, 344, 089 are trainable and 992 non-trainable. For the sake of completeness,
the final list of hyperparameter is shown in Table 5.2.
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Layer type Output shape Nr. of params.

1D-CNN (None, 1020, 32) 192

Batch normalization (None, 1020, 32) 128

Activation (ReLU) (None, 1020, 32) 0

1D-CNN (None, 1016, 64) 10, 304

Batch normalization (None, 1016, 64) 256

Activation (ReLU) (None, 1016, 64) 0

1D-Max-Pooling (None, 127, 64) 0

Dropout (None, 127, 64) 0

LSTM (None, 127, 200) 212, 000

Flatten (None, 25400) 0

FC (None, 200) 5, 080, 200

Batch normalization (None, 200) 800

Activation (ReLU) (None, 200) 0

Dropout (None, 200) 0

FC (None, 200) 40, 200

Batch normalization (None, 200) 800

Activation (ReLU) (None, 200) 0

FC (None, 1) 201

Table 5.1: Raw Packets deep learning model summary.

5.2 Raw Flows deep learning architecture
For the Raw Flows approach, since the dataset is smaller than the Raw Packets
one (not only in number of instances, but also in the number of features), the
capacity of the model (i.e., representation power) does not have to be as high
as in the Raw Packets case. Different architectures were tested before arriving
to the final one, but this time, the knowledge gathered during the Raw Packets
design was used to build this architecture. The starting point consisted of using
the same architecture as in the Raw Packets model but removing the LSTM layer.

29



Chapter 5. Deep Learning Architectures for Malware Detection

Hyperparameter Value

Nr. filters (1D-CNN1) 32

Nr. filters (1D-CNN2) 64

Filter size 5

Max-Pooling size 8

Dropout p (1D-CNN2) 0.1

Dropout p (FC1) 0.1

Nr. LSTM/FC1/FC2 units 200

Optimizer Adam

Learning rate 0.008

Learning rate decay 0.995

Batch size 256

Nr. of epochs 100

Table 5.2: Raw Packets deep learning hyperparameters summary.

In this initial setup, the model started to overfit quickly. Then, the following step
consisted of removing one of the 1D-CNN layers and some of the hidden units in
both the fully-connected layers. Furthermore, the same number of filters and filter
size used for the Raw Packets architecture were tested for the 1D-CNN layer as a
first choice. These settings proved to give the model enough capacity as well as a
good performance during the learning process. The final Raw Flows architecture
consists of:

1. One 1D-CNN layer of 32 filters of size 5

2. Two fully-connected layers of 50 and 100 units each

Also, binary cross-entropy is used as the loss function. The architecture is
shown in Fig. 5.2. The layer summary of the model is shown in Table 5.3 and
the final hyperparameters to train the model are shown in 5.4. The total number
of parameters of this model is 86, 331, where 85, 967 are trainable and 364 non-
trainable.
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C1: 1D-CNN layer
32 filters, size 5

Activation maps C1

Flatten

Byte vectorized flow 
of size 100 1× ×2 ···

··· Output

FC1:
50 units

FC2:
100 units

Figure 5.2: Deep learning architecture for Raw Flows representation.

Layer type Output shape Nr. of params.

1D-CNN (None, 100, 32) 352

Batch normalization (None, 100, 32) 128

Activation (ReLU) (None, 100, 32) 0

1D-Max-Pooling (None, 50, 32) 0

Flatten (None, 1600) 0

FC (None, 50) 80050

Batch normalization (None, 50) 200

Activation (ReLU) (None, 50) 0

FC (None, 100) 5100

Batch normalization (None, 100) 400

Activation (ReLU) (None, 100) 0

FC (None, 1) 101

Table 5.3: Raw Flows deep learning model summary.

5.3 Remarks on the number of parameters
When training deep learning models, it is nearly always the case to have far more
parameters than training samples. This is not unrelated to this particular problem
(cf., Tables 5.1 and 5.3). In [63], Zhang et al., showed that a simple two-layer FC
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Hyperparameter Value

Nr. filters (1D-CNN) 32

Filter size 5

Max-Pooling size 2

Nr. FC1 units 50

Nr. FC2 units 100

Optimizer Adam

Learning rate 0.001

Batch size 1024

Nr. of epochs 10

Table 5.4: Raw Flows deep learning hyperparameters summary.

network with 2n + d parameters can perfectly fit any dataset of n samples and
d features. Nevertheless, deep neural networks can generalize very well. This is
mainly because of the role of implicit regularization presented in the optimization
process involved in the training and the usage of explicit regularization methods,
such as dropout and weight-decay. More details and discussion about this topic
can be consulted in [63].

5.4 Hyperparameter optimization

Hyperparameters are settings that are not learned by the learning algorithm itself,
and so must be determined externally. Deep learning models have several of these,
and many of them have a great impact over the performance. The hyperparameter
optimization process can be tedious and needs to be strictly neat, i.e., modifying
one parameter at a time is a must, in order to be able to discover which is the real
impact over the learning process. Think about trying to solve a Rubik cube. Some-
times it may happen that when you finish solving one of the cube sides, and move
on to solve the next one, some or several of the small cube units of the solved side
were changed as a result of trying to fix the new one. This Rubik’s cube-solving
analogy can be used to understand the hyperparameter optimization process of
deep learning models, where you have to be meticulous and organized when mod-
ifying the different settings. Next, some of the most significant considerations for
setting the different hyperparameters are described.
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5.4.1 Number of filters and filter size of CNNs layers
The number of filters and filter size are both essential to the convolutional layers.
For these, different values were tested to get a set that finally performed well. For
example, at first, a filter size of 200 was used. In this case, the model was found to
be very difficult to train. It is possible that given the huge number of parameters
to learn with a filter of such size caused the model to perform poorly. After several
tests the filter size was reduced and the model started to perform better. The final
filter size chosen for both architectures was 5.

The increasing number of filters in each layer is one of the many rules of thumb
when designing CNN-based deep learning models. The idea is that successive
layers containing two or four times the number of filters can help the network to
learn hierarchical features. For the Raw Packets architecture, 32 and 64 filters
were chosen for both 1D-CNN respectively; while in the case of the Raw Flows
architecture, the final number of filters was 32.

5.4.2 Learning rate
The learning rate is one of the hyperparameters that is the most difficult to set
because it has a significant impact on the model’s performance, thus choosing
a good learning rate candidate is very important for the learning process of the
model. This may be chosen by trial and error, but it is usually best to choose it by
monitoring learning curves that plot the objective function as a function of time.
This is more of an art than a science, and most guidance on this subject should be
regarded with some skepticism. The main question is how to set the initial learning
rate. If it is too large, the learning curve will show violent oscillations, with the
cost function often increasing significantly. Gentle oscillations are fine, especially
if training with a stochastic cost function such as the cost function arising from the
use of dropout. If the learning rate is too low, learning proceeds slowly, and if the
initial learning rate is too low, learning may become stuck with a high cost value.
Typically, the optimal initial learning rate, in terms of total training time and the
final cost value, is higher than the learning rate that yields the best performance
after the first 100 iterations or so. Therefore, it is usually best to monitor the first
several iterations and use a learning rate that is higher than the best-performing
learning rate at this time, but not so high that it causes severe instability [3].

The heuristic method for choosing a good candidate for the learning rate is
as follows. As was mentioned, the main goal is that the loss decreases within the
first iterations, so firstly, all regularization and learning rate decay is turned off.
Then, an upper bound for the learning rate is searched, increasing the learning
rate heavily until the loss explodes in the first couple of iterations. After that, the
learning rate is logarithmically dropped until finding a value that causes the loss to
go down. If using this learning rate candidate the loss function tends to decrease
within the first thousands iterations and does not plateau, a good learning rate
candidate was found and will be used for the training process.

For the Raw Packets and Raw Flows architectures, the chosen learning rates
were 0.008 and 0.001, respectively. Also, in the Raw Packets architecture, a learn-
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ing rate decay was added since it was noted during the learning process that the
loss function was starting to plateau.

5.4.3 Optimizer
The optimizer is the function used to perform the parameter’s update during
the learning process. Given that the learning rate is one of the most important
hyperparameters, recently a number of incremental (or mini-batch-based) methods
that adapt the learning rates over time have been introduced. AdaGrad [64],
RMSprop [65] and Adam [66] are examples of these algorithms with adaptive
learning rates that are widely used in practice.

AdaGrad

The AdaGrad algorithm individually adapts the learning rates of all model pa-
rameters by scaling them inversely proportional to the square root of the sum of
all of their historical squared values. AdaGrad is designed to converge rapidly
when applied to a convex function. Empirically, AdaGrad has been found that
when applied to a non-convex function –such as deep neural network models– the
accumulation of squared gradients from the beginning of training can result in
a premature and excessive decrease in the effective learning rate. The AdaGrad
updating rule is shown in Eq. 5.1, where g represents the gradient, ε the global
learning rate, δ is a small constant used to stabilize division by small numbers,
and ∆θ is the parameter update.

Accumulate squared gradient: r ← r + g � g (5.1)

Compute update: ∆θ ← − ε

δ +
√
r
� g

RMSProp

The RMSProp algorithm modifies AdaGrad to perform better in the non-convex
setting by changing the gradient accumulation into an exponentially weighted mov-
ing average. RMSProp uses an exponentially decaying average to discard history
from the extreme past so that it can converge rapidly after finding a convex bowl,
as if it were an instance of the AdaGrad algorithm initialized within that bowl.

Compared to AdaGrad, the use of the moving average introduces a new hyper-
parameter, ρ, that controls the length scale of the moving average. The RMSProp
updating rule is shown in Eq. 5.2.

Accumulate squared gradient: r ← ρr + (1− ρ) g � g (5.2)

Compute update: ∆θ ← − ε

δ +
√
r
� g
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Adam

Adam –short for adaptive moments– can be seen as a combination of RMSProp
and momentum, with some distinctions. To begin with, a smooth version of the
gradient is used instead of the raw (and perhaps noisy) gradient vector used by
RMSProp. Secondly, Adam includes bias corrections to the estimates of both
the first-order moments (the momentum term) and the (uncentered) second-order
moments to account for their initialization at the origin. Eq. 5.3 shows the update
rule of Adam’s algorithm, where s and r represent the first and second order
moment variables, ρ1 and ρ2 the exponential decay rates for moment estimates,
and t the time step.

Update biased first moment estimate: s← ρ1s+ (1− ρ1)g (5.3)

Update biased second moment estimate: r ← ρ2r + (1− ρ2)g � g

Correct bias in first moment: ŝ← s

1− ρt1
Correct bias in second moment: r̂ ← r

1− ρt2

Compute update: ∆θ = −ε ŝ√
r̂ + δ

Empirically, RMSProp and Adam have been shown to be effective and practi-
cal optimization algorithms for deep neural networks. They are currently two of
the go-to optimization methods being employed routinely by deep learning practi-
tioners. For this work, RMSprop and Adam were tested, being the latter the one
that showed best performance and stability.

5.4.4 Regularization
Controlling overfitting was definitely an issue, specially in the Raw Packets ar-
chitecture. L2 regularization and dropout were tested. Adding L2 regularization
showed no improvement in the performance. In the case of Dropout, the model was
found to be very sensitive to the parameter p. Choosing a high value for p showed
a really unstable model, with a bouncing validation loss. Since dropout is turned
off at validation, this suggested to try lower values for p. Also, different positions
for the dropout layers over the sequential models were tested. Finally, dropout
was used within the Raw Packets architecture after the convolutional layers and
after the first FC layer, using in both cases a value of p = 0.1.

5.4.5 Checking the model capacity
As a sanity check, after choosing a network architecture, the capacity of the chosen
model can be tested overfitting a small subset of the data, setting all regularization
to zero. In a nutshell, if it’s not possible to achieve zero cost over a small subset of
the data, it is not worth to proceed over the full dataset, since at first glance the

35



Chapter 5. Deep Learning Architectures for Malware Detection

capacity of the model is not big enough. In Fig. 5.3 an example of the model loss
and accuracy evolution after each epoch (being an epoch a single pass-through over
the complete training dataset) using 20 samples for the Raw Packets configuration
is shown.
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Figure 5.3: Overfit small subset of data to check model capacity. Example for Raw Packets
configuration.
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Chapter 6

Experiments and Results

In this Chapter, the experimental evaluations and results achieved for the network
traffic malware detection problem, for both input representations are presented.
An extension of the malware detection problem to a multiclass malware classifica-
tion problem is also introduced at the end of this Chapter.

In all the experimental evaluations, some common data pre-processing is per-
formed over the datasets before training [24]. Firstly, the data is zero-centered
subtracting the mean across every individual feature. This operation has the geo-
metric interpretation of centering the cloud of data around the origin along every
dimension. Secondly, the data dimensions are normalized so that they are of ap-
proximately the same scale. In this case, standardization was performed, dividing
each dimension by its standard deviation after it has been zero-centered.

All deep learning models were built using the Keras framework [67] running
on top of TensorFlow [68], using the Big-DAMA platform [69], a big-data cluster
for analyzing network traffic data with machine learning models.

6.1 Malware Detection: A First Approach Using Deep
Learning

The focus of this section is exclusively on the problem of malware detection, posing
it as a binary classification problem: either normal or malware. To show the main
advantages of the proposed approaches, three evaluation questions are posed:

1. Is it possible to achieve high detection accuracy with low false positive rates
using the raw-input, deep learning-based models?

2. Are the proposed deep learning-based models better than the commonly
used shallow models for malware detection, when feeding them all with raw
inputs (e.g., bytestreams)?

3. How good are the raw-input, deep learning-based models as compared to a
traditional approach for malware detection, where shallow models take as
input specific handcrafted features based on domain expert knowledge?

The following sections of this Chapter aim to answer these three questions.
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6.1.1 Deep learning vs. shallow models with raw inputs
In order to answer the first question, a simple evaluation scenario is presented,
detecting malware at the packet level. For this problem, Raw Packets deep learning
architecture was trained using the respective dataset version consisting of roughly
250, 000 samples (cf., Chapter 4). The dataset was split using a 80/10/10 schema,
i.e., 80% of the samples for training, 10% for validation and the remaining 10%
for testing. Fig. 6.1a shows the learning process for the Raw Packets approach,
where training over mini-batches of data was used for the parameters update and
the model was trained over 100 epochs. Adam was used as the optimizer function,
annealing the learning rate over time.

The performance metric chosen was the accuracy, given that the dataset is
perfectly balanced. For the Raw Packets representation, an accuracy of 77.6%
over the test set was achieved. Fig. 6.1b presents the initial results obtained by
the Raw Packets deep learning model in the detection of malware packets, in the
form of a ROC curve. The model is compared to a random forest one, using exactly
the same input features and an internal architecture of 100 trees applying different
pruning techniques to prevent overfitting, such as maximum depth and maximum
number of instances per leaf. The random forest model was chosen based on the
generally outstanding detection performance shown by the model in [70], using
domain expert input features.

The deep learning model can detect about 60% of the malware traffic packets
with a false positive rate of 6%, with an overall out-performance of nearly 25%
as compared to the random forest. These results are highly encouraging, since
they point to the ability of the deep learning-based model to better capture the
underlying statistics of the malware, without requiring any specific handcrafted
feature set. However, the absolute detection performance results are still not good
enough so as to rely on such a deep learning model with raw packet inputs for
malware detection in practice. Also, it can be noted in the learning curve that there
is some potential overfitting for this scenario using the packet-level representation.

6.1.2 Packet vs. flow representation performance
In this Section, a step further is taken facing a similar comparison as before, but
considering the Raw Flows representations as input. The dataset for the Raw
Flows representation, after removing duplicate instances, consists of about 68, 000
instances. This dataset is split according to the same schema as before: 80% of
the samples for training, 10% for validation and 10% for testing. Also, the training
was performed using mini-batches and Adam was used as optimizer. The learning
process is described in Fig. 6.2a. The learning process was held over 10 epochs.
For the Raw Flows representation, an accuracy of 98.6% was achieved. As it was
done before, Fig. 6.2b compares the detection performance of Raw Flows model
against a random forest model using exactly the same raw input features. In this
case, the data was flattened in order to fit the input to the random forest. Once
again, a clear out-performance of the deep learning architecture can be observed as
compared to the random forest model. Using this representation the deep learning
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Figure 6.1: Learning process (loss and accuracy evolution after each epoch) and ROC curve
for the Raw Packets representation.

model can detect as much as 98% of all malware flows with a false positive rate
as low as 0.2%. This suggests that, when operating at the flow level, such raw
input representation and associated deep learning architecture can actually provide
highly accurate results, applicable in practice.
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Figure 6.2: Learning process (loss and accuracy evolution after each epoch) and ROC curve
for the Raw Flows representation.

6.1.3 Domain knowledge vs. raw inputs
The last step of the evaluations tries to answer the third question regarding the
goodness and advantages of the proposed approach with respect to the standard
approach for machine learning-based malware detection. In particular, studying
how good is the Raw Flows, deep learning-based model as compared to a ran-
dom forest-based one, the latter using as input specific handcrafted features based
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on domain expert knowledge. The standard approach for detection of malware
and network attacks in networking traffic is to rely on flow-level features, using
traditional in-flow packet measurements such as traffic throughput, packet sizes,
inter-arrival times, frequency of IP addresses and ports, transport protocols and
share of specific flags (e.g., SYN packets). Therefore, a set of almost 200 of these
features were built to feed a random forest model. Note that besides using tradi-
tional features such as min/avg/max values of some of the input measurements,
their empirical distribution is also considered, sampling the empirical distribution
at many different percentiles. This provides as input much richer information, as
the complete distribution is taken into account.

First results on this subject published in [71] suggest that not surprisingly,
the random forest model using expert domain features achieves highly accurate
detection performance, detecting about 97% of all the malware instances with less
than 1% of false positives. However, also under this scenario, the deep learning-
based model, using the Raw Flows representations as input, slightly outperforms
this domain expert knowledge based detector. As such, it can be concluded that
the deep learning model can perform as good as a more traditional shallow-model
based detector for detection of malware flows, without requiring any sort of expert
handcrafted inputs.

Based on the three sets of evaluations, and recalling that the random forest
model serves as performance benchmark, it can be concluded that the proposed
deep learning model, in particular using the Raw Flows representation as input,
can: (i) provide highly accurate and applicable-in-practice malware detection re-
sults, (ii) capture the underlying malware and normal traffic models better than a
shallow-like, random forest-based model, and (iii) provide results as good as those
obtained through a domain expert knowledge-based detector, without requiring
any sort of handcrafted features.

6.2 One Step Further: from Malware Detection to Mal-
ware Classification

To complement the previous malware detection results, a variation of the binary
classification problem is presented, considering now different sorts of malware at-
tacks traffic as different classes, together with a “normal” class representing benign
traffic.

To build the dataset, three different malware traffic classes are considered,
corresponding to three different types of botnets, named: Neris, Rbot and Virut.
Thus, the multiclass classification problem has four different classes: three that
represent malware attacks and one that represents normal activity. The activity
and protocols used for the scenarios chosen for building this dataset are depicted
in Table 6.1. The dataset consists of 160, 000 samples, selected in a stratified way,
i.e., the dataset is balanced with 40, 000 samples per class.

The deep learning model used for this task is quite similar to the one used for
the Raw Packets representation. The difference is that now the activation function
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Botnet Protocol Activity

Neris IRC spam, click fraud

Rbot IRC DDoS

Virut HTTP spam, port scan

Table 6.1: Protocols and attacks performed by different kinds of botnets.

used in the last fully connected layer is a Softmax function (a generalization of
the binary logistic regression classifier for multiple classes), instead of the sigmoid
used for the binary classification. The resulting architecture is depicted in Fig. 6.3.
The corresponding loss function is also different for the multiclass classification
problem. In this case a categorical cross-entropy was used, and the learning process
was held over 50 epochs. The evolution of the learning process, including loss and
accuracy after each epoch, is presented in Fig. 6.4. Not surprisingly, the evolution
of the learning process is very similar to the previous raw packets-based model (cf.
Fig. 6.1a), as both operate using a similar input representation.
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Figure 6.3: Deep learning architecture for multiclass classification of malware traffic, using
Raw Packets representation.
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Figure 6.4: Evolution of the learning process (loss and accuracy after each epoch) for the
multiclass malware classification problem.

For this problem, the performance of the deep learning model against a random
forest one is also compared, using the same input features for both. The Fig. 6.5
shows the normalized confusion matrices for both models (values are shown in
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percentages); the deep learning model outperforms the random forest for all classes.
As a sanity check, note that the accuracy of the multiclass problem considering a
binary approach (malware vs. normal) holds similar results as the Raw Packets
approach presented in Sec. 6.1 (77.6% vs. 76.5%). To complement, the Table
6.2 shows the performance metrics of the deep learning model for the malware
classification task. The chosen metrics are accuracy (AC), precision (PR), recall
(RC) and F1 score for each class:

AC =
TP + TN

TP + TN + FP + FN
PR =

TP

TP + FP

RC =
TP

TP + FN
F1 = 2× PR×RC

PR+RC

(6.1)

Values are computed in a one-vs-all schema, in which each class is evaluated
against the rest, as if it was a binary problem. It is interesting to note that Rbot
botnet is detected with an accuracy of 99.9% while Neris and Virut achieve 63.5%
and 54.7%, respectively. The fact that both Neris and Virut share spam as an
activity attack, could be a possible reason which makes them more difficult to
distinguish one from each other – see Table 6.1.
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Figure 6.5: Normalized confusion matrices (showing percentage values) for both random forest
and deep learning models.

Class Accuracy Precision Recall F1 score

Normal 0.878 0.621 0.878 0.727

Neris 0.635 0.814 0.635 0.714

Rbot 0.999 1.000 0.999 1.000

Virut 0.547 0.679 0.547 0.606

Table 6.2: Performance metrics for the deep learning model in the malware classification task.
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Chapter 7

Conclusions and Further Work

In this thesis, a first study of the power of deep learning models to the analysis
of network traffic measurements is presented. The focus is on the particular topic
of malware network traffic detection and classification, considering raw represen-
tations of the input network data. Three different datasets were conformed from
malware and normal captures in order to be able to train three different deep
learning models, i.e., Raw Packets and Raw Flows for malware detection and Raw
Packets for malware classification. The results presented in Chapter 6 show how
using Raw Flows as input for the deep learning models achieves better results than
using Raw Packets. Finally, a variation of the binary classification model using
a multiclass approach to discriminate between different types of malware is also
introduced. In all cases, the deep learning models outperform a strong random
forest model, using exactly the same input features. Moreover, the Raw Flows
architecture slightly outperforms a random forest model trained using expert do-
main knowledge features. This points to the power of deep learning models to
better capture the underlying statistics of malicious traffic, as compared to more
traditional, shallow-like machine learning models.

This thesis also leaves some open doors for future work. To begin with, the
exploration of the Raw Flows input representation for the multiclass problem is
of particular interest, and can possibly shed some light on the problems depicted
in Section 6.2 with respect to some of the problematic classes. Besides, since only
the payload data is being considered, there is some potentially useful information
included in the header’s packets that is not being taken into account for training
the deep learning models. Therefore, a model for detecting attacks presented in
TCP flows can take advantage of this information. Last but not least, the usage
of other datasets could also be explored in order to improve the presented models.

As a result of the research work for this thesis, the following academic papers
were published:

• Gonzalo Maŕın, Pedro Casas, and Germán Capdehourat. RawPower: Deep
Learning Based Anomaly Detection from Raw Network Traffic Measure-
ments. In Proceedings of the ACM SIGCOMM 2018 Conference on Posters,
Demos and Student Research Competition, ACM SIGCOMM 2018, pages
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75–77, New York, NY, USA, 2018. ACM. 2nd Place SRC Undergradu-
ate Competition.

• Gonzalo Maŕın, Pedro Casas, and Germán Capdehourat. DeepSec Meets
RawPower – Deep Learning for Detection of Network Attacks Using Raw
Representations. ACM SIGMETRICS Performance Evaluation Review,
46(3):147–150, January 2019

• Gonzalo Maŕın, Pedro Casas, and Germán Capdehourat. Deep in the Dark –
Deep Learning-based Malware Traffic Detection Without Expert Knowledge.
In Proceedings of the 2019 IEEE Symposium on Security and Privacy Work-
shops (SPW), 2nd Workshop on Deep Learning and Security, San Francisco,
CA, USA, IEEE Security and Privacy, 2019

• Pedro Casas, Gonzalo Maŕın, Germán Capdehourat, and Maciej Korczynski.
MLSEC – Benchmarking Shallow and Deep Machine Learning Models for
Network Security. In Proceedings of the 2019 IEEE Symposium on Security
and Privacy Workshops (SPW), 2019 International Workshop on Traffic
Measurements for Cybersecurity (WTMC), San Francisco, CA, USA, IEEE
Security and Privacy, 2019
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