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Abstract. In a previous work, [1], we evaluated a classi�cation algo-

rithm based on the Karu-Jain method [2] and compared the performance

with a fully manual method used at the Direcci�on Nacional de Identi-

�caci�on Civil (DNIC). In this paper, we analyze the high performance

improvement achieved using anisotropic di�usion instead of pure averag-

ing for the directions smoothing. We also de�ne a quality measure that

shows high correlation with the experts' criteria. The results are evalu-

ated over 2800 images extracted from a 4 million �ngerprint card archive

maintained by DNIC.

1 Introduction

This work is part of an ongoing collaboration between the Universidad de la
Rep�ublica and the Direcci�on Nacional de Identi�caci�on Civil (DNIC) concerned
with civil identi�cation a�airs in Uruguay. The goal of this joint project is to
evaluate an automatic �ngerprint classi�cation system compatible with the man-
ual method that has been used by DNIC for several years. DNIC's classi�cation
scheme is based on the Vucetich system that has four fundamental classes: Arch,
Right and Left Loop, andWhorl. In [1] we presented the results obtained in a �rst
stage of the project. In this work we analyze the improvements achieved using
anisotropic di�usion for direction smoothing instead of mean �lters. For classi-
�cation we propose some modi�cations to the algorithm proposed by Karu and
Jain [2]. This algorithm is based on a singularities approach. The classi�cation
uses some heuristic criteria applied on the number and position of singularities.

To evaluate the algorithm we use the database described in [1], which is
a representative sample of more than 4 hundred individual �ngerprint cards

from the national archive held by DNIC. Each card has a ten-print image and
the corresponding manual classi�cation formula provided by human experts.
Given the heterogeneity of �ngerprints obtained from the database, it becomes
mandatory to have a quality measure in order to reject bad impressions.

We de�ne a global quality measure that takes into account the whole �n-
gerprint and a local quality measure that only uses the regions surrounding the



singularities. To compute these measures we use Gabor Filters as described in
[3]

The quality of a �ngerprint image is estimated using global and local features
and also the number of steps in the iterative smoothing process. Based on this
quality measure the �ngerprints are divided into three categories: good, poor
and bad. We learn the decision thresholds using a training set categorized by
the DNIC experts.

The paper is organized as follows: In section 2 we describe the �ngerprint
database. In section 3 we describe the anisotropic di�usion algorithm. In section
4 the classi�cation algorithm. In section 5 we present the results and the per-
formance of the algorithm tested on our database. In section 6 we present the
quality measure. Finally, in section 7 we outline the conclusions of this work.

2 Fingerprint database

DNIC holds the �ngerprints of more than four million people. The �ngerprints
of each individual are stored in a paper card as shown in [1]. The card archive
is indexed and physically ordered by the ten-�ngerprint classi�cation formula of

each individual. In order to test the classi�cation algorithm, the whole paper card
archive was sampled and more than four hundred cards were digitized to obtain
over 4000 �ngerprint digital images. The cards were digitized at a resolution of
500 dpi and the �ngerprints extracted to become 512� 480 pixels images. In [1]
we showed some statistics on the sample �ngerprint database.

3 The anisotropic di�usion algorithm

The direction vector �eld of the �ngerprint is one of the most important features
used in classi�cation algorithms. Following [2] we perform a smoothing of the
directions before classi�cation. Instead of using a simple mean �lter, we propose
to use anisotropic di�usion. One of the main drawbacks with the mean �lter is
that it rapidly destroys singularities, especially deltas. Furthermore, the number
of mean �ltering iterations needed to obtain a reasonable direction �eld depends
on each �ngerprint.

On the other hand, anisotropic di�usion, is well known to respect singularities
better than mean �ltering. Also, it is known that during the evolution of the
anisotropic di�usion singularities can disappear but never be created [5].

Although we obtained good results with the anisotropic di�usion �lter, we
are aware that there exist other di�usion algorithms that deal directly with di-
rections and avoid arti�cial normalization steps. For example, this approach of
direction di�usion was introduced in [6], and a complete framework for direction
di�usion was introduced in [8]. In [8] Tang, Sapiro and Caselles introduce the
algorithms for orientation di�usion based on the harmonic maps theory. In this
way, they guarantee that during the continuous evolution, the di�used orienta-
tion remain living on the unit circle. Although, the same is not valid for the



corresponding numerical implementations, some numerical advances have been
recently made. We leave the study of this for future research.

For a continuous image p : 
(� R
2)! R the anisotropic di�usion evolution

is given by the following PDE:
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For discrete images, we use the following numerical implementation (see [4]
for details on this point):
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=2.

The numerical stability condition is easily computed to be:

4t � �=4 (3)

3.1 Implementation

In the numerical implementation we use the following parameters: � = 0:01 and
�t = �=4:5.

The anisotropic di�usion �lter is applied to the matrices Rcos = cos(2�)
and Rsin = sin(2�), where � is the direction angle. Since we are dealing with
a direction that lives in the unit circle, after each iteration of the anisotropic
di�usion �lter we apply a normalization step. Finally the direction angle �(i; j)
is obtained with: �(i; j) = 0:5 � atan(Rsin(i; j)=Rcos(i; j)).

For the parameters mentioned above we empirically found that 200 iterations

are enough to correctly classify poor �ngerprints which are the majority in our
database. This may not be an ideal stopping criteria for good �ngerprints, and
bad �ngerprints. In the case of bad �ngerprints, we usually need more iterations.

4 Classi�cation algorithm

In this section we describe the classi�cation algorithm used. We modi�ed the
algorithm proposed by Karu and Jain [2] for a four-class problem.



We now describe its main steps and the modi�cations we have introduced.
The �rst step is the computation of a directional image, corresponding to ridge
directions at each pixel in the input image. All possible directions are quantized
to eight discrete values equally spaced around the unit circle. Directions are
then converted to vector form (i.e. (x,y) coordinate pairs), giving an appropriate
representation to perform the smoothing operations described in Section 3. The
original image is averaged in 8� 8 windows giving a reduced directional image
of size 64� 60. Singularities are located computing the Poincar�e index at every
pixel (in the reduced image) in a 2� 2 neighbourhood. Doing this we label each
pixel as either: Ordinary, Delta, or Core point.

Based on the number and location of Delta and Core points, the �ngerprint is
adequately classi�ed. As unwanted spurious singularities may appear in the �rst
step we use an iterative approach where the directional image is successively
smoothed, until we can classify it. The main drawback of the algorithm was
the inuence of spurious singularities that cause classi�cation errors. Unwanted
singular points come from many sources: low quality image within the �ngerprint
area, spurious artifacts outside the �ngerprint area: typed words, lines, etc.

As a �rst pre-processing step, we normalize the image and make a segmen-
tation to remove spurious elements. In a second step, we make some checking
procedures to eliminate false singularities. This classi�cation into the four classes
(Arch, Left and Right Loop and Whorl) is done based on the number and posi-
tion of the detected Deltas and Cores.

5 Results and evaluation

In tables 1 to 4 we show the results of the classi�cation algorithm over 2800 �n-
gerprints which includes good, poor and bad ones. As we can see, the anisotropic
di�usion algorithm performs better than the mean �lter smoothing.

Table 1. Mean �lter performance for singularities classi�cation

Mean �lter performance

Arch Left loop Right loop Whorl

Arch 73 (71.57%) 21 (2.41%) 12 (1.57%) 10 (0.99%)

Left loop 7 (6.86%) 816 (93.69%) 20 (2.62%) 69 (6.83%)

Right loop 21 (20.59%) 21 (2.41%) 706 (92.41%) 90 (8.91%)

Whorl 1 (0.98%) 13 (1.49%) 26 (3.40%) 841 (83.27%)

Total 102 (100%) 871 (100%) 764 (100%) 1010(100%)



Table 2. Mean �lter classi�cation performance

Mean �lter performance

Correct classi�cation 2436 (87.00%)

Wrong classi�cation 311 (11.11%)

Not classi�ed 53 (1.89%)

Total 2800 (100%)

Table 3. Anisotropic di�usion �lter performance for singularities classi�cation

Anisotropic di�usion performance

Arch Left loop Right loop Whorl

Arch 108 (84.38%) 39 (4.16%) 8 (0.94%) 3 (0.34%)

Left loop 9 (7.03%) 865 (92.32%) 15 (1.75%) 20 (2.28%)

Right loop 11 (8.59%) 16 (1.71%) 811 (94.85%) 22 (2.51%)

Whorl 0 (0%) 17 (1.81%) 21 (2.46%) 831 (94.86%)

Total 128 (100%) 937 (100%) 855 (100%) 876 (100%)

Table 4. Anisotropic di�usion �lter classi�cation performance

Anisotropic di�usion performance

Correct classi�cation 2615 (93.39%)

Wrong classi�cation 181 (6.46%)

Not classi�ed 4 (0.14%)

Total 2800 (100%)



5.1 Test platform

The algorithms were coded in C++ using the image processing library VIL which
is part of VXL. The tests were conducted on an AMD Athlon 1300 MHz with
256 MB of RAM running Red Hat 9.0 (kernel 2.4.20-8). In tables 5 and 6 we
show the running times for both �ltering approaches.

Table 5. Mean �ltering timing.

Mean �lter timing

Number of images 2800

Total processing time 8503.42 sec.

Mean time per image 3.034 sec.

Table 6. Anisotropic di�usion �ltering timing.

Anisotropic di�usion timing

Number of images 2800

Total processing time 17664.5 sec.

Mean time per image 6.306 sec.

6 The quality measure

The DNIC database quality is very heterogeneous, as no objective quality re-
quirement was imposed on the acquisition process. One of the goals of this project
is to de�ne a quality measure (QI) that enables to reject bad impressions in the
digitalization steps and improve the average database quality by the substitution
of bad cards.

For that aim, �ngerprint images are divided in blocks of 16�16 pixels. A block
class is de�ned using Gabor �lters as in [3]. We obtain eight Gabor features for
each block. A block is considered to have a good quality if the standard deviation
of the eight features is lower than a given threshold (420) and otherwise it is
considered bad.

The �ngerprint is accepted or rejected taking into account the global and
local measures and also the number of iterations during the smoothing process.

We de�ne a global QI (QIglobal) taken into account the whole �ngerprint
quality and a local QI (QIlocal) estimated over the singularities areas. Each
iteration penalizes the measures in ten percent. A �ngerprint is considered good
if both QI are over their respective threshold. The QI de�nitions:

QIglobal = 1�
number of bad quality front blocks

number of front blocks
(4)

QIlocal = 1�
number of bad quality front blocks in the mask

number of front blocks in the mask
(5)



The QI thresholds were learned from a training set done by the DNIC ex-
perts. A subset of �ngerprints was drawn from the database. These �ngerprints
were analysed and categorized as good, poor or bad by the experts. This training
set was used to learn the quality thresholds (QIgoodth=50 QIregularth=35)

Perceptually the quality measure has shown to be consistent with the techni-
cians criteria when we analyse the results over the database. We continue working
looking forward this measure will work as a con�dence index of the classi�cation
algorithm.

7 Concluding remarks

In this work we studied and evaluated the performance improvement achieved
after the modi�cations introduce in an automatic �ngerprint classi�cation al-
gorithm. We de�ned a quality measure that has shown consistency with the
technician's criteria. The modi�cations to the original algorithm are proposed
and evaluated over images extracted from a 4 million �ngerprint card archive

held by DNIC.
Our future work will include improvements on the algorithm and further

testing. For the anisotropic di�usion we will try working with vectors in S
2 to

avoid the normalization in each step and we will also look for an automatic
stopping criteria.
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(a) Fingerprint with Bad quality

QIGlobal = 13:289

QILocal = 1:5873

(b) Fingerprint with Poor quality

QIGlobal = 34:03

QILocal = 70:33

(c) Fingerprint with Good quality

QIGlobal = 93:78

QILocal = 97:78

Fig. 1. Example of �ngerprints discriminated by their quality index
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