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Abstract - 1bis paper discusses the expansion of the main 
switch in the Uruguayan public paclcet network (URUPAC). 
The switch is an indigenous development based on several 
prior designa for the telex and data public networks. The 
advantages of a distributed architecture are presented. The 
choice of a communication bus was in the past a very 
difficult item. Several alternatives are discussed according to 
the expected networlc growth in the next years (from 64 to 512 
communication ports). The best altemative is to use a local 
networlc to link concentrators and processors. IBBB 802.3 is a 
suited protocol. The maximum growing capacity is discussed 
in this case. 

L INJROOUCTION 

Interfase S.A. has developed several switches with stored 
program control for different telex and data services in the last 
13 years [1). Tbis period begins with a telex switch for 128 
tenninals. This development was revised in three 
opportunities; each time the amount of tenninals was twofold 
augmented until a capecity of 1024 tenninals was achieved. 
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With this background experience, a packet switch for 32 
data tenninals was developed. At present this equipment is 
being redesigned with the objective of duplicating the quantity 
of supported tenninals (**). 

The current growth forecasts for the public data netwotk 
suggest that the size of the switch will duplicate each year 
towards a final size of 512 tenninals. 

Fig. 1. Architecture of a telex switch. The peripheral bus adapter is 
the solution to overcome growth demands. 

The purpose of the present paper is to discuss different 
altematives to meet the proposed growth in the next years. 

II. DISTRIBU[ED ARCHITECllJRES

The switches were always built with a distributed 
architecture. A central processor communicates with several 
peripheral processors through a communications bus. Figure 
1 shows a typical architecture of a telex switch. Figure 2 
shows the architecture of the packet data switch for 32 
tenninals. 

(*) Juan Grompone, Director of Telecommunications 
Division. Ornar Barreneche, Head of Hardware Design. Both 
with Interfase S.A. 

(**) All the switches mentioned in the present paper were 
developed and built for the Administracion Nacional de Tele­
comunicaciones de Uruguay (the National Telecommu-
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nications Administration of Uruguay), and constítute the Fig. 2. Architecture of the current packet data switch. A sttong-
backbone ofthe public netwotks ofthe country. coupled multiprocessor system supporting up to 48 DTEs. 



Up to the present, the hardware is based on the IEEE 796 
standard (Intel's MULTIBUS 1). Standard off the shelf boards 
areused. 

As Figure 1 shows, the central processor and the peripheral 
processors of the telex switches are MULTIBUS I machines. 
The communications bus of these switches is a paraJJel, 
proprietary bus at 256 KBPS, with two different sections for 
design reasons. An adapter interfaces the central processor 
and the peripheral processors sections. 

Toe experience acquired in the successive redesigns shows 
that the problem of the communications bus is difficult to 
solve. For compatibility reasons, the peripheral processors 
section was always kept. In every redesign the adapter and the 
central processor section of the bus were modified, to support 
thegrowth. 

As a result of this experience, the packet data switch for 32 
tenninals was developed as a single MULTIBUS I system, as 
shown in Figure 2. In this case a standard was adopted to 
avoid the design and growth flaws that occurred in the telex 
switches design cycle. 

Toe s1ructure of MULTIBUS I does not allow growing 
beyond 48 tenninals. For the sake of reliability, a peripheral 
processor takes care at most of 8 tenninals in the current 
design. With this modularity, 64 peripheral processors are at 
least needed to build a switch for 512 tenninals. 

For all the above stated reasons, the expansion of the data 
switch demands a careful analysis of new communication 
structures. Figures 3 and 4 sketch two arohitectural proposals 
with peripheral processors acting as tenninals multiplexors. A 
central processor interconnects these processors. 

In Figure 3 a star topology is proposed, with point to point 
links between the central and the peripheral processors. In 
Figure 4 a linear topology is proposed, under the principle of 
the multiple access to the communications medium. 

m. COMMUNICATION AL'IERNATIVES

The expansion of a 32 tenninals switch towards one with 
512 tenninals strongly suggests a central processor-peripheral 
processor organization. To maximally reuse the existent 
design, it is natural that a peripheral processor handles 32 
tenninals and that the central processor, through the 
communications bus, performs the routing, switching and 
management tasks. For compatibility reasons, the peripheral 
processor should be a MULTIBUS I machine with an 
arohitecture similar to the one sketched in Figure 2, excepting 
that it does not need magnetic media storage. 

The remaining design options to discuss are two: 
- The s1ructure of the central processor.
- Toe communication among processors.
Toe possible altematives for the central processor structure

are few, if compatibility with the precedent design is sought. 
Llke the current version of the switch, it must be a 
multiprocessor system, with different processors devoted to 
the link and network layers of the OSI model [2]. 

Since the costs of a application specific hardware design 
are impossible to afford, only standard commercial boards 
come into question. Therefore, the following alternatives are 
considered: 

- Central Processor under MULTIBUS I (IEEE 796).
- Central Processor under MULTIBUS II (IEEE 1296).
- Central Processor under ISA or possibly EISA bus.

'vil'.\ 

Fig. 3. Proposed distributed architecture of a packet data switch for 
up to 512 DTEs, with X.25 iinks between the central processor and 
the front end multiplexors. 
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Fig. 4. Proposed distributed architecture of a packet data switch for 
up to 512 DTEs, with an ETHERNET LAN linking the central 
processor and the front end multiplexors. 

As it has already been noted [Ji [4], !.he switching 
throughput mainly depends on the central pre cessor. At the 
current state of the art it is not difficult to achieve a central 
processor handling a switching capacity of sorne 1000 packets 
per second. Toe experience witll the present switch shows that 
such a capacity suffices for L'le expansíon of the network to 
512 terminals. It is also possible to suppose that in a few years 
proc�ssors with a fourfold capacity will be available. 

Toe above stated reasons leaded to the conclusion that the 
fundamental selection criteria are íhe maximum amo1.mt of 
peripheral processors a ghc11 central p1 ocessor can handle 



and the corresponding costs. These characteristics are sttongly 
dependent on the bus structure and the commercial offer for 
this bus. 

Another equally important aspect in making a selection are 
the perspectives for the next years of the selected technology, 
since this is a project that will take about three or four years to 
be implemented. In this reganl it is important to note that at 
this moment an evolution in the buses standanis takes place 
and it is not certain which one shall predominate. An 
erroneous bet could drive to extremely high costs in the 
future, because of incompatibilities. 

The communication among processors can take place in 
three basic altematives: 

-Parallel bus, either standard or proprietary
-Point to point communications, following the X.25

standard [5] at 64 KBPS. 
-Multiple access communications, following the IEEE

802.3 (Ethernet) standard [6] [7]. 
The parallel bus alternative is unattractive. At first, it was 

impossible to identify a satisfactory standanl bus. In case of a 
proprietary bus, the previous telex experience was a negative 
one. Table 1 shows a comparison of sorne of the most 
relevant characteristics ofthe remaining altematives. 

The X.25 altematives have the defmite advantage of being 
already implemented. Its disadvantages are that its point to 
po�t nature inherently malees ali reconfiguration operations 
difficult and that every attempt of using redundancy 
mechanisms to improve reliability steeply raises its costs. 

· Toe IEEE 802.3 (Ethernet) altemative has the lack of
previous experience of the development team as a 
disadvantage. In spite of this, its relative cost is not excessive, 
it enjoys a great flexibility and, because of being a widely 
accepted open standard, it allows connectivity to a broad 
spectrwn of systems. 

An architecture based on this altemative has the additional 
advantage of pennitting more than one central processor to 
achieve redundancy. In large switches it is mandatory to have 
at least a duplicated central processor in wann stand-by. This 
can be easily achieved, since the wann stand-by can 
pennanently monitor the traffic in the communications 
medium. Moreover, also triple modular redundancy can be 
implemented, as in the large telex switches. In this case, the 
peripheral processors act as voters and decisions are taken by 
majority. 

Last but not least, the implementation of the Logical Link 
Control Sublayer (IEEE 802.2 [8]) opens the way for a future 
migration to a optical fibers link, if the saturation of the 
Ethernet link is reached. 

Toe conclusion drawn from this analysis was that the best 
altemative is evolving towards a IEEE 802.3 based local area 
network and to leave open the central processor structure. 
This option results specially attractive since the final 
objective, the 512 tenninals switch, will only be reached after 
several intermediate redesign stages. In each stage the best 
cost/performance alternative of the structure will be selected. 

IV. MAXIMUM GROWTH

To determine the rnaximum growth, it is interesting to 
calculate the packet throughput that can be supported under 
IEEE 802.3 (Ethernet) communication. 

In the local area networlc, packets flow among the 

COMMUNI- CEN1RAL MAXIMUM RELATIVE 
CATION PROCESSOR GROWTH COST 

BUS 

X.25 IEEE796 256 MEDIUM 
X.25 IBEE 1296 512 HIGH 

X.25 ISA/EISA 128 LOW 
IBEE802.3 ALL >512 VARIABLE 

Table 1. Characteristics of some distributed architectures. 
Maximum growth shows the maximum amount of terminals 
supponed. 

peripheral processors, acting as multiplexors, and the central 
processor, which is the actual switch. Toe measurements 
performed on the present switch show that the mean packet 
size is 24 bytes. Ethernet frames are 64 bytes long minimum, 
so this will be the mean size of the frames in the LAN. 

The efficiency of an Ethernet based local area networlt has 
been extensively studied [3] [9]. For a switch supporting 16 
multiplexors · with 32 tenninals each (512 in the whole), the 
efficiency of the LAN is about 25%. The effective bit rate in 
the medium shall be about 2,5 MBPS. This implies a ''raw" 
transfer capacity of 

2,5MBPS 
---------------- - 4900 packets per second 

64 * 8 

Taking into account that each packet flows twice, at first 
from the input multiplexor towards the switch, and then from 
the switch towards the output multiplexor, the resulting 
capacity of the channel is the half, that is, about 2400 packets 
per second. 

To determine the throughput capacity after the definition 
given in CCITf's X.135 Recommendation, it is necessary to 
analyze the case in which only maximum length data packets 
flow in the channel. Let us assume that only data packets L 
bytes long and RR packets (3 bytes long) are transmitted over 
the LAN. For the data packets, the size of the frames is L + 
26 bytes, owing to the protocol ovemead, and for the others 
the size is 64 bytes. Toe mean size of the frames, considering 
that there is a one to one correspondence between data and 
RR packets, is 

L+90 

2 

If L = 128 bytes, the mean size of the frames is 109 bytes 
and the efficiency of the Ethernet LAN for 16 multiplexors is 
about 40%. As a result, the capacity of the channel is 

4MBPS 
--------------""-- = 2300 packets per second
109 * 8 * 2 

If L = 256, the typical frame shall be 173 bytes, the 
Ethernet LAN efficiency of 60% and the supported capacity 
shall be 



6MBPS 
---- • 2150 packets per second 
173 • 8 • 2 

1be results shown above indicate then, that the Btbemet 
LAN allows to reacb the expected growth. Its throughput does 
not limit the central processor and the load increment 
demanded by the eltp811Sion can be met. 

Y, CONCLUSIONS 

1be proposed architecture consisting of peripheral 
processors and a central processor linked by local area 
networlc based on the IBBB 802.3 (Ethernet) standard has the 
following advantages: 

-The IBBB 802.3 (Ethernet) standard is well known
and spread and most of the systems manufacturers adheres to 
it. This insures that its incorporation costs shall bave a at least 
constant or, more probebly, decreasing costs. 

-It offers great flexibility for the reconfiguration of
the switch, including dynamic reconfiguration. 

-lt is an open system, which allows to incorporate
most of the new hardware developments. 

-It makes possible to add new features to the system,
as for example, the engagement of strongly coupled 
processors as the system's console. 

-It allows the use of every kind of redundancy, even
at the communications channel level. 

According to the previously shown calculations, this 
architectureshall smoothly adapt itself to the growth of the 
national data networlc in Uruguay in the forthcoming years. 
Furthermore, it allows the reutilization of the hardware and 
software. 
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